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Preface

This volume (LNCS 11641) and its companion volume (LNCS 11642) contain the
proceedings of the Third Asia-Pacific Web (APWeb) and Web-Age Information
Management (WAIM) Joint Conference on Web and Big Data, called APWeb-WAIM.
This joint conference aims at attracting professionals of different communities related
to Web and big data who have common interests in interdisciplinary research to share
and exchange ideas, experiences, and the underlying techniques and applications,
including Web technologies, database systems, information management, software
engineering, and big data.

The Third APWeb-WAIM conference was held in Chengdu, China, during
August 1–3, 2019. APWeb and WAIM are two separate leading international
conferences on research, development, and applications of Web technologies and
database systems. Previous APWeb conferences were held in Beijing (1998), Hong
Kong (1999), Xi’an (2000), Changsha (2001), Xi’an (2003), Hangzhou (2004),
Shanghai (2005), Harbin (2006), Huangshan (2007), Shenyang (2008), Suzhou (2009),
Busan (2010), Beijing (2011), Kunming (2012), Sydney (2013), Changsha (2014),
Guangzhou (2015), and Suzhou (2016). Previous WAIM conferences were held in
Shanghai (2000), Xi’an (2001), Beijing (2002), Chengdu (2003), Dalian (2004),
Hangzhou (2005), Hong Kong (2006), Huangshan (2007), Zhangjiajie (2008), Suzhou
(2009), Jiuzhaigou (2010), Wuhan (2011), Harbin (2012), Beidaihe (2013), Macau
(2014), Qingdao (2015), and Nanchang (2016). Starting in 2017, the two conference
committees agreed to launch a joint conference. The First APWeb-WAIM conference
was held in Bejing (2017) and the Second APWeb-WAIM conference was held in
Macau (2018). With the increased focus on big data, the new joint conference is
expected to attract more professionals from different industrial and academic commu-
nities, not only from the Asia Pacific countries but also from other continents.

The high-quality program documented in these proceedings would not have been
possible without the authors who chose APWeb-WAIM for disseminating their find-
ings. After the double-blind review process (each paper received at least three review
reports), out of 180 submissions, the conference accepted 42 regular (23.33%), 17 short
research papers, and six demonstrations. The contributed papers address a wide range
of topics, such as big data analytics, data and information quality, data mining and
application, graph data and social networks, information extraction and retrieval,
knowledge graph, machine learning, recommender systems, storage, indexing and
physical database design, text analysis and mining. We are deeply thankful to the
Program Committee members for lending their time and expertise to the conference.
The technical program also included keynotes by Dr. Divesh Srivastava (AT&T
Labs-Research, USA), Dr. Xindong Wu (Mininglamp Technology, China), Prof.
Christian S. Jensen (Aalborg University, Denmark), and Prof. Guoliang Li (Tsinghua
University, China). We are grateful to these distinguished scientists for their invaluable
contributions to the conference program.



We thank the general co-chairs (Heng Tao Shen, Kotagiri Ramamohanarao, and
Jiliu Zhou) for their guidance and support. Thanks also go to the workshop co-chairs
(Jingkuan Song and Xiaofeng Zhu), tutorial co-chairs (Shaojie Qiao and Jiajun Liu),
demo co-chairs (Wei Lu and Jizhou Luo), industry co-chairs (Jianjun Chen and Jia
Zhu), and publicity co-chairs (Lei Duan, Yoshiharu Ishikawa, Jianxin Li, and Weining
Qian).

We hope you enjoy the exciting program of APWeb-WAIM 2019 as documented in
these proceedings.

June 2019 Jie Shao
Man Lung Yiu

Masashi Toyoda
Dongxiang Zhang

Wei Wang
Bin Cui
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Abstract. User profiling means exploiting the technology of machine
learning to predict attributes of users, such as demographic attributes,
hobby attributes, preference attributes, etc. It’s a powerful data support
of precision marketing. Existing methods mainly study network behav-
ior, personal preferences and post texts to build user profile. Through
our data analysis of micro-blog, we find that females show more positive
and have richer sentiments than males in online social platform. This dif-
ference is very conducive to the distinction between genders. Therefore,
we argue that sentiment context is important as well for user profil-
ing. In this paper, we propose to predict one of the demographic labels:
gender by exploring micro-blog user posts. Firstly we build a sentiment
polarity classifier in advance by training a Long Short-Term Memory
(LSTM) model. Next we extract sentiment representations from LSTM
middle layer. Lastly we combine sentiment representations with virtual
document vectors to train a basic MLP network for gender classification.
We conduct experiments on a dataset provided by SMP CUP 2016 in
China. Experimental results show that our approach can improve gender
classification accuracy by 5.53%, compared with classical MLP gender
classification without sentiment context.

Keywords: Gender classification · Neural networks ·
Sentiment representation · User profiling

1 Introduction

User profiling is a labeled user model abstracted from information like user social
attributes, lifestyle and consumer behavior. The key work of user profiling is to

This work is supported by the National Social Science Foundation of China (Grant
No: 15BGL048), Hubei Provincial Natural Science Foundation of China (Grant No.
2017CFA012) and JSPS KAKENHI Grant Number 19K12230.
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Fig. 1. Sentiment polarity probability difference between male and female.

label users with some highly refined features that can summarize user charac-
teristics through analysis of various user information, in a word, digitizing users.
The potential applications of user profiling includes precision marketing, Data
statistics, decision support, etc. Gender label supports designing a personalized
product. However, in social media, filling basic information is not compulsive.
As a result, some labels may be missing or untrue. Therefore, it is necessary to
predict the gender of users.

In order to improve the accuracy of gender classification, it is very impor-
tant to select effective features. After investigating the data, we find there exits
sentiment difference between male and female. Through analyzing our sample
data, we make a sentiment polarity probability distribution of different gender.
We can see from Fig. 1 that, most of the micro-blog posts sent by male are very
neutral, while on the whole, female are more positive than male. Experiments
conducted by Zhang et al. [21] and Bianchin et al. [1] also confirmed this point.

To the best of our knowledge, there is few researchers who study gender
classification by adding sentiment in user profiling. However, there exist two
problems: (1) How to get sentiment labels since there is no labelled sentiment
information in micro-blog training set. (2) How to effectively represent sentiment
information for gender classification. Our main contribution is listed as follows
to alleviate the above problems:

– In order to get sentiment labels of micro-blog, we learn sentiment information
from commodity reviews. We calculate the similarity between reviews and
micro-blog, and select the high similarity data to be source domain. We train
a LSTM sentiment classifier on source domain data.

– We input micro-blog posts to the LSTM to get target domain sentiment
representations. More specifically, we extract frozen LSTM layer output to
be our sentiment representations. Micro-blog post vectors are combined with
these sentiment representations to form the final input representations.

Experimental results show that our approach can improve classical gender
classification by 5.53%. The rest of this paper is organized as follows: Sect. 2
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reviews the related work of user profiling and sentiment analysis, Sect. 3 describes
our approach in detail, Sect. 4 validates our proposal by experiment results, and
Sect. 5 makes a conclusion of our work and discusses our future work.

2 Related Work

User profiling has attracted many research efforts. Researchers have exploited
wide various forms of data for user profiling. Zhang et al. [20] incorporate mul-
tiple textual perspectives to classify users. Volkova et al. [12] learn log-linear
models using lexical features to infer various traits from user communications
in social media. Li et al. [6] explore character and word n-gram as features as
well as character and word embeddings for classification. Farnadi et al. [4] merge
multiple modalities of user data to predict age, gender, and personality. Multi-
view based analysis is another effective way to deal with multiple modal data.
[14–16]. Burger et al. [2] conduct experiments on screen name, full name, descrip-
tion, tweets to predict gender. Li et al. [7] infer missing attributes of user profile
based on Convolutional Neural Network (CNN). Our work is different from the
above research since we consider sentiment analysis in user profiling.

As for sentiment analysis, various researchers have developed effective
approaches of sentiment analysis. Li et al. [8] propose a Hierarchical Attention
Transfer Network (HATN) for cross-domain sentiment classification. Wang et
al. [17] build a RNN-Capsule for sentiment analysis without using any linguistic
knowledge on movie reviews and other datasets. Wang et al. [13] investigate a
novel task of online dispute detection. Pla et al. [11] develop a sentiment analysis
system to detect user political tendency. Sentiment analysis has a lot of appli-
cations such as public opinion analysis, political tendency analysis, information
prediction. However, there are few researches which apply it to user profiling.

3 Our SRL-MLP Approach

3.1 Framework

This paper utilizes a supervised approach to classify gender of micro-blog users.
The framework of our proposed approach is showed in Fig. 2. This framework
include three parts. The first part is micro-blog posts preprocess. In this part we
input tokenized micro-blog posts to get two types of document representation.
The second part is sentiment representation learning. In this part we consider
some deep learning models, like Long Short-Term Memory (LSTM) and Convo-
lutional Neural Network (CNN), to get sentiment representation learning model.
The third part is gender classification part. In this part, candidate networks for
the gender classifier include Multi-Layer Perceptron (MLP), CNN, LSTM, Bidi-
rectional Long Short-Term Memory (BiLSTM), Hierarchical Attention Networks
(HAN), etc.
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Fig. 2. The framework of our SRL-MLP approach.

3.2 Sentiment Representation Learning

There is no explicit sentiment information in target domain. Inspired by the idea
of transfer learning, we utilize labeled data from source domain that are close
to target domain. Here we consider online commodity reviews with star rates as
related source domain. As a consequence, after getting a model trained by source
domain, we can transfer it to target domain to get sentiment representation.

Select High Similarity Data. Pan et al. [10] summarize the basic methods
of transfer learning. In general, source domain and target domain have different
probability distributions, and they are both unknown. Here we calculate similar-
ity based on instances and select source domain data which have high similarity
with target domain data. We train a LSTM sentiment representation learning
model on these selected data.

Sentiment Representation. After have trained a LSTM model by selected
source domain data, we get a model that can predict sentiment polarity. Yosinski
et al. [19] have validated features are transferable in deep neural networks. After
inputting micro-blog posts to LSTM model, we can extract sentiment represen-
tations in two ways: (1) extract last layer which predicts the sentiment polarity
0(neg)/1(pos); (2) extract middle layer output such as dense or LSTM layer.
We conduct experiments on both. However, as sentiment polarity contains less
sentiment information, experiments show middle layer output performs better.

3.3 Gender Classification

In Sect. 3.2 we get micro-blog post sentiment representations. There are several
ways to concatenate sentiment representations with document representations,
such as concatenating them in the MLP input layer, or concatenating sentiment
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Table 1. Accuracy of different classifiers.

Classifiers Accuracy(%) Classifiers Accuracy(%)

Logistic regression [12] 67.06 CNN [7] 77.99%
Random forest [3] 72.15 LSTM [5] 73.67
Support vector machine [2] 76.34 BiLSTM [22] 77.35
MLP [4] 84.20 HAN [18] 79.26%

representation with MLP dense layer output or else. Experiments show directly
concatenating in the input layer works better than dense layer.

The preceding concatenating methods are frozen layer concatenation. Fine-
tune is a method of deep network transfer. It provides auxiliary method for the
traditional artificial features extracting method. For finetune, we concatenate
LSTM layer of LSTM model with MLP input layer to form a multi-input model.
We finetune parts of origin LSTM model when training gender classifier.

4 Experiments

4.1 Dataset and Evaluation Measure

All micro-blog data used in this paper are from SMP (Social Media Processing)
CUP 20161. It consists of 3,138 labeled users, and each user has about 100 posts.
Since we need to learn the sentiment representation of micro-blog, and there is
no label about sentiment in these micro-blog posts. We selected JD commodity
review data2 with pos/neg labels as the source domain data, because reviews
have more pronounced sentiment polarities. It contains 10,696 positive reviews
and 10,428 negative reviews. We learn the sentiment representation and transfer
it to the target domain of micro-blog. All the data and source codes we used in
this paper can be found at our github3.

Our evaluation measure is accuracy which is the ratio of rightly classified
number to total test samples number. For evaluating the overall performance of
the model, we do 5-fold cross validation, and get their average accuracy.

4.2 Comparison of Different Gender Classifiers

Based on our preliminary experiments on document representation, our docu-
ment representation is the average of embedding vectors. We try to represent
documents using TF-IDF, keywords TF-IDF, LDA, word embedding concate-
nated with LDA, and word embedding shows the best. Then we try several
traditional classifiers and some deep neural network models to get preliminary
1 https://biendata.com/competition/smpcup2016/.
2 https://kexue.fm/archives/3863.
3 https://github.com/WUT-IDEA/SRL-MLP.

https://biendata.com/competition/smpcup2016/
https://kexue.fm/archives/3863
https://github.com/WUT-IDEA/SRL-MLP
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experiment results on gender classification. Results after 5-fold cross validation
on 3,138 sample data are showed in Table 1. As a proof-of-concept implementa-
tion, we use the simplest, i.e. MLP, as our gender classifier.

4.3 Performance of Our SRL-MLP

Configuring of Our Framework. Our MLP consists of two dense layers and
one dropout layer. We compare LSTM and CNN model to determine a sentiment
polarity classifiers. In the entire reviews, the accuracy of LSTM model can reach
91.10%, while CNN can only reach 88.75%. Therefore, we learn sentiment repre-
sentation based on LSTM model. Considering data imbalance, we exploit smote
oversampling [9] to generate data. After smote, we can improve the accuracy
from 84.20% to 85.89%, that is 1.69%.

Sentiment Representation Learning Results. Since using sentiment polar-
ity features is intuitive, we also conduct experiments of adding sentiment polarity
features to enhance gender classification. However, accuracy has been improved
by 0.16% only. Therefore we propose our sentiment representation. There are
two steps for our sentiment representation learning: (a) select source domain
data; (b) extract middle layer.

(a) Select source domain data. In this step we choose different corpus to train
our LSTM. We make a accuracy comparison when LSTM sentiment analyzer was
trained on (1) only JD reviews; (2) high similarity JD reviews; (3) JD reviews and
manually labeled micro-blog posts; (4) high similarity JD reviews and manually
labeled micro-blog posts. Their maximum accuracy is shown in Table 2. When
source domain data are selected, we use Cosine similarity calculation method,

Table 2. Accuracy(%) of different source domain data and sentiment representation.

Train LSTM model on Added sentiment representation Accuracy(%)

entire JD reviews frozen LSTM layer 88.09
frozen dense layer 87.98
finetuned LSTM layer 86.95

high similarity JD
reviews

frozen LSTM layer 89.73
frozen dense layer 88.45
finetuned LSTM layer 87.38

entire JD reviews and
manually labeled
micro-blog

frozen LSTM layer 88.87
frozen dense layer 88.13
finetuned LSTM layer 86.75

high similarity JD
reviews and manually
labeled micro-blog

frozen LSTM layer 89.31
frozen dense layer 89.26
finetuned LSTM layer 87.22
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and select the data whose average similarity can exceed 0.25, according to our
preliminary parameter study, to be our new source domain data.

(b) Extract middle layer output. In this step we extract middle layer out-
put to be our sentiment representation. We make a sentiment representation
comparison between extracting (1) frozen lstm layer; (2) frozen dense layer; (3)
finetuned lstm layer.

From Table 2, we can see that after adding sentiment representation, accuracy
of gender classification is much improved. Ideally, finetuning will increase more
than frozen parameters. But due to small sample size, finetuning does not play
a big role, with only increases 1.49% improvement. When training LSTM on
high similarity data, and transferring frozen lstm layer sentiment representation,
improvement rises from 85.89% to 89.73%, that is 3.84% improvement.

5 Conclusions and Future Work

In this paper, we study user profiling enhanced by sentiment representation.
After introducing sentiment representations into MLP, we improve accuracy
by 5.53%, from 84.20% to 89.73%. The transferred features are usually rich
in expressiveness. This transferability can assist traditional feature extrac-
tion, avoiding the time-consuming and complex nature of manual extraction of
features.
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Abstract. Clustering has been extensively explored in pattern recogni-
tion and data mining in order to facilitate various applications. Due to
the presence of data noise, traditional clustering approaches may become
vulnerable and unreliable, thereby degrading clustering performance. In
this paper, we propose a robust spectral clustering approach, termed
Non-negative Low-rank Self-reconstruction (NLS), which simultaneously
(a) explores the nonnegative low-rank properties of data correlation as
well as (b) adaptively models the structural sparsity of data noise. Specif-
ically, in order to discover the intrinsic correlation among data, we devise
a self-reconstruction approach to jointly consider the nonnegativity and
low-rank property of data correlation matrix. Meanwhile, we propose to
model data noise via a structural norm, i.e., �p,2-norm, which not only
naturally conforms to genuine patterns of data noise in real-world situa-
tions, but also provides more adaptivity and flexibility to different noise
levels. Extensive experiments on various real-world datasets illustrate the
advantage of the proposed robust spectral clustering approach compared
to existing clustering methods.

Keywords: Nonnegative · Low-rank · Structural sparsity

1 Introduction

In machine learning and data mining areas, tremendous research endeavors have
been dedicated to clustering technique [11] and the corresponding applications [9,
10,12–14,20,23,28–31], such as image segmentation, gene expression analysis,
document analysis, content based image retrieval, image annotation, similarity
searches.
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k-means, one of the most classic clustering models, has been practically
applied in reality due to its effectiveness and simplicity. The typical procedure
of traditional k-means (TKM) clustering algorithm iteratively assigns each data
point to its closest cluster and computes a new clustering center. However, the
“curse of dimensionality” may degrade the performance of TKM significantly [6].
Several research endeavors have been made to handle this problem by seeking
a low-dimensional projection through dimensionality reduction, e.g., PCA, and
then performing TKM. To step further, discriminative analysis [6,21,33,34] has
been injected into TKM to enhance clustering performance. It has been shown
that integrating TKM and LDA into a joint framework is beneficial. In [6,21],
TKM and LDA were employed to obtain cluster labels and learn the most dis-
criminative subspace in an alternating way. Ye et al. [34] proposed a joint frame-
work, i.e., discriminative k-means (DKM) algorithm to formalize the clustering
as a trace maximization problem.

In recent years, spectral analysis [3,5] has been proven to be effective in many
applications, especially spectral clustering (SC) [8], which has become one of the
most successful clustering methods and it shows more capability in partition-
ing data with more complicated structures compared to traditional clustering
approaches. The underlying reason is that spectral clustering puts more efforts
on mining the intrinsic data geometric structures [1,2,17,18,24,26,27,32]. SC
has been widely applied and shown their effectiveness in various real-world appli-
cations, such as image segmentation [20,35]. The fundamental idea of spectral
clustering is that it predicts cluster labels by exploiting the different similarity
graphs of data points. Besides NCut and k-way NCut, a new SC algorithm,
i.e., local learning based clustering (LLC) [24], was developed according to the
assumption that the cluster label of a data point can be determined by its neigh-
bors, and a kernel regression model was used for label prediction. In [32], dis-
criminative information is injected into the construction of the similarity matrix
to improve clustering performance. Most of the existing methods heavily rely on
such parametric similarity (or correlation) estimation.

Recent years have witnessed the explosion of emerging Web data driven.
Such data explosion has been posing more challenges on traditional clustering
techniques. On the one hand, due to the fast evolution of Web data, traditional
approaches may require expensive cost of parameter tuning process for calculat-
ing a proper data similarity matrix and thus become not applicable when con-
fronted with different data types, different data distributions and so on. Besides,
most of the existing approaches focus on using local structure rather than global
feature, and data correlation is usually calculated independently. The intrinsic
nature of data correlation matrix and global structure of data have not been well
explored to facilitate the subsequent spectral clustering process. On the other
hand, real-world data may be usually contaminated by unpredictable noise and
outliers, which can easily make existing method vulnerable.

In this work, we propose a novel approach for robust spectral clustering,
termed Non-negative Low-rank Self-reconstruction (NLS), to jointly cope with
the aforementioned problems. Specifically, NLS aims at jointly (self-) recon-
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structing a set of data by linearly combining all the data points in the dataset
itself. Linear model is possibly the most commonly chosen one due to its ease for
use and effectiveness in practice. We first propose to enforce the reconstruction
coefficient matrix (i.e., data correlation matrix) to exhibit low-rank property,
which not only provides data with a more interpretable representation but also
incorporates precious global structural information for identifying data correla-
tion.

Moreover, we deliberately add a nonnegative constraint on the correlation
matrix in order to promote the interpretability (i.e., zero indicates no relevance
and positive value implies the degree of relevance). The initial motivation of
posing the nonnegative constraint on data correlation matrix is to conform with
the nonnegative property of data similarity, such as the ones based on Euclidean
distance and cosine similarity. In this way, the nonnegative would probably help
to characterize the data correlation in a more accurate and interpretable man-
ner, which further boosts the clustering performance. Different from our previous
work [32], which posed nonnegative constraint on cluster labels, we use nonneg-
ative constraint to characterize the intrinsic correlation among data.

Furthermore, it is observed that only a (small) proportion of data in a dataset
may be corrupted and different sources of data may have different levels of noise.
Based on the above observations, we devise a novel noise modelling approach by
utilizing an effective �p,2-norm over noise matrix to characterize noise in a more
precise way. The �p,2-norm is able to produce sample-wise sparsity over noise
matrix, thereby leading to automatic identification and modelling of noisy sam-
ples. Meanwhile, by varying the value of p, �p,2-norm can provide more flexibility
on controlling levels of noise as well as expand applicable range of our approach.

The contributions of this paper are summarized as follows:

– We propose a novel approach, termed Non-negative Low-rank Self-
reconstruction (NLS), for facilitating robust spectral clustering. NLS
jointly reconstructs data samples in a dataset from themselves, i.e., self-
reconstruction, by exploring the intrinsic low-rank nature and nonnegativity
of data correlation matrix and precisely modelling sample-wise data noise.

– We devise a nonnegative low-rank approach, which provides data with a more
interpretable representation as well as incorporates precious global structural
information for identifying data correlation.

– We incorporate an effective �p,2-norm for characterizing data noise in a more
precise way. The �p,2-norm injects more flexibility to our approach for adapt-
ing to different levels of noise and expands applicable range.

– Extensive experiments on multiple real-world datasets illustrate that our pro-
posal outperforms the existing clustering algorithms.

The rest of this paper is organized as follows. Section 2 elaborates the pro-
posed nonnegative low-rank self-reconstruction model. Experiments are reported
and analyzed in Sect. 3. In the last, we conclude our work in Sect. 4.
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2 The Proposed Approach

In this section, we elaborate the details of the proposed robust spectral cluster-
ing approach, including a nonnegative low-rank self-reconstruction process for
learning data correlation matrix and a structural noise modelling component for
handling noisy data.

Given a set of data points X = [x1, x2, . . . , xn] ∈ R
d×n, where each column

vector xi ∈ R
d represents a datum and d is the dimensionality of feature space.

Ideally, the data in X should not contain any noise. Nonetheless, in real-world
scenarios, data would be inevitably contaminated by various unpredictable fac-
tors, such as distortion, transmission error, malicious tempering, etc. Intuitively,
a reasonable assumption is that only a (small) proportion of data are influenced
by noise, i.e., the noise should be sparse. Furthermore, the noise levels in dif-
ferent sources of data may vary significantly, which poses great challenges for
precise noise control using a unified model. In this case, the major objective of
this work is to devise an effective spectral clustering approach, which is able to
capture the genuine correlation among data, identify noisy samples as well as
suppress influence of different levels of noise effectively.

2.1 Nonnegative Low-Rank Self-reconstruction

As aforementioned in Sect. 1, we employ linear model for reconstructing data
due to its ease for use and effectiveness in practice. Given the data matrix
X = [x1, x2, . . . , xn] ∈ R

d×n, the i-th datum xi can be represented as a lin-
ear combination of m basis vectors in a dictionary B = [b1, b2, . . . , bm] ∈ R

d×m:

xi = Bwi + εi,

where wi ∈ R
m is the reconstruction coefficient of xi and εi ∈ R

d is the noise on
xi. By denoting the linear model in concise matrix form, we have:

X = BW + E , (1)

where W = [w1, w2, . . . , wn] ∈ R
m×n is the reconstruction coefficient matrix,

which can be regarded as either the new representation of data or the correlation
of data in X and the basis in B. E = [ε1, ε2, . . . , εn] ∈ R

d×n indicates the noise
matrix of all data in X.

In order to infer the data correlation within X, a reasonable way is to exploit
X itself as the dictionary to perform (self-)reconstruction as follows:

X = XW + E . (2)

In this way, we can regard W as the new representation of X or correla-
tion between data in X and themselves. The i-th column of W , i.e., wi =
[w1i, w2i, . . . , wni]T ∈ R

n, is the reconstruction coefficient vector of the i-th
datum xi. The coefficient wji measures the contribution of the j-th datum xj

on the reconstruction of xi.
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In order to model data correlation, one may use sparse constraint (e.g.,
‖W‖1) [7] for obtain an optimized W . Indeed, it may uncover the local structure
of X and achieve the denoising purpose to some extent; nevertheless, such sparse
constraint may easily cause the data correlation W ignoring the precious global
structural information. Based on this analysis, we propose to employ low-rank
constraint, which has been proven to be more proper for characterize the data
correlation as well as explore the global information. The general optimization
problem is stated as below:

min
W,E

rank(W ) + λΩ(E), s.t. X = XW + E , (3)

where the first term calculates the rank of W , the second term Ω(E) enables
certain forms of sparsity for modelling data noise, and λ is a balance parameter
determining the contribution of these two terms.

It is known that optimizing the rank function is difficult due to its discrete-
ness. To handle this problem, a common way is to relax the rank optimization
to a nuclear norm optimization, which is convex. Thus, the problem in Eq. (3)
is transformed to

min
W,E

‖W‖∗ + λΩ(E), s.t. X = XW + E . (4)

where ‖ · ‖∗ denotes the nuclear norm of a matrix, i.e., the sum of the matrix’s
singular values.

If we solve the problem in Eq. (4), the optimized W ∗ would probably be
mixing-signed, which makes it difficult to describe data correlation in an inter-
pretable way. Intuitively, given two data points, if they are relevant, in order to
quantify the degree of their correlation, we may use a positive value as measure-
ment; otherwise, we use value zero to indicate the fact that they are not relevant.
In other words, this intuition implies us that W ∗ should be nonnegative. It has
been shown that nonnegative analysis would probably boost performance [25].
Accordingly, we impose an explicit nonnegative constraint over data correlation
matrix W , and the problem is reformulated as

min
W,E

‖W‖∗ + λΩ(E), s.t. X = XW + E ∧ W ≥ 0. (5)

In the next part, we will introduce how to precisely characterize data noise
E , i.e., specify Ω(E) to further reinforce the establishment of data correlation.

2.2 Modelling Data Noise

In real-world cases, data would be inevitably contaminated by various types of
noise, such as distortion, transmission error, etc. Normally, it is reasonable to
assume that only a (small) proportion of data are actually corrupted and the
rest are clean. Suppose we use �1-norm to model data noise as below:

‖E‖1 =
d∑

j=1

n∑

i=1

|εji|, (6)
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where εji indicates the j-th element of εi. Such modelling would probably cause
that the identified noise propagated to all the data, thereby negatively influenc-
ing other clean samples and further degrading the performance. In order to avoid
such noise propagation problem, a more effective way is to intentionally shape
noise according to certain reasonable assumption. As aforementioned, noise may
only occur in a (small) proportion of data, which inspires us to exploit structural
modelling approach, such as �1,2-norm:

‖E‖1,2 =
n∑

i=1

‖εi‖. (7)

As we can see from the definition, �1,2-norm of E actually accounts to the �1-
norm of the vector [‖ε1‖, ‖ε2‖, . . . , ‖εn‖], which implies that it helps to induce
sample-wise sparsity. In other words, some columns of E shrink to zero.

In order to further increase the flexibility for handling different corrupt levels
of data, we propose to generalize of �1,2-norm to �p,2-norm:

‖E‖p,2 =
n∑

i=1

‖εi‖p
, (8)

where 0 < p < 2. Note that when p is set to 1, Eq. (8) is identically equiva-
lent to Eq. (7). As p varies, the �p,2 norm may help to induce different levels
of sparsity, which corresponds to different levels of noise intended to be recog-
nized. For instance, when p → 2, the �p,2 norm tends to become �2 norm, which
will not induce any sparsity, thereby disabling the ability of NLS identifying
noisy samples. In contrast, small p would probably induce too much unneces-
sary sample-wise sparsity, which may force NLS to “over-identify” noisy samples,
thereby degrading clustering performance.

Thus, by substituting Eq. (8) into Eq. (5), we have

min
W,E

‖W‖∗ + λ‖E‖p,2, s.t. X = XW + E ∧ W ≥ 0. (9)

In the next part, we will introduce the optimization details of Eq. (9).

2.3 Optimization

In this subsection, we present an alternating algorithm for optimizing the prob-
lem in Eq. (9). We first transform the original problem (9) by adding an addi-
tional variable V for facilitating the optimization:

min
W,E,V

‖V ‖∗ + λ‖E‖p,2,

s.t.

⎧
⎨

⎩

X = XW + E ,
W ≥ 0,
V = W.

(10)
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By utilizing Augmented Lagrange Multiplier (ALM), the above constrained
problem can be further changed to the following form:

min
W,E,V,P,Q

‖V ‖∗ + λ‖E‖p,2 + Tr
(
PT (X − XW − E)

)
+ Tr

(
QT (W − V )

)

+ α
2

(
‖X − XW − E‖2F + ‖W − V ‖2F ,

)
s.t. W ≥ 0,

(11)

where Tr(·) is the trace of a matrix. P ∈ R
d×n and Q ∈ R

n×n are Lagrange
multipliers for the two equality constraints, and α > 0 is a trade-off parameter.
In order to solve the problem (11), we alternatingly update W, E , V, P,Q.

Update V . By fixing W, E , P,Q, we have the following sub-problem:

min
V

‖V ‖∗ − Tr
(
QT V

)
+

α

2
‖W − V ‖2F , (12)

which is equivalent to

min
V

1
2

∥∥∥∥V −
(

W +
Q

α

)∥∥∥∥
2

F

+
1
α

‖V ‖∗. (13)

The above optimization problem with nuclear norm regularization can be
efficiently solved by singular value thresholding [4].

Update W . By fixing E , V, P,Q, the problem (11) is reduced to

min
W

Tr
(−PT XW + QT W

)

+α
2

(
‖X − XW − E‖2F + ‖W − V ‖2F

)
,

s.t.W ≥ 0,

(14)

which can be solved by applying the following multiplicative update rule:

wij ← wij × Hij

(UW̃ )ij

, (15)

where W̃ is the outcome in the previous iteration. U = XT X+I and I is identity
matrix of size n × n. H = (XT X − XT E + V + 1

α (XT P − Q)).
Update E . Now let us fix W,V, P,Q, then the problem can be transformed

to
min

E
α
2 ‖X − XW − E‖2F − Tr

(
PT E)

+ λ‖E‖p,2,

⇔ min
E

1
2

∥∥E − (X − XW + P
α )

∥∥2

F
+ λ

α‖E‖p,2.
(16)

In order to solve the sub-problem in (16), we first consider the following
alternative problem:

min
E

1
2

∥∥∥∥E − (X − XW +
P

α
)
∥∥∥∥
2

F

+
λ

α
Tr(ET ZE), (17)

where Z is a diagonal matrix, whose i-th diagonal element is computed as

Zii =
p

2‖εi‖2−p (18)
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Note that Z is derived from E which makes it difficult to directly optimize (17).
Hence, we devise an iterative algorithm to handle the problem. To be more
specific, in each iteration we alternatingly update Z and E . We first calculate Z
with the obtained E in the previous iteration, then E is updated via a close-form
solution. By fixing Z and setting the derivative of (17) w.r.t. E to zero, we arrive
at

E = (I +
2λ

α
Z)−1(X − XW +

1
α

P ). (19)

We can show that by iteratively solving the problem (17), the optimal solu-
tion can be obtained for the problem (16). To this end, we present the following
lemmas and theorem.

Lemma 1. Let εi be the ith column of the updated E in previous iteration and
ε̃i be the ith column of the variable Ẽ in current iteration, then the following
inequality holds:

‖ε̃i‖p − p ‖ε̃i‖2
2‖εi‖2−p ≤ ‖εi‖p − p ‖εi‖2

2‖εi‖2−p (20)

Proof. Please refer to Appendix for more details.

Lemma 2. Given E = [ε1, ε2 . . . , εn], where εi is the ith column of E, then we
have the following conclusion:

n∑

i=1

‖ε̃i‖p −
n∑

i=1

p‖ε̃i‖2

2 ‖εi‖2−p ≤
n∑

i=1

‖εi‖p −
n∑

i=1

p ‖εi‖p

2 ‖εi‖2−p (21)

Proof. It can be easily seen that by summing up the inequalities over all the
columns in E in Lemma 1 we are able to obtain the conclusion of Lemma 2.

Theorem 1. At each iteration (line 3–4) of Algorithm1, the value of the objec-
tive function in Eq. (16) monotonically decreases.

Proof. Please refer to Appendix for more details.

Theorem 1 guarantees the convergence of Algorithm 1.
The algorithm is shown Algorithm 1.
Update Pand Q. Given W, E , V , we may update the Lagrange multipliers

P and Q as follows: {
P ← P + α(X − XW − E)
Q ← Q + α(W − V ) (22)

We summarize the optimization for the problem (11) in Algorithm 2.
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Algorithm 1. Algorithm for optimizing the �p,2-norm regularized problem in
Eq. (17).
Input: Data matrix X, correlation matrix W , Lagrange multiplier P , parameters λ,

α and p;
Output: E ;
1: Initialize E ;
2: repeat
3: Compute the diagonal matrix Z according to Eq. (18);
4: Update E = (I + 2λ

α
Z)−1(X − XW + 1

α
P );

5: until convergence
6: return E ;

Algorithm 2. Algorithm for optimizing the problem in Eq. (11).
Input: Data matrix X and parameters λ, p;
Output: W ;
1: Initialize E , P, Q, W , maxα = 1010, ρ = 1.1;
2: repeat
3: Update V by solving the problem in Eq. (12);
4: Update W by solving the problem in Eq. (14) with the multiplicative update

rule in Eq. (15);
5: Update E by running Algorithm 1;
6: Update P and Q according to Eq. (22);
7: Update α = min(ρα, maxα);
8: until convergence
9: return W ;

2.4 Overall Spectral Clustering

Given the optimized data correlation matrix W ∗, where the element w∗
ji indicates

the directed relation from the j-th datum to the i-th datum, i.e., the contribution
of the j-th datum in the reconstruction process of the i-th datum. Intuitively, it
is reasonable to assume that a given datum is only related to a few samples. To
this end, we choose to reserve k nearest neighbors in terms of the data correlation
and construct the sparse data correlation matrix Ŵ ∗, where k is an empirical
parameter.

Note that NLS model does not guarantee that Ŵ ∗ is symmetric, which
implies that in most cases ŵ∗

ij 
= ŵ∗
ji. In general, most spectral clustering algo-

rithms use symmetric affinity matrix to partition data. Following this convention,
we practically add Ŵ ∗ and its transpose to guarantee the constructed graph is
undirected and the affinity matrix is symmetric, which will facilitate the subse-
quent typical spectral clustering procedure:

A =
Ŵ ∗ + (Ŵ ∗)T

2
. (23)
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Finally, we perform spectral clustering by applying eigen-value decomposition
on the Laplacian matrix of A and discretizing clustering labels (e.g., spectral
rotation or k-means).

3 Experiments

In this section, we evaluate the effectiveness of the proposed NLS spectral clus-
tering algorithm by comparing it to the existing approaches on various datasets.

3.1 Experimental Settings

We evaluate on five datasets, including Jaffe, Umist, Yale, Lenses and Auto. We
compare our algorithm to six existing clustering approaches, including k-means
clustering (TKM), discriminative k-means (DKM) clustering [34], Spectral Clus-
tering (SC), Normalized Cuts (NCuts) [35], Local Learning Clustering (LLC)
[24], CLGR [22] and LRR [15,16]. Besides, we also evaluate three variants of
our approach, i.e., LS, LS 1 and NLS 1. LS is the version of our approach NLS
without nonnegative constraint. LS 1 and NLS 1 are the corresponding versions
of LS and NLS using �1-norm instead of �1,2-norm.

For spectral clustering algorithms, we always set k=5. We perform the self-
tuning algorithm [36] to determine an adaptive bandwidth. For fair comparison,
the trade-off parameters in all the comparison algorithms are consistently tuned
from the range of {10−6, 10−4, 10−2, 100, 102, 104, 106}; for the parameter p in our
approach, we set it in the range of {0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75}; and the best
results are reported. To reduce statistical variation, each clustering algorithm is
run repeatedly for 10 times and the average results are reported.

Following conventional clustering study, we use Accuracy (ACC) and Nor-
malized Mutual Information (NMI) as our evaluation metrics.

3.2 Comparison

In this subsection, we conduct empirical studies on five datasets to show the
performance comparison of existing algorithms and our proposed method. The
comparison results of ACC and NMI are listed in Tables 1 and 2, respectively.
We can derive the following analysis.

– In most cases, NLS 1 achieves better performances than TKM, DKM, SC and
NCuts. This phenomenon indicates that jointly exploring nonnegativity and
low rank properties of data correlation as well as suppressing data noise can
be of benefit for achieving satifactory clustering performance.

– NLS consistently outperforms NLS 1. This observation implies that the struc-
tural modelling using �p,2-norm is able to better capture the genuine distribu-
tion of data noise than �1-norm. NLS exploits �p,2-norm to “actively” enforce
sample-wise sparsity on data noise, thereby accurately identifying and quan-
tifying noisy samples; nonetheless, NLS 1 models data noise using �1-norm,
which tends to “accidentally” propagate noise across all data samples and
cause inventible contamination of clean samples.
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– NLS always achieves the best performance. Both LLC and CLGR exploit
additional knowledge, e.g., discriminative information, to enhance the explo-
ration of data correlation; hence, in most cases they achieve better perfor-
mance than TKM, DKM, SC, NCuts and LRR. However, compared to our
method, they do not fully take any consideration into intrinsic properties
of data correlation, namely nonnegativity and low rankness, as well as struc-
tural modelling of data noise, which together guarantees a reliable and robust
process for data self-reconstruction and the subsequent spectral clustering.

Table 1. Overall ACC performance (%) comparison to the existing algorithms.

TKM DKM SC NCuts LLC CLGR LRR NLS �1 NLS

Jaffe 73.1 ± 4.6 84.5 ± 0.6 78.5 ± 6.8 84.1 ± 2.0 83.6 ± 5.5 82.6 ± 3.8 91.2 ± 3.9 97.5 ± 0.3 99.2 ± 0.8

Umist 38.8 ± 1.0 44.2 ± 0.2 53.3 ± 2.0 51.9 ± 1.3 43.1 ± 0.7 55.0 ± 1.4 68.8 ± 0.5 76.6 ± 0.3 77.8 ± 0.5

Yale 38.4 ± 1.1 42.4 ± 0.7 48.9 ± 2.3 47.4 ± 1.8 51.9 ± 2.4 48.3 ± 2.0 46.1 ± 1.4 50.2 ± 0.3 53.0 ± 0.7

Lenses 54.6 ± 3.6 66.7 ± 2.0 54.4 ± 5.7 55.8 ± 7.1 55.0 ± 6.7 48.6 ± 7.4 56.0 ± 2.4 60.8 ± 1.9 68.3 ± 2.9

Auto 35.1 ± 1.6 39.1 ± 0.1 31.7 ± 1.1 31.6 ± 0.8 37.0 ± 1.1 39.7 ± 0.4 37.7 ± 0.5 38.5 ± 0.2 41.5 ± 0.4

Table 2. Overall NMI performance (%) comparison to the existing algorithms.

TKM DKM SC NCuts LLC CLGR LRR NLS �1 NLS

Jaffe 81.3 ± 2.2 90.1 ± 0.6 84.1 ± 2.7 93.9 ± 1.6 89.5 ± 2.5 92.1 ± 1.1 94.6 ± 2.3 96.9 ± 0.1 98.7 ± 0.7

Umist 58.3 ± 0.6 61.8 ± 0.5 74.4 ± 0.8 73.3 ± 0.8 65.8 ± 0.7 76.6 ± 0.8 82.5 ± 0.4 87.6 ± 0.4 88.5 ± 0.4

Yale 46.7 ± 0.9 47.7 ± 0.5 54.8 ± 1.2 55.2 ± 1.3 54.9 ± 1.9 53.2 ± 1.4 53.3 ± 1.1 55.4 ± 0.2 57.7 ± 0.5

Lenses 26.2 ± 8.9 4.7 ± 0.7 22.1 ± 7.5 32.1 ± 8.0 23.1 ± 7.7 20.9 ± 7.7 29.9 ± 3.1 35.1 ± 3.9 53.0 ± 3.7

Auto 15.9 ± 0.6 16.8 ± 0.5 13.5 ± 1.1 13.2 ± 1.2 15.0 ± 0.4 16.9 ± 0.9 15.7 ± 0.4 15.8 ± 0.3 17.0 ± 0.2

3.3 Nonnegativity and Noise Modelling

In this part, we evaluate efficacy of the nonnegative constraint and �p,2-norm for
modelling data noise. Specifically, we compare NLS with its variant that uses �1-
norm, denoted as NLS 1. To the end of illustrating the effect of the nonnegative
consideration, we also compare NLS and NLS 1 to their counterparts (i.e., LS
and LS 1, respectively) that do not pose nonnegative constraint.

The experimental results are reported in Fig. 1. Figure 1(a) and (b) illustrate,
respectively, ACC performance and NMI performance of the four comparison
algorithms. We can attain the following conclusions:

– NLS and NLS 1 consistently outperform their counterparts, i.e., LS and LS 1,
respectively. This fact clearly indicates that the nonnegativity consideration
helps to achieve performance improvement. As analyzed before, by explicitly
pose nonnegative constraint on data correlation matrix W , we can formulate
a better process for jointly reconstructing all data samples, thereby charac-
terizing correlation among data in a more interpretable manner (i.e., value 0
indicates that two data points are not related, and a positive value measures
the degree of relationship of two data samples.)
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Fig. 1. Effects of nonnegative constraint and data noise modelling. (a) and (b) gives
ACC performance and NMI performance, respectively.

– NLS and LS always gain better performance than NLS 1 and LS 1, respec-
tively. Similar to the analysis in Sect. 3.2, such observation reveals the supe-
rior efficacy of �p,2-norm for structurally modelling data noise. Compared to
�1-norm, �p,2-norm not only captures the genuine noise distribution but also
provides sufficient flexible control on different noise levels.
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Fig. 2. Robustness of NLS and NLS 1 w.r.t. different ratios of noisy data samples in
Jaffe, Umist and Yale datasets.

3.4 Robustness

In this subsection, we test the robustness of the proposed approaches NLS and
NLS 1. To this end, we randomly add noise to {5%, 10%, . . . , 50%} of data sam-
ples and use the tuned optimal parameter settings for each algorithm. The exper-
imental results on three datasets are listed in Fig. 2. As we can see, in general,
as the ratio increases from 5% to 50%, the performance (ACC and NMI) of NLS
slightly decreases, which implies that NLS can be tolerant to noise and provide
robust clustering ability. Nonetheless, compared to NLS, the stability of NLS 1
resisting the added noise tends to become worse as the proportion of noise goes
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up. For example, in Fig. 2(a), the ACC performance of NLS 1 drops significantly
when the noise ratio is larger than 30%. The possible reason is that as the ratio
increases, it becomes easier for �1-norm to propagate noise to all data samples
and cause the whole self-reconstruction process more vulnerable. In contrast,
�p,2-norm is able to capture the global data structure and accurately identify
noisy samples, which makes the final clustering stable and robust.

4 Conclusion

In this work, we proposed a new spectral clustering method, termed Non-negative
Low-rank Self-reconstruction (NLS), which jointly explores the nonnegative low-
rank properties of data correlation and adaptively models the structural sparsity
of data noise. We developed a self-reconstruction method by taking the nonneg-
ativity and low-rank property of the data correlation matrix into consideration.
Furthermore, we employed �p,2-norm to model data noise, which conforms to
the nature of data noise in real-world situation, as well as provides more adap-
tivity to different noise levels. We reported extensive experiments on various
real-world datasets to show the superiority of the proposal. In the future, we
intend to explore more reasonable properties of data to better characterize data
correlation and enhance the performance of the current proposal.

5 Proof of Lemma 1

Proof. Inspired by [19], we consider the following function

f(a) = pa2 − 2ap + (2 − p), (24)

where p ∈ (0, 2). We expect to show that when a > 0, f(a) ≥ 0. The first and
second order derivatives of the function in Eq. (24) are f ′(a) = 2pa − 2pap−1

and f ′′(a) = 2p − 2p(p − 1)ap−2, respectively. We can see that a = 1 is the only
point that satisfies f ′(a) = 0. Also, when 0 < a < 1, f ′(a) < 0 and when a > 1,
f ′(a) > 0. This means that f(a) is monotonically decreasing when 0 < a < 1 and
monotonically increasing when a > 1. Moreover, we have f ′′(1) = 2p(2− p) > 0.
Therefore, for ∀a > 0, f(a) ≥ f(1) = 0.

Then, by substituting a= ‖ε̃i‖
‖εi‖ into Eq. (24), we obtain the conclusion

p
‖ε̃i‖2
‖εi‖2 − 2

‖ε̃i‖p

‖εi‖p
+ (2 − p) ≥ 0,

⇔ p‖ε̃i‖2‖εi‖p−2 − 2‖ε̃i‖p + (2 − p)‖εi‖p ≥ 0,

⇔ 2‖ε̃i‖p − p‖ε̃i‖2‖εi‖p−2 ≤ (2 − p)‖εi‖p,

⇔ ‖ε̃i‖p − p‖ε̃i‖2
2‖εi‖2−p

≤ ‖εi‖p − p‖εi‖p

2‖εi‖2−p
.
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6 Proof of Theorem 1

Proof. Denote L(E) = 1
2

∥∥E−(X−XW + P
α )

∥∥2

F
and λ′ = λ/α. Suppose Ẽ is the

optimized solution of the alternative problem (17), then we obtain the following
conclusion:

L(Ẽ) + λ′Tr(ẼT ZẼ) ≤ L(E) + λ′Tr(ET ZE)

⇒ L(Ẽ) + λ′ n∑
i=1

‖ε̃i‖2p − λ′(
n∑

i=1

‖ε̃i‖2p −
n∑

i=1

p‖ε̃i‖2

2‖εi‖2−p )

≤ L(E) + λ′ n∑
i=1

‖εi‖2p − λ′(
n∑

i=1

‖εi‖2p−
n∑

i=1

p‖εi‖2

2‖εi‖2−p ).

Given the conclusion of Lemma 2, we finally arrive at

L(Ẽ) + λ′
n∑

i=1

‖ε̃i‖2p ≤ L(E) + λ′
n∑

i=1

‖εi‖2p.

Hence, the value of the objective function in Eq. (16) monotonically decreases
in each iteration.
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Abstract. Feature selection is an important problem in machine learn-
ing and data mining. In reality, the wrapper methods are broadly used
in feature selection. It treats feature selection as a search problem using
a predictor as a black-box. However, most wrapper methods are time-
consuming due to the large search space. In this paper, we propose a
novel wrapper method, called FeatureBand, for feature selection. We use
the early stopping strategy to terminate bad candidate feature subsets
and avoid wasting of training time. Further, we use a genetic local search
to generate new subsets based on previous ones. These two techniques
are combined under an iterative framework in which we gradually allo-
cate more resources for more promising candidate feature subsets. The
experimental result shows that FeatureBand achieves a better trade-off
between search time and search accuracy. It is 1.45× to 17.6× faster than
the state-of-the-art wrapper-based methods without accuracy loss.

Keywords: Feature selection · Early stopping · Genetic local search

1 Introduction

Feature selection (FS) is a key step in the machine learning (ML) and data sci-
ence applications [17,25]. The selection process keeps the relevant features, and
removes irrelevant or redundant features. The main benefits of feature selection
are mainly reflected in three aspects—the improvement of predictive perfor-
mance, cost-effectiveness and better interpretability.

In supervised learning, the purpose of feature selection is to select a subset
of features which has the optimal performance on the test set. Given a data set
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{(x1, y1) , ..., (xN , yN )}, D is the number of features and U = {1, 2, ...,D} is the
set of possible features, the goal of feature selection is to find an optimal feature
subset F ∗ = argmaxF⊂UJ(F ). Where J is the objective function evaluating the
feature subset (e.g. cross validation accuracy).

The classical feature selection methods can be categorized into three types:
filter, wrapper and embedded [11]. The wrapper methods use a black-box pre-
dictor to evaluate the feature subset on the validation set. The wrapper methods
can be formalized as a heuristic search problem. It can find an optimal or subop-
timal feature subset given enough time, and generally have the highest accuracy
in the three categories of feature selection algorithms. However, the search prob-
lem is known as NP-hard [1]. The time complexity of exhaustive search is O(2D)
and it is impractical to enumerate all feature subsets. Due to the high time com-
plexity, the wrapper methods are rarely used in practice. So it is important to
reduce the execution time of the wrapper method without the loss of accuracy.

Fig. 1. The framework of FeatureBand.

Since the original wrapper method fails due to the difficulties during the
search process, we try to learn lessons from other fields. A common strategy in
machine learning tasks is that researchers and engineers often early terminate
unpromising trials to save time. For example, early stopping is widely used in
tuning hyperparameters for ML algorithms [9,15]. Motivated by this idea, we
propose to use early stopping mechanism to accelerate the search process. It is
not worth using all the trainging resources on such “bad” feature subsets and we
use the sub-sampling strategy to evaluate the feature subsets with terminating
the training process of the “bad” subsets. In this way, the training resources
are used to explore better feature subsets. The basic framework is shown in
Fig. 1—(1) allocate a reasonable resource budget to a specific group of feature
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subsets; (2) evaluate the performance of each feature subset and throw away the
worst feature subsets; (3) increase the allocated resource (e.g. number of dataset
subsampling) for each remaining feature subset. This process is repeated until
the maximal resource is used on the final group of subsets. Next, we use the
final “winner” group to update the global population which records the overall
best subsets. Then a new initial group of subsets is generated by the global
population, and the next selection cycle starts afterwards.

The main contributions of this work can be summarized as follows:

– We use the dynamic early stopping mechanism in the feature selection
problem to avoid the wasting of training time on unpromising candidates.
The better candidates will get more training resources during the selection
process.

– The genetic local search is used to produce the new candidates through the
knowledge of the past iterations. The candidates inherited from the “good”
candidates will have better performance and this mechanism will speed up
the selection process.

– Empirical studies on different types of datasets show the effects of early stop-
ping and genetic local search. Overall, FeatureBand can be 1.45× to 17.6×
faster than the baselines while achieving a top-tier accuracy.

This paper is organized as follows. Section 2 introduces the related work of
feature selection. Section 3 introduces our method in detail. In the Sect. 4, we
empirically compare our method with the state-of-the-art methods on different
datasets. We draw a conclusion and propose the future work in Sect. 5.

2 Related Work

2.1 Filter Methods

The filter methods usually use a “scoring function” which gives each feature a
score and no ML classifier is used. The scoring functions are mainly based on
statistical property or information theory. Then the features are ranked with the
scores and the high-ranked features are finally selected. The filter methods are
efficient in computation, but the accuracy may not be ideal because the scoring
function is hard to choose and it may ignore the relations between features.

The statistics-based methods use various statistical measures to evaluate fea-
tures, such as t-score and chi-square score [12]. The information-theory-based
methods use the information theory criteria to select features. The well-known
works include Mutual-Information Maximization [13], conditional mutual infor-
mation maximization (CMIM) [6], and minimum redundancy maximum rele-
vance (MRMR) [20].

2.2 Wrapper Methods

The wrapper method can be divided into two categories: sequential search and
population-based search [4].
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Sequential Search. The sequential method selects the optimal feature sub-
set with a sequence. The SFS (sequential forward search) and SBS (sequen-
tial backward search) algorithms [18] add the best feature or removes the
worst feature one by one. The SFFS (sequential forward floating search) and
SBFS [21] algorithms record the subset Xk, |Xk| = k, which keeps the current
best subset of size k.

Population-based Search. Genetic method is a heuristic algorithm inspired by
the natural process of evolution. It is proposed to search a global solution for
the optimization problem. The feature selection can also be seen as a combi-
natorial optimization problem [18]. Each feature subset is a candidate solution
of the optimization problem and the subset can be represented as a bitmap,
e.g., “11001” means the first, second and fifth features are selected. Other
than genetic algorithms, Particle Swarm Algorithm (PSO) [10] is another
kind of algorithm aimed at solving the optimization problem of feature selec-
tion [8,23,24].

The weak points of sequential search are the low-efficiency and it is impracti-
cal to use in the real-world applications. For population-based search, the initial
group/swarm in each iteration is initialized at random and the intermediate
information is not fully utilized.

2.3 Embedded Methods

The embedded methods can be seen as a trade-off between filter and wrapper
methods. The feature selection process is part of the training process with a
specified classifier (e.g. Logistic Regression [16] or Linear SVM [22]). The training
process seems like wrapper methods. After training, the trained classifier can give
each feature a feature importance. Then the relevant features are selected with
the feature importance and this process seems like filter methods.

3 FeatureBand

In this section, we first give an overview of FeatureBand, then introduce three
main components: genetic local search, early stopping, and population evolve-
ment.

3.1 Overview of FeatureBand

The procedure of our method, FeatureBand, is shown in Algorithm 1. There
are two loops in FeatureBand—the inner loop (lines 7–13) and the outer loop
(lines 3–15). In the inner loop, the resource for each evaluated feature subset
(data sub-sampling) r is increasing and the number of evaluated feature subsets
n is decreasing. FeatureBand has the following hyperparameters: r0 is the initial
resource, n0 is the initial number of evaluated feature subsets, R and T are
the maximal resource and maximal iterations respectively, η > 1 is the early-
stopping ratio, and d is the number of selected features predefined by user. The
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output of the algorithm is an optimal feature subset which has been selected
and has the best performance. In the line 2, a population P is created, where P
is the current “optimal population” and m is the fixed size of P .

As shown in Algorithm 1, three core components of FeatureBand are genetic
local search, early stopping and updating population. We will elaborate each
component below.

Algorithm 1. FeatureBand
Input:
r0: initial number of data subsampling;
n0: initial number of feature subsets;
R: max resource i.e. the number of instances in dataset;
T : max iteration;
η: early stopping ration;
d: number of selected features which user specifies or None;
m: size of global population
Output: F ∗

1 r = r0, n = n0;
2 P = Null;
3 // begin the outer loop ;
4 for t = 1 : T do
5 // genetic local search operation;
6 S = genetic local search(n0, d, t, P );
7 // begin the inner loop ;
8 while r ≤ R do
9 L = {evaluate performance(s, r) : s ∈ S };

10 S = get top subsets(S, �n/η�);
11 r ← r ∗ η;
12 n ← �n/η�;
13 end
14 population evolvement(S, P );

15 end
16 F ∗ ← get best(P );
17 return F ∗;

3.2 Genetic Local Search

The mechanism of genetic local search is a strategy that the initial feature subsets
are generated from the global optimal group P through the genetic local search
function. The genetic local search function receives four inputs: n0, d, t, P , and
three hyperparameters: pm, c,m, and returns a feature subset in which the num-
ber of selected features is d. The framework is shown in Algorithm 2.

When the optimal population P is Null, the function returns a random
set (lines 2–4). If not, we use the crossover and mutation operations [18] to
generate a new set of subsets (lines 5–20). For each time, specifically, we ran-
domly choose two parents p1 and p2 of P , and get a new subset ch with crossover
and mutation. The two operations are explained as follow.
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Algorithm 2. genetic local search
Input:
n0: initial number of feature subsets;
d: number of selected features which user specifies or None;
P : the optimal set of feaeture subsets;
pm: mutation rate;
c: the rate of initial group of subsets inherited from last iteration;
Output: S0

1 S0 = Null;
2 if P == Null then
3 S0 = random init(n0, d);
4 else
5 for i = 1 : cn0 do
6 p1 = random select(P );
7 p2 = random select(P );
8 ch = crossover(p1, p2);
9 // mutation process;

10 p1 = pm;

11 p0 = pm·k
D−k

;

12 for each g in ch do
13 r ← random number(0, 1);
14 if g == 1 and r < p1 then
15 g ← 0;
16 end
17 if g == 0 and r < p0 then
18 g ← 1;
19 end

20 end
21 //normalize feature numbers;
22 if d is specified by user then
23 if k > d then
24 Select k − d 1-bits randomly as l1;
25 Convert all the bits in l1 to 0;

26 end
27 if k < d then
28 Select d − k 0-bits randomly as l0;
29 Convert all the bits in l0 to 1;

30 end

31 end
32 append(S0, ch);

33 end
34 S0 = S0∪ random init((1 − c)n0, d);

35 end
36 return S0;

Crossover process. The feature subset can be represented as a binary string
and the crossover operation chooses some cutting points randomly and alter-
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natively copies each segment of two parents and the procedure is shown in
Fig. 2. As Fig. 2 shown, two parent subsets are: 10110101, 11100100, which
means the number of all features D = 8, and 1 represents the feature is
selected, 0 represents the feature is not selected. Then two cutting points are
chosen randomly and the child subset gets the first and third parts of the
parent1, the second part of the parent2.

Mutation process. The mutation process is shown in lines 10–20, k is the
number of 1-bits i.e. number of selected features and D is the number of all
features which means D−k is the number of 0-bits. p0 and p1 are the mutation
probability of 0-bit and 1-bit. As lines 12–20 in Algorithm 2 indicate, for each
point in the child subset, we generate a random number r in (0, 1). If pi < r,
then convert i to 1 − i. As Fig. 2 shows, after mutation, the child subset
generates the second and sixth, two points to mutate. After mutation, if d is
specified by the user, we force the number of selected features to be d exactly.
The method is shown in lines 21–32: if the number of selected features k > d,
select k−d 1-bits randomly and convert the selected 1-bits to 0. When k < d,
the procedure is similar. At last, the child subset is appended to the S0. At
the end of genetic local search, (1 − c)n0 subsets are initialized randomly for
the search ability.

Fig. 2. Crossover process.

3.3 Early Stopping

The early stopping strategy is used in the inner loop. First, at the beginning of
the outer loop, the allocated resource r and the number of subsets n are initial-
ized. S is the initialized set of feature subsets to be evaluated and is initialized
through genetic local search. Then, we evaluate the performance of each sub-
set in S. In the setting of FeatureBand, the resource is the number of dataset
subsampling. After evaluation, S is partitioned into two groups: the “winner”
group and the “loser” group according to the ratio η as shown in Fig. 1. The
“loser” group is thrown out. At the end of the inner loop, the resource allocated
for each candidate subset increases to rη and the number of candidate subsets
decreases to �n/η�. This strategy addresses the expensive evaluation problem
through throwing away “bad” subsets recursively.
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3.4 Population Evolvement

Once finishing one round of the outer loop, the optimal population P is updated.
P is a set which keeps the top subsets and generates the initial subsets for each
outer loop. In our method, the size of P is fixed and P is updated as below. We
first augment P , then sort P according to the evaluation results in a descending
order, and choose the top-|P | candidates in line 14. In this way, P always keeps
the best |P | subsets.

P
′ ← P ∪ S

P
′ ← sort(P

′
)

P ← P
′
(1 : |P |)

4 Experiments and Results

In this section, we use four real datasets to evaluate our method and several
baselines including filter, embedded and wrapper methods.

4.1 Experimental Setting

Datasets. The datasets are summarized in Table 1. All the datasets are from
ASU feature selection website [14]. Madelon is a dataset used in NIPS 2003
Feature Selection Challenge, Basehock is a text dataset, Coil20 is a face image
dataset, and Usps is a hand written image dataset.

Table 1. Datasets used in experiments.

Dataset #instances #features #classes

Madelon 2600 500 2

Basehock 1993 4862 2

Coil20 1440 1024 20

Usps 9298 256 10

Baselines. First, we show that our proposed techniques work in FeatureBand.
Next, we show that our method has a better performance than the filter and
embedded methods including F-test, MI, MRMR, CMIM, CCM and Random
Forest [2,6,13,14,20]. Then we present a trade-off between speed and accuracy
by comparing with other wrapper methods including SFS, SFFS and genetic
algorithm [18,21].
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Metrics. The 5-fold cross validation is used to evaluate the algorithms. In each
fold of the 5-fold cross validation, the training set (4 folds) is used to select
the features, and the remaining 1 fold is used to evaluate the selected features.
For wrapper methods, the training set (4 folds) is divided in such a way that
the 30% is used as validation set which the accuracy of the validation is the
objective function and the remaining 70% is used for training. The classifiers
used in the experiments are 3-nearest-neighbor (3-KNN) and logistic regression,
following [3,7,26].

Environments. All the experiments are executed on a Ubuntu 14.04 server
equipped with 16 cores and 72 GB memory. The algorithms are implemented
with Scikit-Learn [19] and Scikit-Feature [14].

Protocol. Since FeatureBand involves several hyperparameters, we set m =
5, η = 3, T = 50, r0 = 50, n0 = 500 in all experiments with manual tuning.

4.2 Effect of Genetic Local Search

In the first part of the experiments, we show the effect of the genetic local search.
To achieve this goal, we propose a simplified FeatureBand, namely RandomBand.
In RandomBand, the genetic local search function is actually a random function
which means the initial group of feature subsets is initialized at random. The
comparison result of the two algorithms on Madelon is shown in Fig. 3.

(a) FeatureBand (b) RandomBand

Fig. 3. FeatureBand versus RandomBand on Madelon dataset. RandomBand only uses
Early Stopping without genetic local search. The y-axis is the value of objective function
and the x-axis is the iteration number. The classifier is 3-KNN.

The y-axis is the value of the objective function and the x-axis is the iteration
number. As the iteration grows, the performing subset found in each outer loop
evolves and becomes better, while the performance in RandomBand is nearly
random. To give a numerical result, we conduct an experiment to select 10%
features from the original features and smooth the objective values with a five-
length window. The result is shown in Table 2. As the iteration grows, the average
objective value of FeatureBand grows from 78% to 88.90%, but RandomBand is
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always about 70%. This proves that the genetic local search is effective and the
feature subsets generated by “good” parents can probably inherit good features
(genes) from its parents.

Table 2. Five-window average objective function value. FeatureBand versus Random-
Band, on Madelon dataset

Iteration FeatureBand RandomBand

1–5 78.00 71.00

6–10 85.51 73.56

11–15 86.90 70.67

16–20 87.28 70.26

21–25 87.64 70.33

26–30 87.79 72.92

31–35 88.60 70.60

36–40 88.77 69.49

41–45 88.82 70.41

46–50 88.90 72.36

4.3 Effect of Early Stopping

To show the effect of the early stopping mechanism, we design an experiment
to compare FeatureBand and Pure Genetic Algorithm [18]. The chosen two
datasets contain 2500 and 9280 instances respectively and the classifier is 3-
KNN. As Fig. 4 shows, the performance of FB (FeatureBand) and GA (Pure
Genetic Algorithm) is similiar on the Madelon dataset.

(a) Madelon (b) Usps

Fig. 4. Comparison with genetic algorithm.

As Fig. 4 shows, we are actually better. Say we can converge to an error within
500 s, while GA needs about 1500 s. However, when the number of instances
becomes larger, the difference is obvious on the Usps dataset. FB can converge
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to an error of 2.3% within 10000 s, while the error of GA is still 2.7% after
40000 s. The reason is obvious. When the features of dataset become more, the
early stopping can save more training time taken on the “bad” subsets. However,
GA might consume an unnecessary training process on such “bad” subsets.

(a) Madelon KNN (b) Basehock KNN

(c) Coil20 KNN (d) Usps KNN

Fig. 5. Performance comparison with filter methods with 3-KNN. The y-axis is the
average accuracy of 5-fold cross validation, and the x-axis is the number of the selected
features from 10 to 100.

4.4 Comparison with Filter and Embedded Methods

In this section, we compare our method with filter and embedded methods and
evaluate the methods with 3-KNN and logistic regression. The results show that
our method is more accurate than these methods. We use two basic filter methods
with ftest and mutual-information [13,14]. These two methods give each feature
a score and ignore the relations between the features which are widely used in
the machine learning systems, such as scikit-learn [19]. Rather than basic filter
methods, we also use the classical state-of-the-art methods, including maximum
relevancy minimum redundancy (MRMR) [20], conditional mutual information
maximization (CMIM) [6] and conditional covariance minimization (CCM) [5]
is the recent work for feature selection. For embedded methods, we use Random
Forest [2] as the classifier to extract feature importance and select the features
according to the feature importance.
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The number of selected features is chosen from {10, 20, ..., 100}. As Figs. 5 and
6 show, FeatureBand is almost better than other methods on all the datasets.
The failing reason on Basehock may be the high dimensionality of Basehock.
Suppose we need to select 50 features from 4862 features of Basehock, the solu-
tion space of Basehock is 4.88 × 1013, 3.35 × 1010, and 4.85 × 1026 larger than
other three datasets respectively. Due to the large search space, the difficulty
of feature selection is extremely increased. For Madelon with logistic regression,
the accuracy of different feature selection algorithms is similar.

(a) Madelon Logistic (b) Basehock Logistic

(c) Coil20 Logistic (d) Usps Logistic

Fig. 6. Performance comparison with filter methods with logistic regression. The y-axis
is the average accuracy of 5-fold cross validation, and the x-axis is the number of the
selected features from 10 to 100.

4.5 Comparison with Wrapper Methods

Then, we compare FeatureBand with wrapper methods, including SFS, SFFS,
and Pure Genetic Algorithm [13,18]. The result is shown in Tables 3 and 4. We
set d = 50, 100 and 3-KNN as the classifier. In all 8 experiments, FeatureBand
achieves the highest accuracy in 3 experiments. In other experiments, the accu-
racy of FeatureBand is similar to the best method—at most 4.92% worse. As
shown in Table 4, FB is faster than SFS and SFFS by 1.5× to 45×. Overall, Fea-
tureBand can reach an accuracy similar to the best methods with the shortest
time.
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Table 3. 5-fold accuracy (%) comparison
with wrapper methods.

Dataset d SFS SFFS GA FB

Madelon 50 88.58 88.38 85.62 87.88
100 89.38 88.35 84.77 84.46

Basehock 50 92.33 93.23 82.59 90.36
100 92.88 93.32 90.61 90.82

Coil20 50 85.68 85.68 93.39 94.17
100 88.72 90.55 94.34 95.13

Usps 50 96.22 96.22 96.80 96.75
100 96.08 95.94 96.71 97.06

Table 4. Run time (seconds) compari-
son with wrapper methods.

Dataset d SFS SFFS GA FB

Madelon 50 708 4108 1031 489
100 2747 18204 2696 1034

Basehock 50 26515 28350 823 619
100 67435 151442 1558 1094

Coil20 50 2388 3046 450 348
100 6168 9506 842 803

Usps 50 8457 35327 14664 3711
100 28633 116030 42269 7093

4.6 Effects of Feature Dimensionality

To show that the cost of FB is robust to feature dimensionality, Fig. 7 illustrates
the run time consumed by FeatureBand and SFS.

(a) Comparison with SFS. (b) Comparison with SFS and SFFS.

Fig. 7. Effects of feature dimensionality

When the number of selected features is 10, the run time of SFS and FB
is 182 s and 63 s respectively. However, the run time of SFS and FB increases
to 2813 s and 1034 s when the number of selected features is 100, while FB is
two times faster than SFS. Figure 7 shows the results of FB, SFS and SFFS.
Due to the backtracking characteristic of SFFS, the size of the optimal feature
subsets is changed during the search process. For this reason, SFFS is most time-
consuming when feature dimension is high. At the beginning, the run time of
SFFS is at the same level of others. However, it takes 18237 s in the end, which
is 17.6 and 6.5 times slower than SFS and FeatureBand respectively.

5 Conclusion

In this work, we proposed a novel method to accelerate the search process of
feature selection via early stopping and genetic local search. Our method Fea-
tureBand significantly outperformed filter methods in terms of accuracy. Besides,
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FeatureBand was much more efficient than wrapper baselines, and meanwhile
achieved a similar accuracy as the state-of-art wrapper methods. Further, the
run time of FeatureBand was linear in terms of the selected features, while other
wrapper methods were superlinear. In the future, we will extend FeatureBand
to distributed environments.
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Abstract. Learning to hash is a method that can deal with content-
based information retrieval efficiently. Traditional learning to hash meth-
ods, however, lack the ability to map the generated hash codes to the
high-level semantic space. Attributes, as a kind of higher level of visual
data representation compared to features, have the potential ability in
deep learning to boost the performance. Utilizing attributes from visual
data in deep learning to hash can link every bit of the hash codes and
a certain type of attributes, therefore giving the hash code an explicit
explanation. This paper presents a novel framework, named Deep Recur-
rent Scaling Hashing (DRSH), to solve the traditional image retrieval
problem. The hash codes generated from DRSH are a combination of
the outputs of each step of an enhanced LSTM and features gener-
ated from convolutional neural nets and are learned through images’
attributes. This RNN is reformed to adjust the decorrelation of data
flowing between each cell step, which not only makes the learning phase
benefit from the ability of recurrent neural nets to learn with recurrent
memory but also enable the availability of each hash bit to preserve dis-
tinct information. Experiments show that this framework can achieve
appreciable performance on major datasets, and also have the ability to
explain the meaning of hash codes based on attributes.

Keywords: Deep hashing · Attribute learning · CBIR

1 Introduction

Since the data on the Internet has a rapid growing speed in both storage and
categories in recent years, people are naturally encouraged to seek new ways
to fast and efficiently generate the pattern in data. Content-based information
retrieval (CBIR), a technique focusing on querying and indexing of a large data
c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 42–56, 2019.
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collection based on visual content, is the key to many multimedia applications
including face recognition, action detection, etc. CBIR is able to search and
locate in millions of images and videos, which can properly handle the “data
explosion” on the Internet.

As a vital method about content-based retrieval on visual data on the Inter-
net, learning to hash has been attracting much more attention in recent years.
Through learning the potential data pattern and compressing the learned infor-
mation in a short range of binary bits, hash codes learning is an essential way to
retrieve data on the Internet [3–5,10,19,39,42–44]. Meanwhile, with the rapid-
growing advance in deep learning [13,14,20] and certain framework to model the
deep learning phase [2,13], methods which utilize neural network to boost the
performance of hashing were proposed as well [3,9,17,24,25,35,36].

Of all the data-dependant learning to hash methods, based on whether using
the ground truth labels of the training set in training or not, hashing meth-
ods can be divided into supervised or unsupervised type. Usually, supervised
methods will gain better performance over unsupervised methods, because the
supervised hashing methods probably need a narrower relaxation to get the solu-
tion during the optimization step. For instance, iterative quantization combined
with canonical correlation analysis (CCA-ITQ) [4] gets obviously higher per-
formance compared with iterative quantization because it uses CCA instead of
PCA to choose the available projection from the original data matrix to hash
codes space. CCA-ITQ can achieve state-of-the-art performance on current main-
stream datasets after combining with deep learning methods which are used to
extract features.

On the other hand, the integration of hash learning and deep learning is a
crucial question when trying to adjust the deep learning to hash tasks. Recent
progress has demonstrated the impressive learning power of different variations
of convolutional neural network (CNN) in image classification, object detection,
face recognition, and many other vision tasks [21]. The successful applications
of CNN in various tasks demonstrate that the features learned by CNN can
well capture the underlying semantic structure of images in spite of significant
appearance variations. Some deep hashing methods like [9], tried to compute
Hamming distance between learned hash codes through a convolutional neural
network by computing the similarity between two data points using the ground
truth labels. In [3], the recurrent nature of LSTM is used as the encoder for
temporal video frames and compute hash codes through the last step output,
which was the hidden state been computed through a single fully-connected
activation layer. The experiment results showed that the adjustment got boosted
performance. However, the nature of strengths for deep neural nets (DNN) to
train hash codes is still partially discovered. For example, for a recurrent neural
net, we can stretch the learning cycle for hash code learning, and make the DNN
adjust the hash bits from the already learned ones.

In this paper, we presented a novel way to adjust the bit-wise learning
phase in deep learning procession, named Deep Recurrent Scaling Hash-
ing (DRSH). Our method produces a scaling vector in the hash learning process
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to boost the performance of codes generated from CNN features. In general,
deep recurrent scaling hashing consists of the following steps. First, we extract
features and attributes of images through deep neural nets. The attributes in
training are utilized and computed in this recurrent neural net using the atten-
tion mechanism in order to focus on different attributes of an image/image batch
at each time step. After extraction we utilize a refined LSTM to approximate
the dimensionality reduction and decorrelation between each time step in order
to get meaningful scaling vector generated bit-by-bit; then the hash codes for
the images are generated through the combination of the output of the RNN and
CNN features. The generated hash codes’ performance benefits more from both
deep features and semantic attributes compared to hash codes merely generated
from features. Furthermore, the fusion of features and attributes let the hash
codes gain both the ability of index and distinguishable semantic meanings.

2 Related Work

In this section, we provide the background of our work. Such background not
only contains direct relation from enlightening methods in learning to hash but
also provides possible ways to effectively adjust attributes into deep learning
methods.

2.1 Deep Learning to Hash

In recent years there were attempts to combine the generating hash code and
the deep learning process. Zhang et al. [3] and Song et al. [7] tried to introduce a
new variation of LSTM called Bidirectional LSTM in order to directly generate
hash code for retrieving videos. The method consisted of a typical bi-directional
LSTM. Through batch normalization [15] and binarizing the output state of the
LSTM output, the results were usable hash codes for the video snippet utilized
as the input of the LSTM. This strategy can be seen as the primary step to make
the deep learning process “simplifies” the data flowing through the LSTM cells.

If we expect multiple data flowing steps between different DNN layers as one
learning time for hash codes, the decorrelation between different cells/state is
quite important. The learnt result can be of no use or showing no meaningful
results if the data flow is not decorrelated. Recent work such as [31,32] shows
the attempt to approximate or skip the eigenvalue computation step in tradi-
tional decorrelation methods such as CCA [4] and received promising results.
Furthermore, proper methods are needed in order to adjust attributes in RNN
computation process.

2.2 Multi-instance Learning

Multi-instance learning (MIL) [6] is a method in order to automatically gen-
erating image descriptions: visual detectors, language models, and multimodal
similarity models learnt directly from a dataset of image captions. The core idea
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of MIL is the definition and utilization of attributes. Attributes can be seen as
a more universal and fundamental description of images and videos compared
with features. For example, a cat may have features like “having a tail” and
“two-ear”, and have attributes like “hairy”. Learning through attributes turns
out to be more efficient for training a deep neural net.

2.3 Attention Mechanism

As far as utilizing the attributes to boost the performance of attention meth-
ods in image/video captioning [1,11,12,16,22,40,41], visual question answer-
ing [45,46] and other tasks, Wu et al. [23] tried to not explicitly represent high-
level semantic concepts, instead, they sought to directly map from images to
text. Aside from available texts they tried to utilize, they also extract attributes
from images and used them in the framework. The results showed that by replac-
ing features, the performance on both captioning and VQA received a certain
advance.

In order to adopt the attributes learning process in recurrent neural nets
to produce the scaling vector, the attributes put in the RNN should not only
be able to map the meanings but also vary in focus in different time steps. In
recent years, the attention [1,11,12,16,22,40,41] mechanism is a quite popular
method in computer vision, e.g. captioning, cross-modal retrieval. Its idea is
originally derived from the natural language processing [16]. In general, attention
mechanism “guides” the recurrent neural networks to the wanted region of visual
data. In [11], the authors provided a “soft” deterministic attention mechanism
and a “hard” stochastic attention mechanism. “Soft” attention tried to compute
the attention model through basic back-propagation of the neural networks, and
“hard” attention mechanism generated the attention vector by the maximum
approximate probability of the occurrence of word vectors.

3 DRSH Model

3.1 Problem Definition

Suppose that we have n samples X = {xi}ni=1, where X denotes the entire
data point space, and we have the corresponded labels represented in a group
of vectors Vf where Vf = {fi}ni=1 which are pre-extracted from raw data. The
goal is to generate a group of hash codes B = {bi}ni=1 ∈ {−1, 1}L×n, where
the ith hash code bi has the length of L, that can represent the whole sam-
ple set’s inner similarity as accurate as possible. Also, in traditional shallow
models of hash learning, the whole dataset can be computed one time as the
whole. Since the restriction on computer memory in deep methods, we here use
batch normalization to approximate, which means n denotes the size of one data
batch in training. In order to learn the similarities between them better, we
also introduce a group of attributes vectors Vatt where Vatt = {atti}ni=1. Under
this circumstance, the attributes is a group of conceptually connective vectors
between features and ground truth labels defined explicitly.
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3.2 Framework

The framework we propose is shown in Fig. 1.

Fig. 1. Overview of the proposed Deep Recurrent Scaling Hashing (DRSH) framework.

This framework can be divided into four parts. The first part uses the convo-
lutional neural nets to extract features and attributes from images in the dataset.
Then a refined LSTM is adopted to train the images. The features of the images
flowing through RNN cells are used as the initiation. Here the attributes of
images are used to form word vector matrices through attention models, which
give out the context vectors as the input of the RNN. As the hash code of
each image is fixed (the same as RNN steps) and the generation of hash code
is bit-wise which means “cell-wise” under the circumstance of recurrent neural
nets, one image or images data batch is processed through determined times of
RNN cells. Let s be the number of steps a single image/data batch needs to
go through. After the RNN finishes the computation of s steps, it generates a
series of hidden state H ∈ h × s as the raw output of a cell, where h denotes the
dimension of hidden state of the LSTM-based RNN. Based on the hidden state
series the loss of the framework is computed. At last the hidden state series
are processed through a fully connected layer and a sigmoid activation layer,
after which they combined with features preprocessed by another fc layer to get
the hash codes as the final result. Here the output of the RNN is computed as
the “scale” which is discretely put on the output of the fully connected layer
computing the features.

In this paper, our novelty is shown in the following aspects. First of all, we try
to adjust the deep hashing training phase on a refined version of LSTM. Usually
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when LSTM or LSTM-based RNN is used in deep hashing, the work aims on
video hashing. We also show that training images on LSTM and other variations
based on LSTM are also meaningful for the explanation of hash codes. Then
soft mechanism is also adopted in the LSTM to give the LSTM option to learn
on different “regions” or different “aspect” of on image or images data batch.
Such aspect is expected to include certain attributes of the images. Another
contribution is on the decorrelation of data between each RNN step. LSTM or
other kinds of RNNs are rarely used in deep hashing methods when the dataset
is made up of images. If images are trained through raw LSTM and through bit-
by-bit generation mechanism, generally it would have poor performance because
the original LSTM has the data unit in training all processed at each time step,
and moves on to the next one. Since each gate of an LSTM cell processes all
the data batch at one time, bit-by-bit generation through different step will not
gain meaningful results.

If we expect to utilize the benefit of the LSTM to explain each bit of hash
codes and generate them step-by-step and make them useful, we should decor-
relate the data at each time step. The traditional way to normalize data, e.g.
principal component analysis (PCA), is unavailable on CNN and RNN because
the singular value decomposition is required in PCA and eigenvalues of vectors
of matrices cannot be derivative. Recent years attempts that aim to simulate
the traditional normalization methods appear. Our work gains inspiration from
batch normalization and tries to normalize and decorrelate the data flowing
between each RNN cell state.

Adjusting Attributes in Recurrent Neural Nets. We would like to adopt
the attention mechanism on RNN training which is designed based on LSTM.
Before giving out the procession of attention we provide the computation of a
traditional LSTM cell. The Long Short Term Memory (LSTM) is a well-designed
recurrent neural network. The basic computation process is listed below. Let σ
be the sigmoid nonlinearity, the LSTM updates at time step t as h, given inputs
at time step t as xt, previous cell state and hidden state as hp and cp, the overall
computing procedure are as followed:

it = σ(Wxixt + Whihp + bi), (1)
ft = σ(Wxfxt + Whfhp + bf ), (2)
ot = σ(Wxoxt + Whohp + bo), (3)

gt = tanh(Wxcxt + Whchp + bc), (4)
c = ft � cp + it � gt, (5)

h = ot � tanh(ct), (6)

where it, ft, ot represents the computing procession of input, forget and output
state. gt is the intermediate gates’ operation which combines the three states
above to compute the gate state. c and h are cell state and hidden state at time
step t. All W and b refer to weights and biases specified for the gates to learn.
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Deep recurrent scaling hashing network utilizes the attention mechanism
when preprocessing the input of the RNN. We adopt the soft attention mech-
anism which was first introduced in [26] and frequently used in papers about
video and image captioning. This mechanism produces a context vector ẑt that
tell the LSTM the region to aim at during each cell state, which in this case
means the “focus” region of an image. The expression of context vector can be
written as:

ẑt = φ(ai, αti), (7)

where ai is the ith feature to be captioned. The meaning of αti is explained
below. The goal of captioning is to calculate the list of chances representing all
the word in the corpus and choose the one with the biggest odd as the captioned
word at time step t, which can be summarized as followed:

log p(y | a) =
T∑

t=1

p(yi | y1, y2, ..., yi−1,X), (8)

where log p(y | a) denotes the entire caption of one image. Because the captioning
process follows the maximum likelihood estimation, the total sum of every log-
likelihood of each single captioned word can estimate the entire probability.
Under the circumstance of soft attention, given the length of each caption as k
(which is also the dimension of the embedding matrix as the raw input of LSTM
during captioning), the attention model can be written as:

eti = fatt(ai, ht−1) = V � tanh(Wa[a;ht−1]), (9)

where eti represents the attention model, fatt denotes the function for computing
the model. ht−1 is the hidden state of LSTM at time series t−1. The computation
of αti can be expressed as:

αti =
exp(ei)∑
k exp(etk)

, (10)

where the αti represents the positive weight in the medium computation process
in order to generate the attention weight of the ith feature at time series t. The
soft attention adopt the deterministic way of calculating the context vectors,
which are computed as:

ẑt =
L∑

i=1

αtiai. (11)

As aforementioned, we use word vectors denoted by attributes when comput-
ing the attention context vector instead of features. In order to get the attributes
in certain regions of one single image, we apply the MIL process on VGG-16
network, which alter the original computation of fc8 layer of VGG-16 with a
sigmoid activation layer computing losses through the prediction of bounding
boxes. It is there that bounding boxes are divided through bags of words in
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the training corpus. We utilize a combined-OR version of MIL, which can be
expressed as:

p(bi | w) = 1 −
∏

j∈bi

(1 − pwij), (12)

where p(bi | w) is the probability of the ith bag of words bi containing word w,
which means one attribute vector here. pwij denotes the probability that a given
image region j in image i corresponds to word w. Here the term pwij is computed
through the refined version of VGG-16 mentioned above. The computation of
pwij is as followed:

1
1 + exp (−(W tϕ(bij) + B))

, (13)

where α represents the fc7 representation of this particular VGG-16 framework,
ϕ(bij) denotes the fc7 representation, for image region j in image i, W and B
represents the weights of the network associated with word w.

Decorrelation. The original learning phase of LSTM certainly does not con-
sider the possibility of decorrelation between each cell step. In order to adjust
LSTM into our learning framework, we need to apply such kind of computation
that not only imitate the ways of decorrelation used in classical methods but also
would not slow down the computing too much. In this paper, we let the refined
LSTM operate deep decorrelation computation through adjusting batch normal-
ization and a specific regularization term in order for decorrelation, meanwhile
change the original computation of LSTM operation, as the way of decorrelation.
We choose to compute batch normalization on cell state at each step.

Loss Function. We propose a novel loss function, called mixed triplet loss
which is designed based on the triplet loss function.

Triplet loss, as a relatively new way to design losses, was proven effective
in face recognition, object tracking, image retrieval, and other fields. Its good
performance is due to its capability of finding the similarities between potential
anchor points and align the similarities in the training procession effectively. The
main difference between pairwise and triplet loss is that only pairs of images
are compared, whereas the triplet loss encourages a relative distant constraint.
Besides, the selection of triplets during training can be tricky. In this paper,
we adopt the triplet loss during training with an offline training scheme and
semi-hard version of triplet loss computation.

Offline training scheme refers to the randomly choosing strategy of triplets
during training. After the anchor point is set, the negative example and the
positive example are all randomly selected from the database. Theoretically,
triplet mining during training (also named online triplet) will achieve better
performance compared with offline training. Such an upgrade can be very useful
in comparatively simpler data such as face detection database. However, in this
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paper, the data we aim to process has multiple labels and enough complexity on
a different dimension that the triplet mining after each epoch is not time-efficient
and cannot gain much boosting on training results. We show that the triplet loss
can reach to convergence at normal speed with proper tuning.

Semi-hard triplet loss is the most popular way to train with triplet loss.
Because of the moderate restrictions, it has gained remarkable results on many
work [28–30]. The form of this kind of loss is as followed:

Ltri = Max(0,m − d(I−, I) + d(I+, I)), (14)

where Ltri denotes the triplet loss in the hash code generating phase in our
framework, d(·, ·) represents the Frobenius norm which computes the distance
between anchor points and positive/negative data points and m denotes the
margin to restrict the upper bound of the loss term.

The traditional triplet loss, however, meets trouble in our experiment setting.
The main reason is that our hash codes not only require the intact learning ability
of hash functions but also needs the different bits to discretely learn and learn
different parts. Therefore we add a new term after the triplet computation:

Ldisc =
n∑

i=1

Max(0,m − d(I−
i , Ii) + d(I+i , Ii)), (15)

where n is the length of hash codes and m is the margin used to control the
bounds of loss. Clearly, it optimizes the discrete learning ability and distinction
on every bit of hash code. Then we get the complete form of mixed triplet loss
function as:

L = Ltri + α × Ldisc, (16)

where α is the super parameter for the discrete triplet loss term.

4 Experiments

4.1 Dataset

We generate the attributes of COCO dataset following the method of [12] to
train the caffemodel for attribute learning. From [12] we can see that when
the training process uses the top − 10 attributes of each image and the test
process also utilizes the top − 10 attributes to compare, the performance is the
best compared to other ways of comparison. In order to train the LSTM with
attributes in the attention mechanism, we also need to map the attribute vectors
to semantic representations. Because of the request of available attributes, the
images should have certain complexity and cannot be too low in resolution or
the attributes extracted would be too high in deviation. In this case, DRSH
cannot be implemented on datasets like MNIST and CIFAR-10 which consist
of low-resolution images. We operate our framework using the NUS-WIDE and
COCO[38] dataset.
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The NUS-WIDE database contains 269, 648 images collected from Flickr.
Of all the images 6 of them occur twice, which makes it a dataset consists of
269642 distinct images. NUS-WIDE is associated with a couple of thousands of
ground truth semantic labels, in which each image contains at least one semantic
label. We define the true neighbors of a query as the images sharing at least one
labels with the query image. We utilize the 21 most frequent labels during the
training and testing phase. For each label, 100 images are uniformly sampled for
the query set and the remaining images are for the training set. In the whole
dataset, there are 89, 527 images that contain at least one label from the 21 most
frequent ones. After splitting, the training set has 87, 475 images and the test
set contains 2, 052 images.

The COCO dataset is a large-scale object detection, segmentation, and cap-
tioning dataset. In this paper we use the 2014 version of the COCO dataset,
which contains more than 12k images. We randomly choose ten labels from the
total 75, and sample 5000 images for test set. The rest are served as training set.

4.2 Hash Codes Training and Performance

We retrieve the raw images through the urls the dataset provided. The attributes
of NUS-WIDE dataset used in training and testing are extracted from the caf-
femodel which is trained on a refined version of VGG-16 framework. This frame-
work resembles most of the structure of the VGG-16 network, and alter the last
layer of the CNN with a fully-connected layer and a sigmoid activation layer to
get attributes from already labeled bounding boxes of images in the dataset. We
choose to train the model trained by caffe with the top10 most likely attributes
of the COCO dataset, and proceed to extract top10 attributes from our training
datasets, which means that during the LSTM training step the dimension of
attention weight αti is b × 10, where b represents the size of each data batch.
Results show that when training after 500, 000 to 600, 000 epochs the attributes
generated have the highest mAP, which is the same as precision. In our exper-
iments, we set the input and hidden size of LSTM with 512. The dimension of
the context vector is set to 10 as aforementioned. We set the batch size as 10
during training and the super parameter α in the mixed triplet loss as 0.1. We
use the Adam [37] optimizer to train the framework. In this paper, we utilize
GloVe [27] vectors to record each image’s attributes in order to be computed
in the attention model. The attributes matrix used as the input of the atten-
tion model is 10 × 300, where 300 is the length of each GloVe vector. In the
experiment, we provide a different kind of preprocessor to initiate the LSTM
and the hash code generation training phase. As the attributes of data decide
the preference of “focused” attributes of each hash bit generated, the features
of images are considered as a base initialization step. Therefore the features are
set as the initial cell state and hidden state of the RNN, which went through a
single-layered fully connected layer before initialization.

We choose locality sensitive hashing (LSH) [33], ITQ with canonical corre-
lation analysis [4], supervised discrete hashing (SDH) [8], CNNH [9] and Hash-
Net [25] as baseline. All methods in the baseline followed the default settings in
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their papers. Also, we provide the hash codes generated merely through CNN
features computed by one fc layer in comparison. All methods compute the
features of images extracted from VGG-16 network. The DRSH results from
each bit are generated from models saved from 16, 000 images to 4 epochs. To
evaluate DRSH, we report two mainstream evaluation metrics to measure the
performance of the generated hash codes within Hamming radius 2: mean aver-
age precision (mAP@H ≤ 2) and precision score (Pre@H ≤ 2). The results are
shown in Table 1.

Table 1. mAP and precision performances on our method and the benchmark on
NUS-WIDE

Precision/mAP 16 bit 32 bit 64 bit 96 bit 128 bit

LSH [33] 0.1940/0.1940 0.1939/0.1924 0.1939/0.1940 0.1938/0.1938 0.1935/0.1947

CCA-ITQ [4] 0.5282/0.3854 0.4214/0.3974 0.2102/0.3936 0.1395/0.4304 0.1005/0.4438

SDH [8] 0.4069/0.3268 0.4659/0.3590 0.4258/0.3760 0.3199/0.3851 0.1854/0.3855

CNNH [9] 0.4277/0.3046 0.4413/0.3844 0.4158/0.3981 0.4213/0.4117 0.3428/0.4121

HashNet [25] 0.3848/0.3628 0.4150/0.3678 0.4204/0.3745 0.4254/0.3801 0.4190/0.3962

raw feature 0.2800/0.2527 0.2914/0.2601 0.2312/0.2653 0.2298/0.2661 0.2216/0.2772

DRSH 0.4058/0.3571 0.4688/0.3627 0.4269/0.3955 0.2201/0.4789 0.1476/0.4991

Table 2. mAP and precision performances on our method and the benchmark on
COCO

Precision/mAP 16 bit 32 bit 64 bit 96 bit 128 bit

LSH [33] 0.1618/0.1619 0.1720/0.1707 0.1684/0.1655 0.1816/0.1848 0.1595/0.1522

CCA-ITQ [4] 0.3974/0.3138 0.3254/0.3317 0.1985/0.3461 0.0929/0.3612 0.0705/0.3653

SDH [8] 0.3015/0.3192 0.3858/0.3311 0.3781/0.3726 0.3523/0.4004 0.3214/0.4183

CNNH [9] 0.3892/0.2943 0.4147/0.3422 0.4367/0.3628 0.3857/0.3939 0.3316/0.3974

HashNet [25] 0.3317/0.3005 0.3891/0.3231 0.3975/0.3531 0.3994/0.3711 0.3501/0.3848

raw feature 0.2648/0.2476 0.2703/0.2520 0.2701/0.2618 0.2469/0.2634 0.2014/0.2687

DRSH 0.3627/0.3364 0.4251/0.3485 0.4269/0.3757 0.2812/0.4081 0.1996/0.4163

We can see from the results that our method, though not peaking on pre-
cision, leads most of the mAP performances on different hash code lengths
(Table 2). CCA-ITQ is well-performed in lower hash code length but experi-
enced a rapid decline at precision on higher code lengths. Also, in the ablation
study, performances of the hash codes generated from raw feature going through
a single fc layer are very low consecutively, which means the RNN training on
attributes is more than effective.

4.3 The Visualization of Hash Codes

The performance of DRSH shows that it is indeed a valid method to train images
in deep hashing. However, proving whether or not the generated hash codes can
actually be explained bit-by-bit is also a crucial facet of our work.
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In order to prove the availability of explainable in hash codes, we randomly
choose a few attributes from the attributes corpus and find the relevant images
in the test set from the NUS-WIDE dataset. Those attributes are common in the
test set images but not excessive, which in this case we select those attributes
that appear more than 300 times but less than 500 times. After filtering there
are 14 attributes that satisfy the condition, from which we select 10 attributes1.
After that, we exclude those which have more than 1 attributes of the 10 in the
whole test set. There are 548 images afterward. Then we use each attribute as
the single label for those images and visualize their hash codes’ distances through
t-SNE [34]. The results are shown in Fig. 2.

Fig. 2. Overview of the t-SNE visualization with ten attributes as labels on test sets.

The visualization demonstrates that there exists a strong deviation between
certain attributes, and each attribute’s data point gathers in one or multiple
places. For example, the attribute body and picture are mostly distinct from other
attributes. It should be noticed that each attribute usually does not “gather” in
one place, which is caused by the level of abstraction of attributes. For instance,
although picture are one kind of attribute (which is used as the label in the
visualization), the images that consist of pictures do not resemble the same
description. The highly abstract attributes aim to gather together, though not
in one position. Also, some attributes may appear in one gather, which is because
of the dataset’s inner connection. For example, building and black are gathered in
each cluster, which is caused by usually black buildings shown in the NUS-WIDE
dataset. Such concentration also reflects on the images. Although we excluded
the images with more than two attributes that are listed on the top−10 attribute

1 The attributes (labeled as 0 to 9) are body, view, background, sky, picture, grass, tree,
building, black and front.
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labels before, for some images that have more than 10 ground truth attributes
they tend to appear in the gatherings. The image retrieved on the top-right
corner, for instance, has attributes grass, tree and black.

5 Conclusion

In this paper, we provided a novel framework, called deep recurrent scaling
hashing, to train hash codes for image retrieval through a novel recurrent neural
network derived from LSTM. In order to show that our method exploited the
inputs and generate hash codes with explanations on each bit, we set up a three-
step testing process. First of all, we compared the performance (precision and
mAP) with the baseline, which consisted of some classic learning to hash methods
and some other deep methods including the current state-of-the-art, on currently
mainstream datasets. Second, we visualized the generated hash code based on
the attributes labels, which proved the effectiveness of attribute learning during
training. At last, we showed when images are labeled by attributes, the hash
codes have an obvious inner connection, which demonstrated the explanation of
them.
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Abstract. Traditional matrix factorization techniques for recommenda-
tion have a basic assumption that user interests will not change over time,
which is not consistent with the reality. To this end, temporal user-item
interaction sequences are important to capture users’ dynamic interests
towards more accurate and timely recommendation. Previous works used
to capture dynamic interests based on the basic recurrent neural net-
works. However, they do not distinguish the static interests which reflect
user’s long-term preferences from temporal interests caused by occasional
incidents. They also treat all the user’s past temporal interests equally
when performing future rating prediction. In this paper, we leverage
Probabilistic Matrix Factorization (PMF) to learn both static and tem-
poral interests for users, and design a new filtering layer to adaptively
feed the static and temporal user information to RNN at different time
step. We also apply item-dependent attention mechanism to discriminate
the importance of different temporal interactions. We conduct extensive
experiments to evaluate the performance of our proposed temporal rat-
ing prediction method named TRPN. The results show that TRPN can
achieve higher performance than several state-of-the-art methods.

Keywords: Temporal recommendation · PMF ·
Recurrent neural network

1 Introduction

In nowadays e-commerce businesses, recommendation plays an important role in
exploring personalized user preferences towards numerous items. The core tech-
nique used in modern recommender systems is Collaborative Filtering (CF) [19].
Among various CF approaches, Matrix Factorization (MF) based methods [13]
are widely adopted due to its superior performance in predicting users’ ratings
over items. The key idea of MF is to represent users and items with k-dimensional
latent feature vectors, which are also referred to as embeddings. Given a user
embedding and an item embedding, the corresponding rating is computed via
the simple inner product operation. To date, most of the existing MF based
c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 57–72, 2019.
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methods [6,7] focus on learning more informative user and item latent features
or modeling non-linear feature interactions using neural networks towards higher
rating prediction accuracy.

However, in many real-world recommender systems, users are very likely to
experience interest drifting. To be more specific, personalized user preferences
over items often change with time. For instance, a user who is addicted to action
movies may take a liking to love movies during the period of a romantic rela-
tionship. Intuitively, capturing such preference dynamics would be beneficial and
significant to timely recommendation. However, most of the MF-based recom-
mendation methods are good at capturing user static features, but they fail to
take the temporal effects into account, not even to mention the explicit modeling
of user preference dynamics for rating prediction.

Fig. 1. An example of temporal rating prediction, where we observed some ratings
from time t = 1 to T , and aim to predict unobserved ratings at time T + 1.

In this paper, we aim to study the problem of temporal rating prediction, as
depicted in Fig. 1. Each historical user-item rating is associated with a times-
tamp, and by organizing ratings according to the timestamps, we are able to
obtain a sequence of rating matrices R1, · · · , RT from time t = 1 to T . The goal
of this work is to predict the unobserved ratings at time T +1. Some efforts have
been devoted to addressing this temporal prediction problem, such as dynamic
matrix factorization methods [13,15]. A particular time decay function is intro-
duced to control the effects of historical ratings on the predictions for the next
time period. The key limitation of these methods is the difficulty to choose a
decay function that has sufficient generalization ability to deal with diverse user
preference dynamics. Recent works [9,24] adopted the Recurrent Neural Net-
works (RNN) to capture the sequential information of temporal user interests.
Specifically, they allow each user to have multiple time-dependent embeddings
and feed these embeddings to RNN for modeling user preference tendency. How-
ever, an important observation is that a user’s rating for an item during T + 1
is dependent on both his/her static and temporal interests, where the static
interests reflect user’s intrinsic personality and the temporal ones are typically
caused by occasional incidents. None of these RNN-based methods distinguish
the two kinds of user interests. Moreover, they treat all the temporal user inter-
ests equally for future rating prediction, which may not hold in practice.
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To address the above limitations, we develop a novel neural approach for
temporal rating prediction (named TRPN) by taking both static and temporal
user interests tendency into account. Our contributions can be summarized as
follows.

– First, we leverage the Probabilistic Matrix Factorization (PMF) method [18]
to learn both static and temporal user interests. The temporal interests are
reflected by the ratings made within a short time period (e.g., one week)
which can be very sparse. PMF provides a probabilistic view of the observed
ratings and is effective to learn user and item embeddings with sparse ratings.

– Second, we model the user interests tendency using RNN, where a new filter-
ing layer is developed to adaptively feed the static and temporal user informa-
tion to RNN at each time step. We also adopt the attention mechanism [1] to
discriminate the importance of different temporal user information for future
rating prediction.

– Third, to deliver the final user-item rating at time T + 1, we pre-compute
two kinds of ratings: one is based on the static user embedding produced by
PMF, and the other is based on the user interests tendency learned by the
attentive RNN. We introduce a fusion layer to combine two ratings effectively
and produce the final rating.

– Finally, we validate our proposed approach on Netflix and MovieLens dataset.
The extensive experimental results demonstrate that (1) our approach
achieves better performance by taking temporal effects into account; (2) our
approach outperforms other RNN-based methods by modeling both static
and temporal user interests explicitly; (3) the attention mechanism effectively
highlights the most important temporal interests.

2 Related Work

Matrix Factorization (MF) for Recommendation. MF and its variants
have been studied in many influential works for a long time [4,6,7,14,18,26].
Standard MF first decomposes the observed user-item interaction matrix R into
the product of two matrices U and V of lower dimensions. These two matrices
represent users and items in a lower dimensional latent space. Then they recover
the unobserved values in R by the inner product between corresponding latent
vectors in U and V [14]. To address the imbalance problem in dataset, Proba-
bilistic Matrix Factorization [18] scaled linearly with the number of observations
by presenting probabilistic algorithms. He et al. [7] weighted the unobserved
values based on item popularity to learn MF models from implicit feedback.
Neural Collaborative Filtering [6] proposed a Neural Network based MF which
learns both linear and non-linear relations from user-item interactions. MF-based
methods can also incorporate with additional item information.

Dynamic Modeling in Recommendation. The traditional MF approaches
assumed that users’ interests almost do not change, which is inconsistent with
real scenarios. Koren et al. [13] proposed a temporal extension for MF called
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TimeSVD++ to model the temporal bias, but the features are handcrafted and
computationally expensive. Incremental MF based approaches [11] dynamically
refined the MF models when new interactions come in an online scenario. Gao
et al. [5] and Lu et al. [16] manually set time windows. They learned different
user/item embeddings in different time windows and added linear constraints
between previous embeddings and future embeddings, however, linear combina-
tion is not capable of presenting the dependency between previous embeddings
and the new ones. TCAM [25] incorporated topic model in recommendation sys-
tem and considered both user intrinsic interests an temporal contexts in dynamic
user modeling. Wang et al. [23] and Wang et al. [21] focused on an online recom-
mendation scenario which requires high-velocity update. TPM [22] introduced
topic regions representing both semantic topics and geographical regions in a
unified way, thus reducing the prediction space significantly.

Recurrent Neural Network Based Recommendation Models. Recently,
many researchers are interested in modeling user temporal interests by recurrent
neural network [3,9,20,24]. Hidasi et al. [9] first used Gated Recurrent Unit
(GRU) [2] in session-based recommendation. Wu et al. [24] used two Long Short-
term Memory Network (LSTM) [10] to model both user and item temporal
information respectively, and aimed to predict a rating in future time with these
temporal information captured by LSTM. Song et al. [20] fed date in different
time granularity into different LSTM to extract both long-term and short-term
features. Different from their work, we leverage the PMF model to learn both
static and temporal user interests, and model temporal tendency by adaptively
feeding the static and temporal user interests to RNN at each time step.

3 Preliminaries

3.1 Definitions and Problem

Let U = {u1, · · · , uM} and V = {v1, · · · , vN} be the sets of users and items,
respectively. We consider a set of historical user-item ratings {(u, v, s, t)}, where
each rating represents user u ∈ U rated item v ∈ V with a score s ∈ S at time t.
Conceptually, we organize all the observed ratings during time t into an M × N
temporal rating matrix Rt.

Rt
ij =

{
s, if ui rated vj with score s during time t

0, if ui has not yet rated vj

(1)

Without loss of generality, we assume each user rates each item at most once.
Hence, the matrices during different time periods do not contain overlapping
ratings. In this paper, we consider a sequence of historical rating matrices
R1, · · · , RT from time t = 1 to t = T . Our goal is to predict all the ratings
in matrix RT+1 during time t = T + 1, where the ratings in RT+1 are not
observed before T + 1. We then formally define the temporal rating prediction
problem.
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Definition 1 (Temporal Rating Prediction). Given a sequence of rating
matrices R1, · · · , RT from time t = 1 to t = T , we aim to predict the ratings
during time t = T + 1, i.e., the entries in RT+1.

In what follows, we describe the probabilistic matrix factorization and recur-
rent neural network, which are the basic components of our proposed solution.

3.2 Probabilistic Matrix Factorization

Among various CF methods, Matrix Factorization (MF) is undoubtedly one
of the most popular methods for recommendation. The key idea of MF is to
learn latent representations for both users and items by factorizing an observed
rating matrix RM×N into a user matrix UM×k and an item matrix VN×k. This is
achieved by minimizing the sum squared distance from UV T to the target matrix
R. Let ui and vj denote the k-dimensional user and item latent vectors in the
factorized matrices U and V , respectively. The rating of user ui over item vj

is then estimated by the inner product of the corresponding latent vectors, i.e.,
uT

i vj . MF essentially models user-item preferences by combining item factor
vectors using user-specific coefficients. This simple linear model suffers from
the data sparsity problem in recommendation. That is, the prediction accuracy
for users with few ratings is far from satisfactory. To address the problem, the
Probabilistic Matrix Factorization (PMF) model [18] incorporates a Gaussian
noise when computing user-item ratings. The key idea of PMF is to treat rating
prediction as a generative process and define a conditional probability over the
observed ratings as follows:

p(R|U, V, σ2) =
M∑
i=1

N∑
j=1

[N (Rij | u�
i vj , σ

2)]Iij (2)

where N (x | μ, σ2) is the probability density function of the Gaussian distribu-
tion with mean μ and variance σ2, and I is a binary indicator matrix where the
entry Iij equals to 1 if ui rated vj and equals to 0 otherwise. PMF also placed
zero-mean spherical Gaussian priors on user/item latent vectors:

p(U |σ2
U ) =

M∑
i=1

N (ui|0, σ2
UI) p(V |σ2

V ) =
N∑

i=1

N (vj |0, σ2
V I) (3)

Note that each rating is mapped into the range of [0, 1] via normalization.
The goal of PMF is to maximize the log likelihood of the observed ratings based
on Eq. (2), which is equivalent to minimizing the sum of squared errors with
quadratic regularization norms as follows:

E =
1
2

M∑
i=1

N∑
j=1

(Ri,j − ui
�vj)2Iij +

λU

2

M∑
i=1

||ui||2 +
λV

2

N∑
i=1

||vj ||2 (4)

where || • ||2 denotes L2 norm, λU = σ2/σ2
U , λV = σ2/σ2

V are hyper-parameters
determined by the distribution of dataset to prevent overfitting. For instance, in
Netflix dataset, ratings per user are less than ratings per movie, so λU should be
set a bigger value than λV . The above objective function is further optimized by
performing gradient descent in U and V , which is efficient with a large number
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of users and items. While more advanced MF variants [6] adopt neural methods
to learn non-linear deep interactions among user and item latent vectors, the
training time of PMF is more efficient and scalable to the number of observed
ratings.

3.3 Long Short-Term Memory

Long Short-Term Memory (LSTM) is a famous variant of recurrent neural net-
work. It exploits the gating mechanism to capture temporal dependencies in
time series effectively, and is capable of solving the gradient vanishing problem
in long sequences [10]. The regular LSTM consists of memory cells with self-
connections. Each memory cell has a cell state c and a hidden state h that are
updated in a recurrent manner. There are three gates associated with each mem-
ory cell: input, forget and output gates, which control the information flow of
the sequence. Formally, given an input sequence {x1, · · · , xT }, LSTM maps the
input to an output sequence via the following equations:

ft = σ(Wf [ht−1, xt] + bf )
it = σ(Wi[ht−1, xt] + bi)
c̃t = tanh(Wc[ht−1, xt] + bc)
ct = ft ∗ ct−1 + it ∗ c̃t

ot = σ(Wo[ht−1, xt] + bo)
ht = ot ∗ tanh(ct)

(5)

where i, f, o, c are the activation vectors for input gate, forget gate, output gate
and cell state, respectively. W terms are weight matrices, b term are bias vectors,
∗ denotes the Hadamard product and σ represents the sigmoid function.

In this paper, we leverage LSTM to capture the sequential information of
temporal user interests, while more advanced recurrent neural networks can be
incorporated into our solution seamlessly. Without otherwise specified, we use
ht = LSTM(xt, ht−1) to represent the update operations (i.e., Eq. (5)) per-
formed during time step t.

4 Overview

Figure 2 provides an overview of our solution to the temporal rating prediction
task, which consists of two major stages: offline learning and online inference.
We describe each stage as follows.

– Offline Learning. We first combine all the ratings observed from t = 1 to
t = T into a matrix R∗. We dub R∗ as the global rating matrix. Apparently, R∗

is much denser than individual temporal rating matrix and incorporates user
latent features from a more systematic view. A novel attempt of this paper is
to consider both temporal user interests and their global representations for
temporal rating prediction. The rationale behind is that a user’s preference
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Fig. 2. Temporal rating prediction framework

for an item can be determined by her temporal interests or time-invariant
global interests.
Our proposed prediction model applies PMF to learn temporal and global
user representations from temporal and global rating matrices, respectively.
We assume item representations are time-invariant, which will not evolve over
time. We feed user and item latent vectors into LSTM based neural network
for learning sequential information at time scale. We further incorporate the
attention mechanism to discriminate the importance of global and temporal
user interests for rating prediction at t = T + 1. In our design, we obtain two
ratings for RT+1

ij : one is derived by considering the most relevant temporal
user interest in the previous time periods, and the other is determined by
user’s global interest. The two rating scores will be subtly fused to derive the
final prediction result.
All the model parameters are learned during this stage. And it is important
to notice that the user and item representations are pre-trained based on
Eq. (4), where the objective function is dependent on the observed ratings
from t = 1 to t = T . The parameters in the proposed neural network are
learned via error backpropagation, where the error function is determined by
the ratings during time T + 1 in the training set.

– Online Inference. In this stage, we try to predict the ratings in matrix
RT+1. Consider a user ui and an item vj where ui has not rated vj before
time T + 1. We retrieve the learned user and item latent vectors accordingly
and feed them into the recurrent neural network model. The output of the
model is the predicted rating RT+1

ij . Note that, if we want to predict rating
RT+2

ij , we only need to apply PMF to learn temporal user representations
during T + 1 and feed them into the recurrent neural network model. The
other parameters in our proposed model do not need to be retrained.
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5 Methodology

5.1 Learning User and Item Representations

Given a sequence of temporal rating matrices R1, · · · , RT , we first aim to learn
user and item representations (i.e., embeddings) using PMF. As each item rep-
resentation encodes its inherent features, we denote by vj the latent vector
for item vj . As for each user ui, we compute a global representation ui based
on the global rating matrix R∗, and further learn time-dependent embeddings
u1

i , · · · ,uT
i based on temporal rating matrices R1, · · · , RT . All the embeddings

are in the same k-dimensional latent space. Inspired by [8], temporal changes
should be smooth. Learning u1

i , · · · ,uT
i completely separated will lead to dra-

matic changes and inaccurate result because R1, · · · , RT are extremely sparse.
To address this situation, we sample training samples from t = 1 to T chronolog-
ically. When training ut

i, we use user embeddings in previous time interval ut−1
i

to initialize. In this learning schema, if a user does not have interaction in time
interval t, his embedding ut

i will equal to ut−1
i . Only when user has interactions

in time interval t, we will further update his embedding in that time interval.
Intuitively, ui captures the user’s static interests, while ut

i encodes temporal
interests during time t. For instance, a user generally likes action movies but
may want to watch comedy movies during festivals.

To learn {ui}, {ut
i}, {vj}, we follow the idea of the original PMF and try to

optimize the following objective function:

min{ui},{vj},{ut
i}

M∑
i=1

N∑
j=1

(R∗
i,j − ui

�vj)2Iij

+
T∑

t=1

M∑
i=1

N∑
j=1

(Rt
i,j − ut

i
�vj)2It

ij

+ λU

M∑
i=1

||ui||2 + λV

N∑
j=1

||vj ||2 +
T∑

t=1

(λt
U

M∑
i=1

||ut
i||2)

(6)

where λU and λV are set according to the distribution of R∗, λ1
U , · · · , λT

U are set
according to the distribution of R1 · · · , RT . All the temporal and time-invariant
embeddings are pre-trained using gradient descent algorithm [17], and will not be
updated during the training of the neural network model. Algorithm1 provides
the pseudo-code of our PMF-based representation learning algorithm, which is
self-explained. Note that the training process for temporal embeddings {ut

i} can
be viewed as fine tuning the time-invariant embeddings {ui} by feeding the
samples at the t-th time interval.

5.2 Temporal Rating Prediction Network (TRPN)

We now present our neural network model named TRPN for temporal rating
prediction based on the learned user and item representations. Specifically, the
target of our model is to predict the rating for (ui, vj) at time T + 1. Figure 3
depicts the detailed model structure.
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Algorithm 1. Representation Learning Algorithm
Input: rating matrix before time T {R1 · · · , RT }
Output: time-invariant embeddings {ui}, {vj} and temporal embeddings {ut

i}
1: for epoch ∈ (1, # epochs) do
2: for t ∈ (1, T ) do
3: sample historical user-item ratings (u, v, s, t) from Rt

4: update time-invariant embeddings {ui}, {vj} and temporal embeddings at
current time {ut

i} by Equation (6)
5: t = t + 1
6: end for
7: end for
8: return {ui}, {ut

i}, {vj}

Input and Filtering Layer. The core of our model is an LSTM, aiming at
capturing temporal dependencies of user interest dynamics. The input at time
step t is the concatenation of ui and ut

i, denoted by ui ⊕ut
i. Instead of supplying

ui ⊕ut
i directly to the LSTM, we propose a filtering layer to dynamically deter-

mine the relative importance of static features against the temporal ones. This is
important because temporal user embeddings are derived from sparse temporal
rating matrices and can be insufficient to model user interests during a particu-
lar time period. The filtering step thus treats each temporal user embedding ut

i

as a counterpart of the global embedding ui, by means of learning a weight for
each latent dimension in ut

i. Specifically, we introduce a k-dimensional filtering
vector ξ which is detached from three factors: ui, ut

i and vj via the following
function:

ξ = σ(W3k,k[ui ⊕ ut
i ⊕ vj ]) (7)

where σ denotes the sigmoid function to limit the values in ξ to (0, 1); k is the
dimension of latent space; [ui⊕ut

i⊕vj ] is the concatenation of three embeddings;
W3k,k is a 3k × k transition matrix that can be viewed as the parameters in a
fully connected layer. The values in ξ determine the amount of information from
ui and ut

i that can be fed to the LSTM model. In particular, the values reflect
the importance of latent features in ui for the prediction. Formally, the filtering
layer transforms ui ⊕ ut

i into a k-dimensional user representation ũt
i, which is

defined as follows:
ũt

i = Wk,l[(ξ � ui) ⊕ (1k − ξ � ut
i)] (8)

where W term is the weight matrix to be learned and 1k is an all-one vector.

Attentive Recurrent Layer. This layer adopts the LSTM to capture sequen-
tial information in user interest dynamics. By feeding LSTM with ũt

i at each time
step t, we obtain the hidden states h1, · · · , hT , where ht = LSTM(ht−1, ũt

i).
Since user interests at different time periods do not contribute equally to the
rating at time T + 1, we leverage the attention mechanism to determine the
importance of ũt

i for predicting RT+1
ij . Specifically, we derive a weight at for ũt

i
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based on its relationship to the target item vj using an attention layer as follows:

at =
exp(ht

�Wl,kvj)∑T
t=1 exp(ht

�Wl,kvj)
(9)

where W is an l × k weight matrix to be learned.
After that, we combine all the hidden states with the corresponding weights

and compute a user representation ûi via a fully connected layer that encodes
item-dependent user interest dynamics. That is:

ûi = Wl,k(
T∑

t=1

atht) (10)

Note that ûi is a k-dimensional vector to be aligned with item latent vectors.

Training
Element wise

Element-level  “1-” operation

Fig. 3. The overall structure of TRPN

Aggregation and Output Layer. Now that we have two embeddings for user
ui, i.e., ûi and ui, we can obtain two ratings for RT+1

ij : û�
i vj and u�

i vj . We
compute the final rating RT+1

ij via the weighted sum of u�
i vj and û�

i vj :

R̂T+
i,j = c ∗ û�

i vj + (1 − c) ∗ u�
i vj (11)

The weight c is computed through a fully-connected layer after concatenating
the user embeddings with the item embeddings:

c = σ(W2k,1[ui ⊕ vj ]) (12)
By doing this, we can treat the static rating u�

i vj and the temporal rating û�
i vj

in different ways for final prediction.
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5.3 Training and Optimization

The inference process of PMF has already been specified in Sect. 5.1. The opti-
mization objective in TRPN is to find parameters to minimize the squared loss
between predicted and actual ratings, which is formally defined as follows.

minimize
Θ

∑
(i,j,t)∈Γtrain

(R̂t
ij − Rt

ij)
2 + λΘ2 (13)

where Θ denotes all the parameters to be learned in TRPN, Γtrain is the set of
ratings in the training set. λ is the L2 regularization term.

6 Experiments

To verify the effectiveness of our proposed method, we conduct experiments to
answer the following research questions.

– RQ1: Does our proposed TRPN outperform the state-of-the-art methods for
temporal rating prediction?

– RQ2: Are static and temporal user interests useful for improving the predic-
tion accuracy?

– RQ3: Does the attention mechanism highlight the relevant time intervals for
enhancing the prediction results?

6.1 Experiment Settings

Table 1. Statistics of the datasets

Dataset #Users #Items Train size Average #ratings Sparsity

Netflix 6 months 309.2k 17.7k 28.9M 93.3 0.52%

Netflix full 422.7k 17.7k 97.5M 283.6 1.29%

MovieLens 1M 6039 3704 993.1k 143.9 4.43%

Datasets. We choose two datasets to evaluate the performance of various meth-
ods. Table 1 provides the statistics of the two datasets.

– Netflix dataset contains 100M rating tuples from December 1999 to Decem-
ber 2005. We test our model on two different time windows with different time
periods on this dataset. First we set the time window as a week. The ratings
from June 2005 to November 2005 are used for training and ratings in Decem-
ber 2005 are used as test set. In second setting, the time window is set to
two months. We use ratings from December 1999 to November 2005 as the
training set and the ratings in December 2005 as the test set. We refer to the
above two data settings as Netflix 6 month and Netflix full respectively.
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– MovieLens 1M dataset contains 1M rating tuples in 35 months. We use the
data during first 30 months as training set and the ratings in last 5 months
are used as test set.

In preprocessing, we remove the users with less than 10/20 ratings for Netflix 6
months/Netflix full. The items that are not included in training set are excluded
from test set.
Comparison methods. We compare our proposed method TRPN with the
following baseline methods:

– PMF [18] is an effective MF method to predict the ratings.
– NCF [6] replaces the inner product operation with a neural network in basic

MF models, thus the model can learn from data an arbitrary function which
maps user/item embeddings to the corresponding rating.

– RRN [24] is a recurrent neural network model to predict ratings by using
both user-LSTM and item-LSTM to capture the dynamics in user and item
representations.

Implementation Details. To compare with PMF and NCF, we organize all
observed historical user-item ratings in the training set into a global rating
matrix R∗ to learn user/item static embeddings, and leverage static embeddings
to predict ratings in the test set.

For training, we adopt Adam optimizer [12] and use mini-batch learning
strategy to find optimal parameters. The learning rate is chosen from {10−2,
10−3, 10−4} and we set the batch size from {64, 128, 256, 512}. The number
of hidden states in LSTM is chosen from {32, 64, 128, 256}. The regularization
terms in Eq. (13) are selected from {10−3, 10−2, 10−1, 100}. For rating prediction,
we consider several input time steps, i.e., {4, 8, 12, 16}.

Metrics. We use the root mean squared error (RMSE) to measure the perfor-
mance of all the methods.

RMSE =

√∑
(i,j,t)∈Γtest

(R̂t
ij − Rt

ij)2

N
(14)

where N is the number of ratings in test set. Rt
ij and R̂t

ij are the ground-truth
and the predicted rating for item i and user j at time t, respectively.

6.2 Results

We first compare our proposed model TRPN with baseline models mentioned
above. We then study the sensitivity of different hyper-parameter settings in
TRPN. Finally, we discuss the benefits of the attention mechanism.

Performance Comparison (RQ1). To demonstrate the effectiveness of
TRPN, we compare it against 3 baseline methods, and the results are shown
in Table 2. Among these baselines, PMF and NCF focus on capturing static
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Table 2. RMSE on Netflix and MovieLens

PMF [18] NCF [6] RRN [24] TRPN

Netflix 6 months 0.9363 0.9454 0.9312 0.9151

Netflix full 0.9219 0.9216 0.9205 0.8847

MovieLens 1M 0.9224 0.9272 0.9235 0.9197

interests and ignore the temporal information in the dataset. From Table 2 we
can see that NCF is better than PMF on full Netflix dataset, but worse than
PMF on 6-month Netflix dataset and MovieLens 1M. This is because there are
more parameters in NCF than that in PMF, which makes it more likely to overfit
in 6-month Netflix dataset and MovieLens 1M. We also observe that in Table 2,
both RRN and TRPN perform better than PMF and NCF on Netflix dataset,
which suggests that modeling temporal dynamics in users’ interests improves
the overall prediction accuracy. Finally, our TRPN outperforms RRN on both
datasets. The main strength of our model comes from that we leverage PMF
to encode temporal interests at each time step, and fuse temporal and static
user interests for all time steps instead of only in the prediction layer. Another
differences between TRPN and RRN is that RRN do not use PMF modeling
users’ embeddings at each time interval and use raw rating vectors as input,
we outperform than RRN may also because we first adopt PMF to extract user
embeddings so the LSTM-based model can focus on capturing the evolution.

Hyper-parameter Sensitivity (RQ2). To better understand our model and
the effects of modeling both static and temporal user interests, we study the
sensitivity of TRPN and TRPN-tem (a variant of TRPN which only feeds tem-
poral interests into RNN) with respect to two hyper-parameters, i.e., the length
of time steps T and the regularization term λ in Eq. (13). The results are shown
in Fig. 4.
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Fig. 4. Hyper-parameter sensitivity
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We plot the RMSE versus different values of regularization term λ in
Fig. 4(a) and we find that TRPN and TRPN-tem achieve the best performances
when λ = 0.01. This suggests that an appropriate value for regularization term
can prevent overfitting. Oppositely when the regularization term is too large,
the model can also be underfitting.

We also present the RMSE results with different lengths of time steps in
Fig. 4(b). It can be easily observed that in TRPN-tem, performance begins to
deteriorate since T = 8. This indicates outdated information is almost irrelevant
and may cause a performance degradation. But in TRPN, the performance is
getting better when increasing the length of time steps T . This is because we
feed both temporal and static user interests in TRPN at each time step and
adopt attention mechanism to distinguish irrelevant information.

It is worth mentioning that in both Fig. 4(a) and (b), TRPN performs better
than TRPN-tem, which suggests that the fusion of static user interests enhances
overall prediction performances.

Attention Analysis (RQ3). We investigate the effects of attention mechanism
in our proposed model. By setting T = 4, we select three cases and show the
attention scores for different time steps in Fig. 5(a). To evaluate the attention
scores in TRPN, we compute the average item similarity and visualize them in
Fig. 5(b). For a rating RT+1

ij to be predicted, we calculate the average similarity
between vj and items rated by ui for previous time steps, i.e.,∑

k∈St
i
cos(vj , vk)

N
t = 1, 2, ..., T (15)

where St
i denotes the items rated by ui at time t, vj and vk are embeddings

learned from PMF, cos(vj ,vk) is the cosine similarity between vector vj and
vk. PMF method decomposes the observed user-item interaction matrix R into
the product of two matrices U , V in latent space and the cosine similarity in
the latent space is useful to reflect similarity between users and items. We can
observe that in Fig. 5, TRPN gives more attention on those time intervals having
higher similarities with target item, which indicates that the proposed attention
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mechanism effectively highlights the relevant time intervals for enhancing overall
prediction performance.

7 Conclusion

In this paper, we propose a new neural network method for temporal rating
prediction. We leverage PMF to learn both static and temporal user inter-
ests and use LSTM units to capture user interest tendency. We introduce a
novel filtering layer to adaptively feed temporal and static interests to LSTM
units, and an attention mechanism is further employed to highlight the rele-
vant temporal interests when predicting a future rating. The experiments on
two datasets demonstrate that (1) our proposed model TRPN outperforms sev-
eral competitive methods; (2) modeling both static and temporal user interests
can improve the overall recommendation accuracy; (3) the attention mechanism
effectively highlights the relevant time intervals for enhancing overall prediction
performances.
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Abstract. Review sentiment analysis has drawn a lot of active research
interest because of the explosive growth in the amount of available
reviews in our day-to-day activities. The current review sentiment classi-
fication work often models each sentence as a sequence of words, thus sim-
ply training sequence-structured recurrent neural networks (RNNs) end-
to-end and optimizing via stochastic gradient descent (SGD). However,
such sequence-structured architectures overlook the syntactic hierarchy
among the words in a sentence. As a result, they fail to capture the syn-
tactic properties that would naturally combine words to phrases. In this
paper, we propose to model each sentence of a review with an attention-
based dependency tree-LSTM, where a sentence embedding is obtained
relying on the dependency tree of the sentence as well as the attention
mechanism in the tree structure. Then, we feed all the sentence repre-
sentations into a sequence-structured long short-term memory network
(LSTM) and exploit attention mechanism to generate the review embed-
ding for final sentiment classification. We evaluate our attention-based
tree-LSTM model on three public datasets, and experimental results turn
out that it outperforms the state-of-the-art baselines.

Keywords: Sentiment analysis · Recurrent neural networks ·
tree-LSTM · Syntax-aware

1 Introduction

As a branch of text-based multimedia analysis, sentiment analysis [20] is a
challenging study of vital importance in natural language processing (NLP).
Recently, more and more attention has been focused on document-level senti-
ment analysis in the research community these years because of two main rea-
sons: (1) over the past several decades, there has been an explosive growth in
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the amount of reviews from social networks like Twitter, Facebook, Instagram,
etc; (2) successfully classifying the review sentiment is crucial to understanding
customer preferences and enabling new businesses such as customized recom-
mendation [7].

Existing approaches can be divided into two classes: traditional machine
learning models and neural network models. Traditional machine learning meth-
ods are dedicated to manually engineering an abundance of useful features like
bag-of-words [20], sentiment lexicons [21,23] and social networks [6] to build the
classification models. Although traditional methods like Support Vector Machine
(SVM) [19] obtained a good performance on this task, they are always blamed for
complicated and labor-intensive feature engineering. Since deep learning tech-
niques have been successfully applied to many tasks in both computer vision and
natural language processing, some recent studies start to address sentiment clas-
sification using well-designed neural networks. Compared with feature based tra-
ditional machine learning models, neural networks models have achieved promis-
ing results on sentiment analysis for their capability to learn powerful and seman-
tic feature representations from original data without careful handcraft feature
engineering [8,11,16,25,26]. Document-level sentiment analysis is a challenging
task and far from being solved. Without considering the document structure,
cached long short-term memory networks [31] devises a cache mechanism to
divide memory into several groups via different forgetting rates, thus enabling the
network to capture the overall sentiment information better within a recurrent
unit. [2] and [27] realize the vital importance of document hierarchy structure
and build hierarchical models to deal with document-level sentiment analysis. To
further improve the classification accuracy, attention mechanism is exploited to
select important word-level and sentence-level features hierarchically [5,28,33].
In [28], user(product) matrix representation is not well defined because of the
data insufficiency in terms of those users(products) with limited reviews. Chen
et al. [5] develop NSC+UPA that achieves the state-of-the-art. However, word
vectors didn’t combine neither user nor product information before attention
weights are computed so that the sentence representation misses the opportu-
nity to enrich the sentence semantics with user and product information.

Although these attention based sequence-structured RNNs have shown to
significantly improve the sentiment classification results, several prominent
researchers push back against this cognition that language is just sequences
of words [4,22,34]. In other words, linguistic structure is coming back. Conse-
quently, in this paper, we model each sentence of a review with an attention-
based dependency tree-LSTM, where a sentence embedding is obtained relied on
the dependency tree of the sentence as well as the attention mechanism in the
tree structure. Then, all the sentence representations are fed into a sequence-
structured long short-term memory network (LSTM) and the attention mecha-
nism is utilized to generate the review embedding for final sentiment classifica-
tion. The major contributions of this paper are three-fold:
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– We propose an attention-based dependency tree-LSTM to model each sen-
tence, which computes attention based on the dependency parsing tree of a
sentence.

– Because of the high computation complexity and the big memory capac-
ity, current tree-LSTM models don’t run in batch mode. We implement the
attention based tree-LSTM in batch mode, which greatly reduces the training
time.

– Experimental results on three open datasets are conducted to demonstrate
the effectiveness of our tree-structured model for review sentiment analysis.

The remainder of this paper is organized as follows. First, we present the
proposed hierarchical architecture in Sect. 2. Then, Sect. 3 displays extensive
experiments conducted to demonstrate the superiority of the proposed architec-
ture. Afterwards, in Sect. 4, we discuss the related works on sentiment analysis.
Finally, we draw a conclusion and envision the future in Sect. 5.

2 The Proposed Approach

Let us first formulate the problem of review sentiment classification.We take as
input a set of training reviews D = {(d1, y1), (d2, y2), ..., (dn, yn)}, where di is a
document-level comment containing more than one sentence and yi ∈ Y depicts
the sentiment label (e.g., Y = {1, 2, 3, 4, 5} means that the rating value is ranged
from “one star” to “five star”). Thus, document-level sentiment classification
aims at inferring the sentiment label of a review.

Fig. 1. Overview of the proposed hierarchical architecture for review sentiment analy-
sis.
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Considering the hierarchical document structure, we model each review hier-
archically as done in [5,33]: word level (from word to sentence) and sentence
level (from sentence to document). In word level, we devise an attention-based
dependency tree-LSTM to encode each sentence of a review. In sentence level, a
sequence-structured LSTM encoder followed by an attention layer is developed
to generate attentive representations for reviews. Note that the attention weights
in both word level and sentence level are computed by using global user pref-
erences and product characteristics as guidance. A high-level illustration of our
proposed approach is shown in Fig. 1. For simplicity and generality, we suppose
that the root of each dependency tree is the first word of each sentence. We then
examine each module detailedly and give intuitions about its formulation.

2.1 Embedding from Word to Sentence

For each sentence of a review, the sentence representation is obtained by model-
ing the words belonging to the sentence. Suppose that the j-th sentence sj con-
tains nj words, and is denoted as sj = {wj,1, wj,2, ..., wj,nj

}, where wj,k ∈ RK1 is
from the pre-trained word embeddings by word2vec [17]. Draw inspirations from
the aspect embedding devised by [30], we vectorize user preferences and product
characteristics as user embedding u ∈ RL1 for each user and product embedding
p ∈ RL2 for each product, respectively. Note that user embedding and product
embedding are treated as training parameters like other model parameters. In
addition, we concatenate each word vector wj,k with user vector u and product
vector p as inputs for our attention-based tree-LSTM. For simplicity in notation,
we denote xj,k = [wj,k;u; p]. It is worth mentioning that such a concatenation
design contributes a lot to enhancing the sentence semantics with user and prod-
uct features. However, the previous methods neglect this design. For example,
Tang et al. [28] represent each user (product) with a matrix which is multiplied
with each word embedding wj,k to get the inputs for sentence embeddings. In
[5], neither user and product information is used as inputs to encode sentences.

Fig. 2. An example dependency tree parsed by the Stanford Neural Network Depen-
dency Parser.

Evidently, sequence-structured RNNs are increasingly incapable of capturing
long-range dependencies. To make full advantage of the syntactic structure in
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each sentence, we employ a tree-LSTM [26] to generate a hidden vector for
each word. In detail, we first parse each sentence into a dependency tree or a
constituency tree using the Stanford Neural Network Dependency Parser [3].
In this work, we choose the child − sum schema [26] for tree-LSTM to model
each sentence. An example dependency tree for the sentence “This movie is a
joke.” is illustrated in Fig. 2. We can see that an dependency tree is composed of
nodes corresponding to words in the sentence and edges representing the syntax
relationships between parent node and its child nodes. Note that arrow directions
reveal the computing order, that is to say, parent node is computed only after
its child nodes have been computed. Then the representation for the root node
of the tree is regarded as the sentence representation.

Given a dependency tree of a sentence, we denote Cj,k as the set of children
for word wj,k. Formally, for each input vector xj,k, we output a vector hj,k ∈ RK2 ,
by computing a series of neuron activations for an input gate g

(i)
j,k, several forget

gates g
(f)
j,k,l, a memory cell state g

(c)
j,k and an output gate g

(o)
j,k :

hj,k =
∑

wj,l∈Cj,k

hj,l (1)

g
(i)
j,k = σ(W (i)xj,k + U (i)hj,k + b(i)) (2)

g
(f)
j,k,l = σ(W (f)xj,k + U (f)hj,l + b(f)) (3)

g
(c)
j,k = tanh(W (c)xj,k + U (c)hj,k + b(c)) (4)

g
(c)
j,k = g

(i)
j,k � g

(c)
j,k +

∑

wj,l∈Cj,k

g
(f)
j,k,l � g

(c)
j,l (5)

g
(o)
j,k = σ(W (o)xj,k + U (o)hj,k + b(o)) (6)

hj,k = g
(o)
j,k � tanh(g(c)j,k) (7)

where � is an element-wise product, and Θ(tree−lstm) = {W (i) ∈ RK2×K1 , U (i) ∈
RK2×K2 , b(i) ∈ RK2 ,W (f) ∈ RK2×K1 , U (f) ∈ RK2×K2 , b(f) ∈ RK2 ,W (c) ∈
RK2×K1 , U (c) ∈ RK2×K2 , b(c) ∈ RK2 ,W (o) ∈ RK2×K1 , U (o) ∈ RK2×K2 , b(o) ∈
RK2} is the set of parameters for tree-LSTM.

We introduce attention to tree-LSTM based on the dependency tree. In par-
ticular, we add attention into both Eqs. 1 and 5. In terms of Eq. 1, to sum up
the children hidden vectors is arbitrary. Therefore, we define

v
(s)
j,l = hT

j,lW
(s)
2 u + hT

j,lW
(s)
3 p

β
(s)
j,l = η(s) · f(W (s)

1 hj,l + b(s)) + v
(s)
j,l

αj,l =
exp(β(s)

j,l )
∑

wj,i∈Cj,k
exp(β(s)

j,i )

(8)
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where v
(s)
j,l is a term introduced to indicate the relevance between word hidden

vector hj,l and user embedding u, as well as product embedding p. f(·) is a
nonlinear function like sigmoid or tanh. Θ(Att1) = {W

(s)
1 ∈ RK2×K2 ,W

(s)
2 ∈

RK2×L1 ,W
(s)
3 ∈ RK2×L2 , b(s) ∈ RK2 , η(s) ∈ RK2} is the attention network

parameters to be learned. Then, by aggregating all the children hidden vectors
according to αj,l, Eq. 1 can be updated as

hj,k =
∑

wj,l∈Cj,k

αj,lhj,l (9)

Similarly, for Eq. 5, we compute attention weights as

g
(c)
j,k,l = g

(f)
j,k,l � g

(c)
j,l

v
(t)
j,k,l = (g(c)j,k,l)

TW
(t)
2 u + (g(c)j,k,l)

TW
(t)
3 p

β
(t)
j,k,l = η(c) · f(W (t)

1 g
(c)
j,k,l + b(t)) + v

(t)
j,k,l

αj,k,l =
exp(β(t)

j,k,l)
∑

wj,i∈Cj,k
exp(β(t)

j,k,i)

(10)

where Θ(Att2) = {W
(t)
1 ∈ RK2×K2 ,W

(t)
2 ∈ RK2×L1 ,W

(t)
3 ∈ RK2×L2 , b(t) ∈

RK2 , η(t) ∈ RK2} is the attention network parameters to be learned. Thus Eq. 5
can be updated as

g
(c)
j,k = g

(i)
j,k � g

(c)
j,k +

∑

wj,l∈Cj,k

αj,k,lg
(c)
j,k,l (11)

Finally, we take the output hidden vector of the root of the dependency tree as
the ultimate sentence embedding.

2.2 Embedding from Sentence to Document

As shown in Fig. 1, we regard each review as a sequence of sentences. Given
the sentence embeddings of a review generated in word level, we develop a
sequence-structured LSTM [10], where Θlstm = {W

(i)
lstm ∈ RK2×K2 , U

(i)
lstm ∈

RK2×K2 , b
(i)
lstm ∈ RK2 ,W

(f)
lstm ∈ RK2×K2 , U

(f)
lstm ∈ RK2×K2 , b

(f)
lstm ∈ RK2 ,W

(c)
lstm ∈

RK2×K2 , U
(c)
lstm ∈ RK2×K2 , b

(c)
lstm ∈ RK2 ,W

(o)
lstm ∈ RK2×K2 , U

(o)
lstm ∈

RK2×K2 , b
(o)
lstm ∈ RK2}. For simplicity in notation, we denote the outputs of

LSTM for sentences {s1, s2, ..., sm} as {H1,H2, ...,Hm}. Based on this intuition
that not all the sentences contribute equally to the semantic meaning of a review,
we also exploit attention mechanism to select sentences of significant importance.
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Attention weights are computed as follows:

v
(r)
j = HT

j W
(r)
2 u + hT

j W
(r)
3 p

β
(r)
j = η(r) · f(W (r)

1 Hj + b(r)) + v
(r)
j

αj =
exp(β(r)

j )
∑m

i=1 exp(β(r)
j )

(12)

where Θ(Att3) = {W
(r)
1 ∈ RK2×K2 ,W

(r)
2 ∈ RK2×L1 ,W

(r)
3 ∈ RK2×L2 , b(r) ∈

RK2 , η(r) ∈ RK2} is defined as the attention network parameters. Then we aggre-
gate all the sentence hidden vectors according to attention weights αj and the
review embedding is computed by

r =
m∑

j=1

αjHj (13)

2.3 Sentiment Classification

Since review embeddings are hierarchically extracted from the words and sen-
tences, they are high level semantic representations for reviews. Hence, we use
them to train our sentiment classifier. We first use a nonlinear layer to project
review embedding r into the target space of C classes:

r̂ = tanh(Wrr + br) (14)

where C is the number of sentiment classes, and Θ(classifier) = {Wr ∈
RK2×C , br ∈ RC} is the parameters to be learned. Afterwards, a softmax layer
is adopted to compute the sentiment distribution:

pc =
exp(r̂c)

∑C
z=1 exp(r̂z)

(15)

2.4 Model Training

In our work, we need to optimize all the parameters notated as Θ =
{Θ(tree−lstm), Θlstm, Θ(Att1), Θ(Att2), Θ(Att3), Θ(classifier), u, p}. Cross entropy
with L2 regularization is defined as the loss function for optimization when
training:

L = −
∑

d∈D

C∑

c=1

yc(d) · log(pc(d)) + λL2(Θ) (16)

where yc(d) is the golden sentiment distribution and λ means the coefficient for
L2 regularization.
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3 Evaluation

In this section, we present our experiment settings and conduct experiments on
the task of document-level review sentiment analysis.

3.1 Experimental Settings

We evaluate the proposed approach on three real-world datasets, i.e., Yelp13,
Yelp14 and IMDB, all of which are from [28]. Each record in the datasets is
composed of a user ID, a product ID, a review and a rating. We summarize
the statistics of our used datasets in Table 1. The Yelp Dataset Challenge pro-
duces Yelp 2013 and Yelp 2014 which contain a large number of restaurant
reviews labeled with stars ranging from 1 to 5. IMDB contains 84919 movie
reviews labeled with stars ranging from 1 to 10. We initialize the word vectors
with 200-dimensional word2vec [17], and initialize user embedding and product
embedding with a 200-dimensional zero vector. During training, word vectors,
user embedding and product embedding are all fine-tuned as parameters. We
set batch size to be 32, i.e., 32 documents, set L2-regularization weight to be
0.00001 and initialize learning rate to be 0.05 for AdaDelta.

Table 1. Dataset description

Datasets #docs #users #products #docs/
user

#docs/
product

#sens/doc #words/sen

IMDB 84,919 1,310 1,635 64.82 51.94 16.08 24.54

Yelp13 78,966 1,631 1,633 48.42 48.36 10.89 17.38

Yelp14 231,163 4,818 4,194 47.97 55.11 11.41 17.26

3.2 Evaluation Metrics

Two metrics are utilized to evaluate our model. Accuracy measures the overall
sentiment classification performance, is formalized as:

Accuracy =
T

N
(17)

where T is the number of reviews correctly predicted and N is the size of testing
dataset. Another metric is RMSE, which calculates the divergences between
predicted labels and ground truth labels and can be computed as:

RMSE =

√ ∑N
i=1 (gdi − pri)

2

N
(18)

where gdi and pri are golden truth label and predicted label respectively.
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3.3 Baselines

We list several baseline methods for comparisons with our method as follows.
Majority infers the sentiment category of the test dataset according to the

majority sentiment category in training dataset.
Trigram trains a Support Vector Machine with n-gram features, i.e., uni-

grams, bigrams and trigrams.
TextFeature is an another SVM-based method which is trained using word

and character n-grams, sentiment lexicon features, etc.
AvgWordvec builds 200-dimensional word vectors using word2vec [17] and

averages all the word vectors of each review as final review representation to
train a SVM classifier.

SSWE uses sentiment-specific word embeddings generated by [29] to train
a SVM classifier.

RNTN+RNN makes use of RNTN [25] to generate sentence embeddings
which then are processed by a RNN to produce review representations for final
classification.

Paragraph Vector unsupervisedly learns representations for sentences and
documents [12].

JMARS is proposed in recommender systems [7]. It combines user informa-
tion and aspects of a review with collaborative filtering and topic modeling.

UPNN is first to take user and product information into consideration when
addressing review sentiment classification. Tang et al. [28] devises user matrix
and product matrix which are concatenated with document representation for
final sentiment classification.

NSC & NSC+LA & NSC+UPA are developed by [5], core of which is a
sequence-structured LSTM. NSC encodes words and sentences of one review in
a hierarchical manner, but ignores user and product information. NSC+LA
use the local attention without using user and product information. While
NSC+UPA introduces global user preferences and product characteristics as
attention guiders over different semantic levels of a document, therefore gener-
ating robust and semantic document representations.

3.4 Model Comparisons

We conduct our comparison experiments in two scenarios: with user and product
information, denoted as “with U and P”, and otherwise denoted as “no U, no
P”. The classification accuracy and RMSE results are shown in Table 2.

From the rows noted by “no U, no P” in Table 2, we can see that our proposed
method outperforms almost all of the baselines, which indicates that linguistic
structure based neural networks have advantage over sequence-structured neu-
ral networks when addressing document-level review sentiment analysis. From
the rows noted by “with U and P”, we can see that global user preferences and
product characteristics play an important role and attention mechanism success-
fully captures useful semantics related to the user and product which contribute
to better training the final sentiment classifier. Evidently, no matter modeling
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Table 2. Sentiment classification results of our model against competitor models on
IMDB, Yelp13 and Yelp14. Acc(Accuracy) and RMSE are the two used evaluation
metrics. Best results in each group are in bold.

Settings Methods IMDB Yelp13 Yelp14

Acc RMSE Acc RMSE Acc RMSE

no U, no P Majority 0.196 2.495 0.411 1.060 0.392 1.097

Trigram 0.399 1.783 0.569 0.814 0.577 0.804

TextFeature 0.402 1.793 0.556 0.845 0.572 0.800

AvgWordvec+SVM 0.304 1.985 0.526 0.898 0.530 0.893

SSWE+SVM 0.312 1.973 0.549 0.849 0.557 0.851

Paragraph Vector 0.341 1.814 0.554 0.832 0.564 0.802

RNTN+RNN 0.400 1.764 0.574 0.804 0.582 0.821

UPNN 0.405 1.629 0.577 0.812 0.585 0.808

NSC 0.443 1.465 0.627 0.701 0.637 0.686

NSC+LA 0.487 1.381 0.631 0.706 0.630 0.715

Ours 0.493 1.378 0.635 0.700 0.634 0.689

with U and P Trigram+UPF 0.404 1.764 0.570 0.803 0.576 0.789

TextFeature+UPF 0.402 1.774 0.561 0.822 0.579 0.791

JMARS N/A 1.773 N/A 0.985 N/A 0.999

UPNN 0.435 1.602 0.596 0.784 0.608 0.764

NSC+UPA 0.533 1.281 0.650 0.692 0.667 0.654

Ours+UPA 0.538 1.276 0.649 0.697 0.669 0.650

Fig. 3. Convergence speed experiment on Yelp13.

with or without user and product information, our approach is demonstrated to
achieve consistent improvements compared with other competitors.

In order to clearly display the advantages of our syntax-aware method over
other competitive baselines, we conduct the convergence speed experiment on
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Yelp13, results of which are shown in Fig. 3. X-axis is the iteration epochs and
Y-axis is the classification accuracy predicted on validation dataset. Note that
one epoch in our experiments does not mean to run out the training dataset.
Since the datasets used here are too large that We train 3200 random selected
reviews one epoch and then validate on our validation dataset, which is also used
in the work of [5]. As representatives of the current state-of-the-art sequence-
structured methods, the comparison is made between our syntax-aware method
and [5]. From Fig. 3, it can be observed that in terms of convergence rate our
syntax-aware method beats [5]. The reason why our approach converges faster is
that syntactic linguistic features are integrated into review representations and
efficiently guides the classifier.

When comparing with other baselines, we have two instructive findings. First,
to concatenate each word embedding with user embedding and product embed-
ding as the inputs for neural network models contributes a lot to enriching the
sentence semantics with user and product information, which increases the expo-
sure rate of important semantics related to the user and product when computing
attention weights. Second, linguistic structure based RNNs are in theory superior
to sequence-structured RNNs. But experiment results show that our model based
on dependency tree achieves slightly better results than the model proposed in
[5]. From the implementation of tree-LSTM, we find that tree-LSTM suffers from
the underfitting issue: the same shared compositional function throughout the
whole compositional procedure results in the lack of expressive power.

4 Related Works

In essence, sentiment analysis can be thought of as a special kind of text clas-
sification. It is obvious that the more effective the extracted features are, the
better performance the text classifiers will obtain. Earlier researches on sen-
timent analysis mostly focus on designing useful handcraft features, which is
time-consuming and demands for expert knowledge. For example, Pang et al.
[20] exploit machine learning algorithms to train classifiers with bag-of-words.
Sentiment lexicons [21,23] are also utilized to improve the classification per-
formance. Cheng et al. [6] mine useful features from social networks. Over the
past several years, deep neural networks win a high reputation in substantial
applications for automatic representation learning [35]. [11] and [37] represent
sentences by using convolutional neural networks (CNNs) to model sentences
like images. Recurrent neural networks (RNNs) emerge as methods dedicated to
processing sequential data, and have achieved great success in a large number
of NLP tasks. Introducing two kinds of syntactic parsing trees, Tai et al. [26]
devise tree-structured long-short term memory networks (TreeLSTMs) which
work better compared with sequential LSTMs. In the work of Xu et al. [31],
cached long short-term memory networks are proposed to solve document-level
sentiment classification. Taking into consideration the hierarchical structure of
documents, some researchers attempt to model documents hierarchically [2,27].
It has been proved again and again that attention mechanism is beneficial to



84 J. Zeng et al.

selecting valuable information and getting rid of useless information for substan-
tial applications including image generation [9,18], machine translation [1,14],
image caption [32], natural language inference [24], deep hashing [13,38], etc.
Attention mechanism has also been investigated for sentiment analysis [36]. For
instance, Yang et al. [33] propose a hierarchical attentive model which can pick
out important features in both word-level and sentence-level. [28] and [5] treat
the global user preferences and product characteristics as attention guiders and
have brought a nice performance gain. Ma et al. [15] try to model multiple
objects discussed in one sentence at one time.

In spite of the success of these sequence-structured RNN methods discussed
above, the syntactic hierarchy among the words in a sentence is neglected. [34]
and [22] show that linguistic structure has obvious benefits for tasks with highly-
formalized outputs such as code generation and semantic parsing. Chen et al. [4]
improve neural machine translation using a syntax-aware encoder and decoder,
and the improvement is greater for longer sentences. As a result, NLP should
re-embrace linguistic structure. It’s time to announce that linguistic structure is
coming back. Motivated by these recent great researches, we design a hierarchical
architecture where in word level each sentence of a review is modeled using
an attention-based dependency tree-LSTM, and in sentence level an attention-
based long short-term memory network (LSTM) is utilized to generate the review
embedding for final sentiment classification.

5 Conclusions

With the trend that the demands from people for multimedia analysis is becom-
ing more variant and broad, the Internet-of-Things (IoT) has shown a promising
prospect. Motivated by the renaissance of linguistic structure, in this paper, we
present a novel hierarchical architecture to deal with review sentiment classifi-
cation. Taking the dependency parsing tree of sentences, we first encode each
sentence of a review using an attention-based dependency tree-LSTM. Then in
sentence level, an attention-based LSTM is used to generate the review embed-
ding for final sentiment classification. Finally, we evaluate the architecture on
three real-world datasets and verify its superiority over other baselines.

Although tree-structured LSTMs are capable of learning better representa-
tions depending on syntactic information than sequential LSTMs, they suffer
from the underfitting issue: the same shared compositional function throughout
the whole compositional procedure results in the lack of expressive power. In the
future, to further improve the sentiment classification performance, we will make
our efforts to enhance the expressive power of tree-structured neural networks.

Acknowledegments. This work was supported in part by the National Natural Sci-
ence Foundation of China under grants No. 61821003 and the National Key Research
and Development Program of China under grant No. 2016YFB0800402.



Improved Review Sentiment Analysis with a Syntax-Aware Encoder 85

References

1. Bahdanau, D., Cho, K., Bengio, Y.: Neural machine translation by jointly learning
to align and translate. CoRR abs/1409.0473 (2014). http://arxiv.org/abs/1409.
0473

2. Bhatia, P., Ji, Y., Eisenstein, J.: Better document-level sentiment analysis from
RST discourse parsing. In: Proceedings of the 2015 Conference on Empirical Meth-
ods in Natural Language Processing, EMNLP 2015, 17–21 September 2015, Lisbon,
Portugal, pp. 2212–2218 (2015)

3. Chen, D., Manning, C.D.: A fast and accurate dependency parser using neural
networks. In: Proceedings of the 2014 Conference on Empirical Methods in Natural
Language Processing, EMNLP 2014, 25–29 October 2014, Doha, Qatar, A meeting
of SIGDAT, a Special Interest Group of the ACL, pp. 740–750 (2014)

4. Chen, H., Huang, S., Chiang, D., Chen, J.: Improved neural machine translation
with a syntax-aware encoder and decoder. In: Proceedings of the 55th Annual
Meeting of the Association for Computational Linguistics, ACL 2017, Vancouver,
Canada, 30 July–4 August, vol. 1, pp. 1936–1945 (2017)

5. Chen, H., Sun, M., Tu, C., Lin, Y., Liu, Z.: Neural sentiment classification with
user and product attention. In: Proceedings of the 2016 Conference on Empiri-
cal Methods in Natural Language Processing, EMNLP 2016, 1–4 November 2016,
Austin, Texas, USA, pp. 1650–1659 (2016)

6. Cheng, K., Li, J., Tang, J., Liu, H.: Unsupervised sentiment analysis with signed
social networks. In: Proceedings of the Thirty-First AAAI Conference on Artificial
Intelligence, 4–9 February 2017, San Francisco, California, USA, pp. 3429–3435
(2017)

7. Diao, Q., Qiu, M., Wu, C., Smola, A.J., Jiang, J., Wang, C.: Jointly modeling
aspects, ratings and sentiments for movie recommendation (JMARS). In: The 20th
ACM SIGKDD International Conference on Knowledge Discovery and Data Min-
ing, KDD 2014, 24–27 August 2014, New York, NY, USA, pp. 193–202 (2014)

8. Dong, L., Wei, F., Tan, C., Tang, D., Zhou, M., Xu, K.: Adaptive recursive neural
network for target-dependent twitter sentiment classification. In: Proceedings of
the 52nd Annual Meeting of the Association for Computational Linguistics, ACL
2014, 22–27 June 2014, Baltimore, MD, USA, vol. 2, pp. 49–54 (2014)

9. Gregor, K., Danihelka, I., Graves, A., Rezende, D.J., Wierstra, D.: DRAW: a recur-
rent neural network for image generation. In: Proceedings of the 32nd International
Conference on Machine Learning, ICML 2015, 6–11 July 2015, Lille, France, pp.
1462–1471 (2015)

10. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)

11. Kim, Y.: Convolutional neural networks for sentence classification. In: Proceedings
of the 2014 Conference on Empirical Methods in Natural Language Processing,
EMNLP 2014, 25–29 October 2014, Doha, Qatar, A meeting of SIGDAT, a Special
Interest Group of the ACL, pp. 1746–1751 (2014)

12. Le, Q.V., Mikolov, T.: Distributed representations of sentences and documents.
In: Proceedings of the 31th International Conference on Machine Learning, ICML
2014, Beijing, China, 21–26 June 2014, pp. 1188–1196 (2014)

13. Liu, Y., et al.: Deep self-taught hashing for image retrieval. IEEE Trans. Cybern.
49(6), 2229–2241 (2019)

http://arxiv.org/abs/1409.0473
http://arxiv.org/abs/1409.0473


86 J. Zeng et al.

14. Luong, T., Pham, H., Manning, C.D.: Effective approaches to attention-based neu-
ral machine translation. In: Proceedings of the 2015 Conference on Empirical Meth-
ods in Natural Language Processing, EMNLP 2015, 17–21 September 2015, Lisbon,
Portugal, pp. 1412–1421 (2015)

15. Ma, X., Zeng, J., Peng, L., Fortino, G., Zhang, Y.: Modeling multi-aspects within
one opinionated sentence simultaneously for aspect-level sentiment analysis. Future
Gen. Comput. Syst. 93, 304–311 (2018)

16. Mikolov, T., Karafiát, M., Burget, L., Cernocký, J., Khudanpur, S.: Recurrent
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Reasoning about entailment with neural attention. CoRR abs/1509.06664 (2015),
http://arxiv.org/abs/1509.06664

25. Socher, R., et al.: Recursive deep models for semantic compositionality over a
sentiment treebank. In: Proceedings of the 2013 Conference on Empirical Methods
in Natural Language Processing, EMNLP 2013, pp. 1631–1642 (2013)

http://arxiv.org/abs/1509.06664


Improved Review Sentiment Analysis with a Syntax-Aware Encoder 87

26. Tai, K.S., Socher, R., Manning, C.D.: Improved semantic representations from tree-
structured long short-term memory networks. In: Proceedings of the 53rd Annual
Meeting of the Association for Computational Linguistics and the 7th Interna-
tional Joint Conference on Natural Language Processing of the Asian Federation
of Natural Language Processing, ACL 2015, 26–31 July 2015, Beijing, China, vol.
1, pp. 1556–1566 (2015)

27. Tang, D., Qin, B., Liu, T.: Document modeling with gated recurrent neural network
for sentiment classification. In: Proceedings of the 2015 Conference on Empirical
Methods in Natural Language Processing, EMNLP 2015, 17–21 September 2015,
Lisbon, Portugal, pp. 1422–1432 (2015)

28. Tang, D., Qin, B., Liu, T.: Learning semantic representations of users and prod-
ucts for document level sentiment classification. In: Proceedings of the 53rd Annual
Meeting of the Association for Computational Linguistics and the 7th International
Joint Conference on Natural Language Processing of the Asian Federation of Nat-
ural Language Processing, ACL 2015, 26–31 July 2015, Beijing, China, vol. 1, pp.
1014–1023 (2015)

29. Tang, D., Wei, F., Yang, N., Zhou, M., Liu, T., Qin, B.: Learning sentiment-specific
word embedding for Twitter sentiment classification. In: Proceedings of the 52nd
Annual Meeting of the Association for Computational Linguistics, ACL 2014, 22–
27 June 2014, Baltimore, MD, USA, vol. 1, pp. 1555–1565 (2014)

30. Wang, Y., Huang, M., Zhu, X., Zhao, L.: Attention-based LSTM for aspect-level
sentiment classification. In: Proceedings of the 2016 Conference on Empirical Meth-
ods in Natural Language Processing, EMNLP 2016, 1–4 November 2016, Austin,
Texas, USA, pp. 606–615 (2016)

31. Xu, J., Chen, D., Qiu, X., Huang, X.: Cached long short-term memory neural
networks for document-level sentiment classification. In: Proceedings of the 2016
Conference on Empirical Methods in Natural Language Processing, EMNLP 2016,
1–4 November 2016, Austin, Texas, USA, pp. 1660–1669 (2016)

32. Xu, K., et al.: Show, attend and tell: neural image caption generation with visual
attention. In: Proceedings of the 32nd International Conference on Machine Learn-
ing, ICML 2015, 6–11 July 2015, Lille, France, pp. 2048–2057 (2015)

33. Yang, Z., Yang, D., Dyer, C., He, X., Smola, A.J., Hovy, E.H.: Hierarchical atten-
tion networks for document classification. In: NAACL HLT 2016, The 2016 Con-
ference of the North American Chapter of the Association for Computational Lin-
guistics: Human Language Technologies, 12–17 June 2016, San Diego California,
USA, pp. 1480–1489 (2016)

34. Yin, P., Neubig, G.: A syntactic neural model for general-purpose code generation.
In: Proceedings of the 55th Annual Meeting of the Association for Computational
Linguistics, ACL 2017, 30 July–4 August, Vancouver, Canada, vol. 1, pp. 440–450
(2017)

35. Zeng, J., Ma, X., Zhou, K.: CAAE++: improved CAAE for age progres-
sion/regression. IEEE Access 6, 66715–66722 (2018)

36. Zeng, J., Ma, X., Zhou, K.: Enhancing attention-based LSTM with position context
for aspect-level sentiment classification. IEEE Access 7, 20462–20471 (2019)

37. Zhao, J., Gui, X.: Deep convolution neural networks for Twitter sentiment analysis.
IEEE Access (2017)

38. Zhou, K., Zeng, J., Liu, Y., Zou, F.: Deep sentiment hashing for text retrieval in
social CIoT. Future Gen. Comput. Syst. 86, 362–371 (2018)



Who Is the Abnormal User: Anomaly
Detection Framework based on the Graph

Convolutional Networks

Zetao Zheng1 , Jia Zhu1(B), Yong Tang1 , and Jiabing Du2

1 Data Intelligence Laboratory, School of Computer Science,
South China Normal University, Guangzhou 510630, People’s Republic of China

{ztzheng,jzhu,ytang}@m.scnu.edu.cn
2 FoShan Power Supply Bureau of Guangdong Grid Co.,

FoShan 528000, People’s Republic of China
dujiabing@csg.gd.cn

Abstract. Anomaly detection is the identification of items, events or
observations which do not conform to an expected pattern in a dataset.
It is applicable in a variety of domains, such as intrusion detection,
fault detection, medical and public health anomaly monitoring. Exist-
ing model usually detects the anomaly according to the data’s feature.
However, two drawbacks exist if the model only detects anomaly by using
the feature. On the one hand, model could not make use of the relation-
ship between users, which contains a large amount of potential infor-
mation that can strengthen the prediction ability of the model. On the
other hand, existing model could not adjust their learning ability auto-
matically with the increasing of the data. To address the issues referred
above, we focus on proposing an anomaly detection system based on the
Graph Convolutional Networks (GCN). The framework consists of four
mechanisms. It can detect the anomalies by using the user features as
well as the relationship between users. Experiment result shows that our
framework has outstanding performance compared with other state-of-
the-art detection models.

Keywords: Graph Convolutional Networks · Anomaly detection ·
Graph theory

1 Introduction

Anomaly detection is a significant problem that has been researched within
diverse research areas and application domains. Anomalies are patterns in data
that do not conform to a well-defined notion of normal behavior. Figure 1 illus-
trates anomalies in a simple two-dimensional dataset. The data has two normal
regions called N1 and N2, since most observations lie in these two regions. Points
that are sufficiently far away from these regions, for example, points o1 and o2,
and points in region O3, are anomalies. The importance of abnormal tests is that
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the anomalies in the data can be transformed into key operational information
in a wide variety of application domains. For example, an anomalous traffic pat-
tern in a computer network could mean that a hacked computer is sending out
sensitive data to an unauthorized destination. An anomalous MRI image may
indicate the presence of malignant tumors. The credit card transaction data
anomalies may indicate identity or credit card theft.

Due to the importance of the abnormal detection technology, various anomaly
detection techniques have been developed over time. Abnormal detection tech-
nology can be divided into three categories: unsupervised anomaly detection,
supervised anomaly detection and semi-supervised anomaly detection [5]. Unsu-
pervised anomaly detection techniques detect anomalies in unlabeled test data.
Assuming that most instances of the data set are normal, it is an except Unsu-
pervised anomaly detection techniques detect anomalies in an unlabeled test
data set under the assumption that the majority of the instances in the data
set are normal. It detects anomalies by looking for instances that do not match
the rest of the data. Supervised anomaly detection techniques require a data
set that has been labeled as “normal” and “abnormal” and involves training
a classifier. Semi-supervised anomaly detection techniques construct a model
representing normal behavior from a given normal training data set, and then
testing the likelihood of a test instance using the model above. However, most
of the anomaly detection model rely heavily on the users feature but ignore the
relationship between users. It can be vividly illustrated by the Fig. 2. It is a
well-known graph dataset: Zachary’s club network. Nodes of the same color rep-
resent that they belong to the same class. As we can see from the network that
nodes in the same class always connected by edges. Besides, with the growing
of the data, we require the mode to adjust itself to adopt the increasing of the
data. Therefore, we proposed an anomaly detection system based on the Graph
Convolutional Networks. Our system can detect the abnormal users by using
user features as well as the relationship between users.

Fig. 1. A simple example of anomalies in a tow-dimensional data set.
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Fig. 2. Zachary’s club network.

In general, the significant contributions of our framework can be summarized
as follows:

– We first utilize the deep learning model namely Graph Convolutional Net-
works to detect anomaly for its excellent performance compared with other
models.

– We adopt the graph theory and propose a method to transform the original
data into a graph that can be fed into GCN, so the potential relation between
users can be further utilized.

– We transform the GCN into a model that could predict a single node and
applied it to our framework (batch forecast previously).

The rest of the paper is organized as follows: Sect. 2 presents a brief litera-
ture review on the issue of anomaly detection techniques and then give a brief
introduction to the GCN model. Section 3 presents the details of our framework.
Section 4 shows the experiment result and Sect. 5 draw a conclusion on our work.

2 Related Work

Detecting outliers or anomalies in data has been studied in the statistics com-
munity as early as the 19th century [4]. Various anomaly detection techniques
have been developed over time in several research communities. Many of these
techniques have been specifically developed for certain application domains. In
this section, we provide a categorization of anomaly detection techniques based
on the research area to which they belong. A majority of the techniques can be
categorized into nearest neighbor-based, clustering-based, and statistical tech-
niques, classification-based.

2.1 Nearest Neighbor-Based Anomaly Detection

The technique of Nearest neighbor-based anomaly detection are based on the
assumption that normal data instances occur in dense neighborhoods while out-
liers occur far away from their closest neighbors. The Nearest Neighbor-based
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anomaly detection requires a measurement of distance or similarity between
two data instances. Distance (or similarity) between two data instances can be
computed in different ways. Euclidean distance is a popular choice to compute
continuous attributes. A simple matching coefficient is often used for categori-
cal attributes. For multivariate data instances, distance or similarity is usually
computed for each attribute and then combined [7].

Nearest neighbor-based anomaly detection techniques can be roughly divided
into two categories:

– techniques that use the instance to its kth nearest neighbor distance as an
anomaly score;

– techniques that compute the relative density of each data instance to compute
its anomaly score.

Additionally, there are some techniques that detect anomalies in different
ways by using the distance between data instances, and we don’t elaborate here
because of the limitations of the space.

2.2 Clustering Based Anomaly Detection

Clustering [7,8] is used to group similar data instances into clusters. Clustering
is primarily an unsupervised technique though semi-supervised clustering [9] has
also been explored lately. Clustering-based anomaly detection techniques can be
grouped into three categories. The first category of clustering-based techniques
relies on the following assumption that normal data instances belong to a cluster
in the data, while anomalies do not belong to any cluster. The technique based on
this assumption applies a known clustering algorithm to the data set and declares
anomaly to any data instances that do not belong to any cluster. There are
several clustering algorithms that do not force each data instance to belong to the
cluster, such as DBSCAN [10], ROCK [11], and SNN clustering [12] can be used.
The second category of clustering-based techniques relies on the assumption that
normal data instances lie close to their closest cluster center, while anomalies are
far away from their closest cluster center. Techniques based on this assumption
consist of two steps. In the first step, the data is clustered using a clustering
algorithm. In the second step, for each data instance, its distance to its closest
cluster centrt is calculated as its anomaly score.

2.3 Statistical Based Anomaly Detection

The basic principle of any statistical anomaly detection technique is that an
anomaly is an observation that is suspected to be partially or completely irrele-
vant because it is not produced by a hypothetical stochastic model [13]. Statisti-
cal anomaly detection techniques are based on the key assumption that normal
data instances occur in the high-probability region of the stochastic model and
anomalies occur in the low-probability region of the stochastic model. The sta-
tistical technique fits the statistical model (usually used for normal behavior)
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with the given data, and then apply a statistical inference test to determine
if an unseen instance belongs to this model or not. Instances that have a low
probability of being generated from the learned model, based on the applied test
statistic, are declared as anomalies. Both parametric, as well as non-parametric
techniques, have been applied to fit a statistical model. While parametric tech-
niques assume the knowledge of the underlying distribution and estimate the
parameters from the given data [14], non- parametric techniques do not gener-
ally assume knowledge of the underlying distribution [15].

2.4 Classification Based Anomaly Detection

Classification [7,16] is used to learn a model (classifier) from a set of labeled
data instances and then, classify a test instance into one of the classes using the
learned model. The detection techniques based on classified anomaly work can be
divided into two stages. The training phase learns a classifier using the available
labeled training data. The testing stage classifies a test instance as normal or
anomalous by using the classifier. Classification based anomaly detection tech-
niques operate under the assumption that a classifier can distinguish between
normal and abnormal classes in a given feature space. Based on the labels avail-
able for the training stage, classification-based anomaly detection techniques
can be grouped into two broad categories: multi-class and one- class anomaly
detection techniques. The abnormal detection techniques based on multi-class
classification assume that the training data contains labeled instances belonging
to multiple normal classes [17,18]. Such anomaly detection techniques teach a
classifier to distinguish between each normal class and the rest of the classes.
See Fig. 3(a) for illustration. A test instance is considered anomalous if it is not
classified as normal by any of the classifiers. Some techniques in this subcategory
associate a confidence score with the prediction made by the classifier. If none of
the classifiers are confident in classifying the test instance as normal, the instance
is declared to be anomalous. One-class classification based anomaly detection
techniques assumes that all training instances have only one-class label. Such
techniques learn a discriminative boundary around the normal instances using
a one-class classification algorithm, for example, one-class SVMs [19], one-class
Kernel Fisher Discriminants [20,21], as shown in Fig. 3(b). Any test instance
that does not fall within the learned boundary is declared as anomalous. Vari-
ous classification algorithms can be used to build a classifier, such as Bayesian
Networks, Support Vector Machines algorithm [22], and neural networks. In the
following subsections, we discuss the neural networks based algorithm GCN, the
core algorithm we used to detect the anomaly in our framework.

Neural Networks Based Anomaly Detection. Deep learning shows amaz-
ing ability in processing speech, image and text, and neural networks have been
applied to anomaly detection in multi-class as well as one-class settings. It’s
a two-step process based on the multi-class anomalies of the neural network.
First, input the training data (normal and abnormal) into the neural network,
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(a) multi-class classification (b) one-class classification

Fig. 3. Using classification for anomaly detection

Second, each test instance is provided as an input to the neural network and
predict which label it belongs to. Kipf [6] proposed a semi-supervised classifi-
cation model based on the Graph Convolutional Networks, which has excellent
performance in node classification compared with other neural networks models.

GCN is a graph representation learning method based on convolution neu-
ral network. It uses an efficient layer-wise propagation rule that is based on
a first-order approximation of spectral convolutions on graphs. The layer-wise
propagation rule have been shown as follow:

H(l+1) = σ
(
D− 1

2 AD− 1
2 H(l)W (l)

)

Here, A = A+IN is the adjacency matrix of the undirected graph G with added
self-connections. IN is the identity matrix, Dii = ΣjAij and W (l) is a layer-
specific trainable weight matrix. σ

(
.
)

denotes an activation function, such as the
ReLU

(
.
)
. H(l) ∈ RN × D is the matrix of activation in the lth layer, H(0) = X,

X is a matrix of node features.
Having introduced a simple, yet flexible neural network model above for

efficient information propagation on graphs, we can return to the problem of
anomaly detection. In the following, we consider a two-layer GCN for semi-
supervised node classification on a graph with a symmetric adjacency matrix A,
we first calculate A = D− 1

2 AD− 1
2 in a pre-processing step. Our forward model

then takes the simple form:

Z = f
(
X,A

)
= softmax

(
A ReLU

(
AXW (0)

)
W (1)

)

The entire model, a multi-layer GCN for semi-supervised learning, is schemati-
cally depicted in Fig. 4 (referring from Kipf [6]).
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Fig. 4. Graph Convolutional Networks

3 Anomaly Detection Framework Based on GCN

As outlined in the abstract, Our framework can be divided into four parts. Our
framework diagram can be shown in Fig. 5. The first step is to construct the
original dataset into a format that can be fed into the model. The original data
is the user ID and the user’s features as shown in Tables 1 and 2. The original
data cannot be used as input because the model only accepts the adjacency
matrix and feature matrix as input. Compared with the adjacency matrix, it
is not a hard thing to construct a feature matrix based on the original data,

Fig. 5. Framework Schematic Diagram. Component 1 is aimed at converting the orig-
inal data into a adjacency matrix and feature matrix that can be used as input data.
Component 2 is training and saving the model. Component 3 aim at detecting if a user
is abnormal. After predict for n times, Component 4 would reconstruct the data and
retrain the model.
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so we propose a method to find out the relationship between users and we will
elaborate on how to construct an adjacency matrix in Sect. 3.2. The second part
is the training of the neural network model. The model would be saved, after
the training is completed. We save the model structure and the corresponding
variables so that we can predict the test set directly without retraining. The
third step is to predict an individual test data. Because of the limitation of
the input format and output format, we cannot input a single test data like
other machine learning models and predict which label the test set belongs to.
Therefore, we modified GCN so that it can be used to predict the individual
data label. The detail will be described in Sect. 3.4. In the actual industrial
production, there will be an artificial error correction module which aims at
correcting the wrong prediction label to accumulate more accurate data, which
can be used to reconstruct the training data in the next step. In the fourth
step, the framework reconstructs the training data set and retrains the model to
strengthen the ability of the model to detect anomaly with the growth of data.

3.1 Dataset Describe

In this paper, we use two datasets and all of them are provided by industry. The
raw data format is shown in Tables 1 and 2. There are n users in total and each
user has m features (where n = 920, m = 141 in Data1 and n = 969, m = 135 in
Data2). For the sake of user privacy, we only listed some features here. There
are three abnormal labels in the Data1 and two abnormal labels in Data2, and
the number of abnormal labels can be observed from Table 3.

Table 1. The Data1 records

Userid Labels Time ... Days Electricity charge

1 1 201704 ... 60 267.22

2 2 201707 ... 61 132.06

3 1 201705 ... 62 1350.24

4 3 201706 ... 41 360.59

5 2 201704 ... 31 33.48

Table 2. The Data2 records

Userid Labels Date ... Consumption Charge

1 1 2017/4/6 ... 300 186

2 1 2017/2/8 ... 184 114.7

3 0 2017/3/9 ... 1914 1540.88

4 1 2017/4/2 ... 431 360.59

5 0 2017/4/6 ... 0 0
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Table 3. The abnormal labels status

Label 1 Label 2 Label 3

Data1 412 131 402

Data2 679 290 –

3.2 Data Preprocessing

There are many problems in the original data, such as missing value, redundancy
and irregular data format. Firstly, we removed the features that have a lot of
missing values because these features are meaningless, then we processed the data
by using binary encoding and one-hot encoding. Finally, we selected 30 features
by using the Chi-Square test. The chi-squared test helps you to determine the
most significant features among a list of available features by determining the
correlation between feature variables and the target variable. The value of the
test-statistic is:

X2 =
n∑

i=1

(
Oi − Ei

)2

Ei
= N

n∑

i=1

(
Oi/N − pi

)2

pi

where

– x2 = Pearson’s cumulative test statistic, which asymptotically approaches a
X2 distribution.

– O2 = the number of observations of type i.
– N = total number of observations
– Ei= the expected (theoretical) count of type i, asserted by the null hypothesis

that the fraction of type i in the population is pi

– n = the number of cells in the table.

the larger the x2 value, the more informative the corresponding feature is.

3.3 Construct the Graph

As we mentioned earlier, the model only accepts the adjacency matrix and fea-
ture matrix as input, so we need to process the data further. We consider each
user as a node in the graph. To find out whether there is a connection between
the two users, we use the Jaccard similarity coefficient to measure the similarity
of the user features.

The Jaccard index [23,24], also known as Jaccard similarity coefficient, is
a statistic used for comparing the similarity and diversity of sample sets. The
Jaccard coefficient measures the similarity between finite sample sets, and is
defined as the size of the intersection divided by the size of the union of the
sample sets:

J
(
A,B

)
=

|A⋂
B|

|A⋃
B| =

|A⋂
B|

|A| + |B| − |A⋂
B|

0 ≤ J
(
A,B

) ≤ 1
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The Jaccard index compares features for two sets to see which features are
shared and which are distinct. The greater the Jaccard similarity coefficient of
the two users, the more shared features the two users have. We assume that there
is a relationship between two users if the Jaccard similarity coefficient is greater
than 0.65. We calculate the Jaccard index for every user with the others. Finally,
each user denotes a node in the graph, and if the Jaccard index is greater than
0.65, we assume there is a edge between two nodes. We display the subgraph
which only contains 40 users in Fig. 6.

Fig. 6. Part of the constructed graph Fig. 7. Predict a single node (Color
figure online)

3.4 Single Node Prediction

GCN is a graph that only accepts the adjacency matrix and feature matrix as
input. However, in industry, it is often necessary to predict an individual user
label. So we need to adapt GCN to predict an individual users.

Our approach is shown in Fig. 7. The black dots on the left represent the
feature matrix and the adjacency matrix extracted from the training data set,
and the red dots represent the unknown label data. The unknown label data is
processed by the same way and added to the tail of the adjacent matrix and the
feature matrix of the original training dataset, and a new adjacency matrix and
feature matrix are formed, We feed these two new matrices into the model for
prediction. And only the tail of the predicted results is taken.

By using the approach we referred above, we can use GCN to predict the
label of a individual user.

Table 4. Data1 accuracy comparison with 40% training data

SVM Random Forest Decision Tree Bayes GCN

Precision 0.19 0.46 0.35 0.22 0.37

Recall 0.44 0.20 0.44 0.44 0.36

F1-score 0.27 0.16 0.39 0.29 0.36
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Table 5. Data2 accuracy comparison with 40% training data

SVM Random Forest Decision Tree Bayes GCN

Precision 0.36 0.57 0.57 0.56 0.59

Recall 0.60 0.60 0.60 0.44 0.60

F1-score 0.45 0.51 0.51 0.36 0.59

4 Experimental

4.1 Baseline

In order to verify the effectiveness of the framework we designed, we use four
state-of-the-art classification algorithms, SVM [27–30], Random Forest [31,32],
Decision Tree [33,34], Bayes [35–37] as the baselines and Precision, Recall, F1-
score as the evaluation criterion. Precision is the ratio of correctly predicted
positive observations to the total predicted positive observations, which means
the proportion of all correctly predicted results to all actual predicted results.
Recall is the ratio of correctly predicted positive observations to all observations
in actual class. It represents all correctly predicted results to all results that
should be predicted correctly. F1 Score is the weighted average of Precision and
Recall. F1 Score might be a better measure to use if we need to seek a balance
between Precision and Recall and there is an uneven class distribution. We use
40% of data1 and data2 to train the model respectively. The results are shown
in Tables 4 and 5. To further compare against the performance of these model
under the situation of data insufficient, we conduct another experiment which
uses 20%, 30% of the data for training. The experiment results are shown in
Tables 6 and 7.

4.2 Experiment Set

We record the best performance of the baseline methods parameters. For train-
ing SVM, we select the C = 0.2 which can control the tradeoff between smooth
decision boundary and classifying training point correctly; For training Deci-
sionTree, we select max depth = 23, which represents The maximum depth of
the tree and min samples leaf = 16, which means the minimum number of sam-
ples required to be at a leaf node. For training Random Forest, except the same
parameters as the Decision Tree, Random Forest set n estimat = 2, the number
of trees in the forest. For training the BernoulliNB Bayes, the binarize, threshold
for binarizing (mapping to booleans) of sample features is set to 1.3 and alpha,
an additive Laplace smoothing parameter is set to 0.4.

We train a two-layer GCN by using different proportions of data. We train all
models for a maximum of 200 epochs (training iterations) using Adam [25] with a
learning rate of 0.01 and we stop training if the validation loss does not decrease
for 10 consecutive epochs. We initialize weights using the initialization described
in [26] and accordingly (row-)normalize input feature vectors. On the random
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graph datasets, we use a hidden layer size of 32 units and omit regularization
(i.e. neither dropout nor L2 regularization). Finally, we save the model and use
it to predict the single node.

4.3 Experiment Result

As shown in Tables 4 and 5, GCN outperforms all baselines on data2. However,
the precision is pretty lower than the Random Forest and the Recall and F1-
score are pretty lower than the Decision Tree on data1. Moreover, all the baseline
methods have got pretty low prediction results. The reason for the results is that,
on the one hand, without enough data available for the model training, which
leads to the model can not fit the data very well. On the other hand, compared
to data 2, data 1 have more categories, however, there is no large amount of
data in each category, which makes it difficult for GCN to learn the relationship
between users from data 1. Compared with data1, data2 has more data for each
category and GCN can learn more relationship between users. Therefore, GCN
can have a better performance on data2.

It can be seen from Tables 6 and 7 that, GCN has achieved the best perfor-
mance on precision metric when using 20% of data as the training set, although
it performs ordinary in other metrics. When the training data increased to 30%,
the effects of other models have been significantly improved except SVM. And
the performance of GCN has also improved although its not as good as Random
Forest. In the training of data 2, GCN has also achieved the best performance
on precision metric when using 20% of data as the training set. However, when
the training data increased to 30%, the effects of other models have improved
and the GCN has achieved the best performance in their metrics in all models.
The difference between the training effect of two data may be due to the count
for each category in the data.

In general, our framework achieves better results than most of the state-of-
the-art classification algorithms. Compared with other machine models that only
using features, our model makes uses of the potential relationships between the
users, which can effectively improve the prediction accuracy.

Table 6. Data1 accuracy comparison on different percentage of training data

SVM RF DT Bayes GCN

20% 30% 20% 30% 20% 30% 20% 30% 20% 30%

Precision 0.19 0.19 0.19 0.47 0.19 0.35 0.19 0.22 0.25 0.36

Recall 0.44 0.44 0.44 0.56 0.44 0.44 0.36 0.44 0.20 0.36

F1-score 0.27 0.27 0.27 0.48 0.27 0.39 0.25 0.29 0.21 0.36
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Table 7. Data2 accuracy comparison on different percentage of training data

SVM RF DT Bayes GCN

20% 30% 20% 30% 20% 30% 20% 30% 20% 30%

Precision 0.36 0.36 0.52 0.52 0.36 0.57 0.38 0.46 0.50 0.59

Recall 0.60 0.60 0.56 0.56 0.60 0.60 0.44 0.40 0.52 0.60

F1-score 0.45 0.45 0.52 0.52 0.45 0.55 0.40 0.29 0.51 0.59

5 Conclusion

In this paper, we proposed an anomaly detection framework based on graph
convolutional networks. We first build a graph based on the Jaccard similar-
ity coefficient between each user, and when the similarity is greater than 0.65,
we consider there is a connection between the two users. Then the adjacency
matrix of the graph and the feature matrix are fed into the model for train-
ing. And we designed a way to use this model to predict the label of a single
node. The experimental results show that our proposed framework has excellent
performance than the other four models.
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Abstract. An incremental method of feature selection based on mutual
information, called incremental Max-Relevance, and Min-Redundancy
(I-mRMR), is presented. I-mRMR is an incremental version of Max-
Relevance, and Min-Redundancy feature selection (mRMR), which is
used to handle streaming data or large-scale data. First, Incremental
Key Instance Set is proposed which composes of the non-distinguished
instances by the historical selected features. Second, an incremental fea-
ture selection algorithm is designed in which the incremental key instance
set, replacing of all the seen instances so far, is used in the process of
adding representative features. Since the Incremental Key Instance Set
is far less than the whole instances, the incremental feature selection by
using this key set avoids redundant computation and save computation
time and space. Finally, the experimental results show that I-mRMR
could significantly or even dramatically reduce the time of feature selec-
tion with an acceptable classification accuracy.

Keywords: Feature selection · Incremental algorithm ·
Normalized mutual information · Min-Redundancy · Max-Relevance

1 Introduction

Incremental learning is a promising approach to refreshing data mining results,
which utilizes previously saved results or data structures to avoid the expense
of re-computation [4,13]. The main idea of incremental feature selection is that
only part of the data are considered at one time and the results are subsequently
combined. Thus incremental feature selection technique makes full use of the
historical information, reduce the training scale greatly, and save training time
[6,12].

Feature selection based on mutual information has been deeply studied [2,
10,11,14], because mutual information (MI) [8] is a good tool to measure the
correlation and redundancy among features. As a pioneer, Battiti [1] proposed
c© Springer Nature Switzerland AG 2019
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a greedy selection method called MIFS based on mutual information between
inputs and outputs. Considering MIFS does not work well on nonlinear problems,
Kwak and Choi [5] proposed an improved feature selection method MIFS-U
which is feasible and effective on nonlinear applications. However, both Battiti
and Kwak’s methods omit the redundancy among features, only relevance among
features and labels are considered. Peng et al. [7] then proposed a heuristic
“Max-Relevance and Min-Redundancy” framework for feature selection. In [7]
it is pointed that mRMR criterion is equal to max-dependency. Furthermore,
Estévez and Tesmer [3] proposed an updated feature selection method, called
normalized mutual information features selection. However, most of them could
only be applied to static data. When new instances are arriving successively,
these methods have to be re-computed on the updated datasets.

In this paper, we propose an incremental feature selection algorithm, called
I-mRMR. First, Incremental Key Instance Set is proposed which is composed of
the instances not distinguished by historical selected features. An incremental
algorithm is then proposed based on this Incremental Key Instance Set. Finally,
the numerical experiments of I-mRMR shows that I-mRMR makes full use of the
historical selected features, reduce the training scale greatly, and save training
time.

The remainders of this paper are organized as follows. Section 2 reviews
mRMR based on the normalized mutual information. Section 3 introduces the
concept of Incremental Key Instance Set and presents the incremental feature
selection algorithm, I-mRMR. In Sect. 4, ten UCI datasets are employed to illus-
trate the effectiveness and efficiency of I-mRMR. Section 5 concludes this paper.

2 Preliminaries

In this section, MI and mRMR are reviewed. For more detailed information
about them, please kindly refer to [9].

2.1 Notation Description

Given a set of original instances U = [x(1), x(2), · · · , x(n)]T . Here U ∈ R(n×p) is
a matrix with n is the number of original instances and p is the number of all
features. x(i) ∈ Rp is a row vector representing the i -th instance in U . S is the
index set of selected feature subset. S denotes the complementary set of S. xt

is a column vector representing the t-th feature. x
(i)
S represents a vector of x(i)

under feature subset S(i = 1, · · · , n), Y = [y(1), · · · .y(n)]T is a column vector
representing the label feature in U . Here y(i) is the label for the i -th instance in
U(i = 1, · · · , n).

2.2 Max-Relevance and Min-Redundancy

Max-Relevance is to find the feature xt that satisfies the following formula:

maxt∈SD(S), where D =
1

|S|
∑

t∈S

I(Y ;xt) (1)
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By the Max-Relevance criterion, only the relevance between the features and
labels are considered, whereas the relevance among the features is not considered.
Thus there may exist great redundancy among the selected features. As a result,
it is necessary to make the redundancy among the selected features as small as
possible.

mint∈SR(S), where R =
1

|S|2
∑

k,t∈S

I(xk, xt) (2)

The above two criteria are combined, called “Max-Relevance and Min-
Redundancy”, and defined as follows.

max Φ(D,R), Φ = D − R (3)

Suppose that the feature subset candidate we have selected so far is Sm−1,
and m−1 indicates that m−1 features have been selected. And then the feature
with the maximum value of Φ(D,R) is selected. The incremental feature selection
algorithm optimizes the following formula:

maxk∈F−Sm−1 [I(Y, xk) − 1
|Sm−1|

∑

t∈Sm−1

I(xk, xt)] (4)

2.3 Normalized Mutual Information Feature Selection

The normalized mutual information NI(xk, xt) between the feature xk and the
feature xt is then defined as follows.

NI(xk, xt) =
I(xk, xt)

min{H(xk),H(xt)} (5)

Therefore, “Max-Relevance and Min-Redundancy” criterion can be rewritten
as follows:

maxk[I(Y, xk) − 1
|Sm−1|

∑

t∈Sm−1

NI(xk, xt)] (6)

3 The Proposed Incremental Algorithm

The key idea of our proposed method is to update and maintain the previously
selected feature subset by finding the features more representative for discrimi-
nating the new instances from its current surrounding.

3.1 Problem Definition

When some new instances, represented by �U ∈ Rm×p(where m represents the
number of newly added instances), are added to U , y(n+j) is the label for the
j -th instance in �U , j = 1, · · · ,m. The selected feature subset S has to be
updated from U to U ∪ �U . The traditional method is directly to recompute
the feature selection method on all seen instances U ∪�U to obtain the updated
feature subset SU∪�U . It is very time and space consuming and many redundant
computations are conducted. Therefore, it is necessary to reduce the amount of
computation by using some incremental mechanisms.
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3.2 Incremental Key Instance Set

To incrementally update the selected feature subset S, it is necessary to find
the features more representative for discriminating the new instances from its
current surrounding.

In the following we propose a concept called Incremental Key Instance Set
which composes of part of the seen instances so far which are undistinguished
by the original features subset S.

Definition 1. Given U , S, and �U , then Incremental Key Instance Set of S,
denoted by �IS, is defined as follows.

�IS = {x(i) ∈ U |∃x(n+j) s.t. x
(i)
S = x

(n+j)
S , y(i) �= y(n+j)}∪

{x(n+j) ∈ �U |∃x(i) ∈ U s.t. x
(i)
S = x

(n+j)
S , y(i) �= y(n+j)}

(7)

Incremental Key Instance Set �IS composes of such instances which have the
same feature values on S but the different labels, which means that the features
in S could not distinguish the new instances from its current surrounding and
then some new features should be added. �IS plays the key role to find the new
features.

A function that measures the significance of the feature according to the
criterion of the “Max-Relevance and Min-Redundancy” is then proposed based
on Increment Key Instance Set.

Definition 2. Given U , Y , F and S, for every k ∈ S and t ∈ S, the significance
degree of xk with respect to Y and S is defined as follows.

Sig(xk, S, Y ) = I(Y, xk) − 1
|S|

∑

t∈S

NI(xk, xt) (8)

Computing the significance degrees of S on �IS , all the features in S are then
sorted. Thus the feature with the maximum distinguishing power, i.e. maximum
significance degree, is added to S.

3.3 Incremental Feature Selection Algorithm

In this subsection, we present the incremental feature selection algorithm when
a set of new instances arriving. I-mRMR is designed in Algorithm 1.

4 Numerical Experiments

In this section, we conduct some numerical experiments to evaluate the proposed
algorithm, I-mRMR, on ten datasets from UCI. The Max-Relevance and Min-
Redundancy feature selection based on normalized mutual information, denoted
by mRMR [3], as the classical non-incremental feature selection algorithm, is
compared with I-mRMR.
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Algorithm 1: An incremental algorithm for feature selection
based on Max-Relevance, and Min-Redundancy (I-mRMR)

Input: U , F , Y , S, �U , S.
Output: SU∪�U on U ∪ �U .

Step 1: Compute �IS .
Step 2: If | � IS |=0, go to Step 6, else go to Step 4.
Step 3: Compute I(Y ;S),H(Y ) on �IS .

If I(Y ;S) = H(Y ), go to Step 6;
Else go to Step 4.

Step 4: While I(Y ;S) �= H(Y ) do.
{

For every k ∈ S, compute Sig(xk, S, Y ) on �IS ;
Select k∗ = argkmax{Sig(xk, S, Y )};

S ← S ∪ {k∗}, S ← S − {k∗};
Update I(Y ;S) on �IS .

}
Step 5: SU∪�U ← S.
Step 6: Return SU∪�U .

4.1 Experimental Setup

All the experiments have been conducted on computer with CentOS release
6.5(Final), Westmere E56xx/L56xx/X56xx(Nehalem-C) and 8 GB memory. The
programming language is Python. The detail experimental setting are presented
as follows.

(1) Since our algorithm is only valid for discrete data, fuzzy-c-means is used
to discretize those continuous data sets.

(2) Every dataset is divided into six parts equally, the first part is used as
the original data set U , and remaining parts as the newly added dataset �U ,
are added one by one.

(3) All the experimental comparison is demonstrated from three indices: run-
ning time, global speedup ratio, local speedup ratio.

Global speedup ratio:
∑

streaming instances RTmRMR
∑

streaming instances RTI−mRMR

Where RTmRMR denotes the running time of mRMR on the seen instances
so far, RTI−mRMR denotes the running time of I-mRMR on the seen instances
so far. When the dataset is divided into six parts,

∑
streaming instances RTmRMR

represents the sum of six times running time of mRMR, where each time the
dataset is updated when some new instances arriving.

Local speedup ratio: RTmRMR

RTI−mRMR

When the dataset is divided into six parts, the local speedup ratio is the
ratio of the running time of mRMR on the whole dataset to the running time of
I-mRMR when the last part arriving.

(4) To show the effectiveness of I-mRMR, SVM and KNN are used to evaluate
the classification performance. And 5-fold cross validation is used in classification
evaluation.
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4.2 Experimental: Evaluation on UCI

To test the performance of I-mRMR, some experimental comparison and analy-
ses are conducted on ten UCI datasets.

Compared with mRMR. In this part, I-mRMR and mRMR are compared.
Both of them are feature selection methods based on the normalized mutual
information of “Max-Relevance and Min-Redundancy” criterion. One main dif-
ference between them is that I-mRMR is an incremental feature selection algo-
rithm, whereas mRMR is a non-incremental feature selection algorithm.

we demonstrate the running time of I-mRMR and mRMR when instances
successively arriving and then graph them in Fig. 1.

Fig. 1. The running time of I-mRMR and mRMR with instances successively arriving

Figure 1 clearly demonstrates that the running time of I-mRMR changes
slightly, whereas the running time of mRMR increases significantly with the
instances successively arriving. This shows that I-mRMR works efficiently on
streaming instances, whereas mRMR works more and more less-efficiently.

To further illustrate the time superiority of I-mRMR, the global speedup
ratio is then presented, seen in Table 1.

Table 1 shows that the total time of mRMR is obviously or even significantly
higher than that of I-mRMR, especially on the datasets with high number of
instances. This is because when some new instances arriving mRMR has to be
recomputed on the whole seen instances so far, which is really time consuming.
Furthermore, Table 2 demonstrates the time superiority of I-mRMR from the
aspect of local speedup ratio. From Table 2 we observe that I-mRMR is signifi-
cantly or even dramatically faster than mRMR. This is because I-mRMR only
consider part of instances which are not distinguished by the previous selected
features, whereas mRMR computes on the whole seen instances so far.
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Table 1. The global speedup ratio of mRMR and I-mRMR

Dataset mRMR I-mRMR Global speedup ratio

madelon 184.32 s 32.49 s 5.67

colon 19.08 s 3.79 s 5.03

breast 156.96 s 29.52 s 5.31

arcene 144.37 s 29.73 s 4.85

Gene9 377.17 s 69.47 s 5.43

TCGA PANCAN 1026.37 s 121.77 s 8.42

Ad 168.14 s 58.17 s 2.89

FPS5 30092 s (8 h 21m 32 s) 1654 s (27m 34 s) 18.19

FPS7 35092 s (9 h 44m 52 s) 4501 s (1 h 25m 1 s) 7.79

Gisette 103161 s (28 h 39m 21 s) 10801 s (3 h 1 s) 9.55

Average 17420 s (4 h 50m 6 s) 1730 s (28m 50 s) 7.31

Table 2. The local speedup ratio of mRMR and I-mRMR

Dataset mRMR I-mRMR Local speedup ratio

madelon 57.92 s 4.23 s 13.69

colon 19.08 s 0.56 34.07

breast 48.53 s 3.02s 16.06

arcene 58.7 s 3.05 s 19.24

Gene9 107.9 s 4.25 s 25.38

TCGA PANCAN 355.8 s 16.74 s 21.25

Ad 61.36 s 6.88 s 8.92

FPS5 12392 s (3 h 26 m 32 s) 119 s 104

FPS7 15690 s (4 h 21 m 30 s) 398 s 39.4

Gisettee 30991 s (8 h 36 m 31 s) 105.6 s 293.5

Average 5978 s (1 h 39 m 38 s) 66 s 57.5

5 Conclusions

In this paper, we propose an incremental feature selection algorithm I-mRMR
based on max-relevance and min-redundancy criterion. When a new set of
instances is arriving, not all seen instances so far are necessary to update the
feature selection results. Actually, just an Incremental Key Instance Set, which
is composed of the instances undistinguished by historical selected features, is
key to update the feature subset. As a result, I-mRMR is designed by using
Incremental Key Instance Set, which dramatically improve the efficiency of fea-
ture selection on streaming instances. By numerical experiments, we demon-
strate that the proposed incremental algorithm is significantly faster than the
classical algorithm mRMR not only in the global speedup ratio but also in the
local speedup ratio. Furthermore, on the extremely high-dimensional dataset,
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we experimentally demonstrate that our proposed feature selection algorithm I-
mRMR is obviously more efficient than mRMR with an acceptable classification
accuracy.
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Abstract. The accurate prediction of crowd flow is of great significance
for urban traffic management and public safety. Its key challenge lies
in how to model the complex non-linear spatial-temporal dependencies
and other external factors such as holidays and weather conditions. In
this paper, we propose a novel deep-learning-based approach to address
this problem, called Spatial-Temporal Densely Connected Networks (ST-
DCN), which is able to predict both inflow and outflow of crowds in
every region of a city. Specifically, ST-DCN consists of three parts: spa-
tial module, temporal module and external module. The spatial module
is designed with a densely connected convolutional structure to capture
the spatial dependencies at a citywide level. The temporal module is
composed of ConvLSTM units to learn long-term temporal dependen-
cies. We propose an external module consisting of fully connected layers
for modeling the external factors. Then the outputs of these three mod-
ules are merged to predict the final crowd flow in each region. ST-DCN
can alleviate the vanishing-gradient problem and strengthen the propa-
gation of spatial features in very deep network. In addition, the spatial
features structure can be maintained throughout the network to avoid
losing implied spatial information of crowd flow. Experimental results on
two real-world datasets demonstrate that ST-DCN achieves significant
improvements over the state-of-the-art methods.

Keywords: Spatial-Temporal · Densely connected · ConvLSTM ·
Crowd flow prediction

1 Introduction

Crowd flow prediction is of great significance for urban traffic management and
public safety. With the advent of big data and mobile internet era, smartphones
and other devices with GPS equipment are gaining increasing popularity. These
devices can be considered as distributed sensors to track the crowd flow, making
it possible to research the patterns of crowd flow at a citywide level. An accurate
prediction of crowd flow is considered to be a great challenge since crowd flow has
c© Springer Nature Switzerland AG 2019
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complex non-linear spatial-temporal dependencies and can be affected by various
external factors (e.g., holidays, weather conditions and accidents) [12,13].

Classical linear time-series prediction methods such as Auto-Regressive Inte-
grated Moving Average (ARIMA) and its variants are widely used in traffic
prediction problem [4,6]. In addition, several researchers have also proposed
support vector regression (SVR) model [2] and Kalman filter model [1], etc. How-
ever, these methods still fail to capture the complex non-linear spatial-temporal
dependencies, and cannot be applied in a large-scale traffic network.

Recently, the success of deep learning for modeling complex non-linearities
motivates researchers to apply deep learning techniques on traffic prediction
problems. Previous work usually applied Convolutional Neural Network (CNN)
to model the spatial dependencies [9]. To model the temporal dependencies,
researchers proposed to use Long Short-Term Memory (LSTM) network [11].
Recent studies further combine CNN with LSTM to jointly model both spatial
and temporal dependencies [5,10]. However, most of these studies only focus on
single or multiple road segments, rather than citywide ones. The state-of-the-art
approach [12] designs a CNN-based frame work named ST-ResNet for citywide
crowd flow prediction. However, this method simply feeds the flow frames of
historical timestamps into different CNN channels to deal with the temporal
cues, which is not effective for modeling temporal dependencies.

In this paper, we propose Spatial-Temporal Densely Connected Networks
(ST-DCN), a novel deep-learning-based model for citywide crowd flow predic-
tion. In order to capture the spatial dependencies at a citywide level, we design
a spatial module which contains shorter connections between each convolutional
unit and between each convolutional block. Such structure can alleviate the
vanishing-gradient problem and strengthen the propagation of spatial features in
very deep network. Specifically, the feature dimensions of spatial module remain
constant as the depth of the network increases, so that it can substantially reduce
the number of parameters. Then we use Convolutional LSTM (ConvLSTM) [7]
units to build the temporal module for learning long-term temporal dependen-
cies, which can maintain the spatial features structure throughout the network
to avoid losing implied spatial information of crowd flow. In addition, for mod-
eling the external factors, we further build an external module which consists of
fully connected layers. Finally, the external features are fused with the spatial-
temporal features to predict the final crowd flow in each and every region of a
city.

We evaluate our proposed method on two real-world datasets: taxi trajectory
data of Beijing (TaxiBJ) and bike trajectory data of New York City (BikeNYC).
Experimental results demonstrate that our proposed method achieves significant
improvements over the state-of-the-art methods.

The remainder of this paper is organized as follows. In Sect. 2, the details of
our proposed model are described. Section 3 presents the experimental results.
Finally, we conclude this paper in Sect. 4.
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2 Proposed Model

In this section, we elaborate the details of our proposed Spatial-Temporal
Densely Connected Networks (ST-DCN). Figure 1 presents the architecture of
ST-DCN.

Fig. 1. ST-DCN architecture

2.1 Spatial Module

In order to capture the spatial dependencies at a citywide level, it is necessary
to create a deep CNN network [12]. However, too deep network structure is sus-
ceptible to the problem of vanishing-gradient and difficult training. To alleviate
these problems, we propose a spatial module with densely connected convolu-
tional structure, which can provide implicit deep supervision and improve the
information flow between layers.

Convolutional Unit. A convolutional unit consists of two combinations
of “ReLU + 2D Convolution”, which are connected by a SpatialDropout2D [8]
layer, as shown in Fig. 2(a). SpatialDropout2D can randomly drop entire 2D
feature maps with a certain probability to prevent overfitting.

Convolutional Block. As shown in Fig. 2(b), a convolutional block con-
sists of multiple convolutional units. Each convolutional unit connects to every
other one within a convolutional block, which forms a densely connected network
structure. Then the lth unit receives the feature maps of all preceding units (i.e.,
[Ul−1, Ul−2, . . . , U0]) as input:

Ul = Hl([Ul−1 + Ul−2 + · · · + U0]; θl) (1)

where [Ul−1 + Ul−2 + · · · + U0] refers to the summation of the feature maps pro-
duced in convolutional unit l − 1, l − 2 . . . , 0. Function Hl is defined as two com-
binations of “ReLU + 2D Convolution”, which connected by a SpatialDropout2D
layer. θl are all learnable parameters in the lth layer.
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Fig. 2. The components of spatial module. The spatial module is built with multiple
convolutional blocks, and a convolutional block consists of multiple convolutional units.

Spatial Module. As shown in Fig. 2(c), the entire spatial module is com-
posed of multiple convolutional blocks, in which each convolutional block is
directly connected to the previous one. Furthermore, there are shorter connec-
tions between the last convolutional block and all previous ones. For a spatial
module with n convolutional blocks, where each convolutional block contains l
convolutional units, the output of the spatial module is defined as:

Esp = [Bl
n−1 + Bl

n−2 + · · · + Bl
0;n × θl] (2)

where Bl
i is the output of the ith convolutional block (with l convolutional units),

[·] is the feature maps summation operation, n× θl are the learnable parameters
in the spatial module (with n convolutional blocks).

2.2 Temporal Module

Different from traditional LSTM, recent work [7] proposed a variant LSTM called
convolutional LSTM (ConvLSTM), which is characterized by using convolutions
to replace the inner products:

it = σ(Wxi ∗ Xt + Whi ∗ Ht−1 + bi)
ft = σ(Wxf ∗ Xt + Whf ∗ Ht−1 + bf )
ot = σ(Wxo ∗ Xt + Who ∗ Ht−1 + bo)
Ct = ft ◦ Ct−1 + it ◦ tanh(Wxc ∗ Xt + Whc ∗ Ht−1 + bc)
Ht = ot ◦ tanh(Ct)

(3)

where Xt is the input at time t, σ is sigmoid function. it, ft, ot, Ct,Ht are input
gate, forget gate, output gate, cell output, hidden state at time t, respectively.
Additionally, ◦ is the Hadamard product and ∗ denotes the convolution operator.
Filter matrices W∗ and bias vectors b∗ are parameters to be learned.
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The key difference is that ∗ is now a convolution, while in a traditional LSTM,
it is a matrix multiplication. Therefor, all inputs, cell outputs and hidden states
are 3D tensors, which can preserve the spatial features properties.

As shown in the middle part of Fig. 1, the temporal module consists of mul-
tiple layers of ConvLSTM, the input is a sequence of crowd flow spatial features
produced from the spatial module, and the output is Xst, which contains infor-
mation of both spatial and temporal dependencies of crowd flow.

2.3 External Module

Previous work [12] has explained that crowd flow can be affected by many
complex external factors, such as weather conditions and traffic accidents. As
illustrated in the top-right part of Fig. 1, the external module contains two
fully-connected (FC) layers. We first encode all external factors to a 1D ten-
sor Et, and feed it into the first FC layer to extract external information. Then,
another FC layer is used to map low to high dimensions that have the shape of
(channels × rows × cols). We further reshape the feature into a 3D tensor Xex

with the dimensions of (channels, rows, cols), which are the same as Xst.

2.4 Fusion

Inspired by the fact that spatial-temporal dependencies and external factors
affect the prediction in different degrees, we use the parameter-matrix-based
fusion method to merge the outputs of temporal module Xst and external module
Xex. At the tth time interval, the final prediction ̂Xt is defined as:

̂Xt = tanh(Wst ◦ Xst + Wex ◦ Xex) (4)

where ◦ is element-wise multiplication, Wst and Wex are the learnable
parameters.

In order to jointly train our proposed model, we adopt mean squared error
between the predicted flow matrix ̂Xt and the true flow matrix Xt in tth time
interval as the loss function.

3 Experiments

In this section, we conduct experiments on two public datasets and analyze the
effects of different factors on the performance of our model.

3.1 Datasets and Evaluation Metric

We use two real-world datasets to evaluate our model. TaxiBJ [12] dataset con-
sists of taxi trajectory data and external factors data (i.e., temperature, wind,
weather and holidays) of Beijing from 1st Jul. 2013 to 10th Apr. 2016. We choose
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data from the last four weeks as the testing data. BikeNYC [12] dataset is gen-
erated with the New York City bicycle trajectory data from 1st Apr. 2014 to
30th Sept. 2014. The data of the last 10 days are chosen to be the testing data.

We use Root Mean Square Error (RMSE) to evaluate our model. Note that
a lower value of RMSE means a better performance.

3.2 Experimental Setup

In our experiments, the convolutions use 32 filters of size 3×3. The batch size is
set to 16. The dropout is 0.3, and the learning rate is 0.0001. The sequence length
is set to 7. We optimize our network parameters in an end-to-end manner via
Adam [3] optimization. We use Keras and Tensorflow to implement our proposed
model. All experiments are run on two NVIDIA GTX1080Ti GPUs.

3.3 Experimental Results

Table 1 shows the performance of our proposed model and other baselines on
TaxiBJ and BikeNYC datasets.

Table 1. Quantitative comparisons (RMSE) of different methods on TaxiBJ and
BikeNYC datasets (smaller is better)

Model TaxiBJ BikeNYC

ARIMA 22.78 10.07

VAR 22.88 9.92

ST-LSTM 19.41 7.92

ST-CNN 18.17 7.23

ConvLSTM [7] 17.27 7.03

CNN-ConvLSTM 17.12 6.95

DeepST [13] 18.18 7.43

ST-ResNet [12] 16.69 6.33

ST-DCN (ours)

B6-C1 6 ConvBlocks + 1 ConvLSTM layer 15.71 5.89

B6-C2 6 ConvBlocks + 2 ConvLSTM layers 15.68 5.83

B12-C1 12 ConvBlocks + 1 ConvLSTM layer 15.58 5.72

B12-C2 12 ConvBlocks + 2 ConvLSTM layers 15.40 5.61

C2-noSpatial without spatial module 16.13 6.12

B12-noTemporal without temporal module 15.92 6.03

B12-C2-noExternal without external module 15.51 5.69

Comparison with State-of-the-Art Methods. We first give the com-
parison with 8 other models on TaxiBJ and BikeNYC datasets, as shown in the
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(a) Effects of temporal
module structure

(b) Effects of sequence
length

(c) Effects of the number
of convolution filters

Fig. 3. RMSE with respect to temporal module structure, sequence length and the
number of convolution filters on TaxiBJ dataset

upper part of Table 1. On TaxiBJ dataset, ST-DCN makes a great improvement
in prediction accuracy. Compared with former best model, its RMSE decreased
from 16.69 to 15.40, and achieves a relative improvement of 7.7%. On BikeNYC
dataset, ST-DCN also achieves the best performance.

Comparison with Variants of Our Proposed Method. We also com-
pare 7 variants of ST-DCN with different layers and modules on both datasets,
as shown in the lower part of Table 1. We can see that ST-DCN with more con-
volutional blocks and ConvLSTM layers can usually achieve a lower RMSE, and
the model with 12 convolutional blocks and 2 ConvLSTM layers (i.e., B12-C2)
achieves the best performance.

Effects of Temporal Module Structure. As shown in Fig. 3(a), as
the number of ConvLSTM layers increases, the training RMSE of our model
decreases, which may be because more recurrent layers have better ability to
capture long-term temporal dependencies of crowd flow.

Effects of Sequence Length. As shown in Fig. 3(b), as the sequence length
increases, the RMSE shows an overall decreasing trend. However, as the sequence
length continues to increase, the performance slightly degrades. One potential
reason is that when considering longer sequence length, more parameters need
to be learned, making training more difficult.

Effects of the Number of Convolution Filters. As shown in Fig. 3(c),
the RMSE continues to decrease as the number of convolution filters increases
from 4 to 32. This may be due to the fact that more convolution filters can
lead to better modeling capabilities. Furthermore, the RMSE increases slightly
as the number increases to 96. This may be because as the number continues to
increase, the model will be too complicated, making it more difficult to optimize.

4 Conclusion

In this paper, we study the problem of citywide crowd flow prediction. To incor-
porate various factors that affect the crowd flow, we propose a novel deep-
learning-based model named Spatial-Temporal Densely Connected Networks
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(ST-DCN). In contrast to the existing methods, our ST-DCN employs a densely
connected convolutional structure and ConvLSTM units to capture the citywide
spatial dependencies and longer-term temporal dependencies, which can allevi-
ate the vanishing-gradient problem and strengthen the propagation of features
in deep network. The evaluation on two real-world crowd flow datasets shows
that our proposed model significantly outperforms all the baselines.

Acknowledgements. The work was supported by State Grid Technical Project (No.
52110418002W).
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Abstract. Recommender system is an effective way to solve the prob-
lem of information overload, and remarkable progress has been achieved
along with the research and applications in both academic and industrial
communities. However, the scalability of the conventional recommenda-
tion algorithms has been challenged by the exponential growth of the
resource data size, and the increasing time span of the data also raises
new requirements on the time-awareness of the algorithm. Therefore, a
dynamic recommendation model monitoring the user interest drift has
become an important task for streaming recommender system. In this
paper, an incremental matrix factorization model named streamGBMF
is proposed which utilizes the genre information as the resource fea-
ture. The proposed model can be updated in real-time according to the
streaming data. To achieve the online updating, two kinds of forget-
ting mechanism are embedded to analyze the users’ current interest and
preference accurately and timely. To evaluate the performance of our
proposed model, the experiments are designed on the popular dataset
MovieLens, and different algorithms are compared in streaming environ-
ment. The results show that our approach can effectively accelerate the
model training process, and the recommendation performance can be
improved by real-time user interest drift detection with proposed forget-
ting mechanisms.

Keywords: Recommender system · Interest drift · Streaming data ·
Incremental matrix factorization · Online learning

1 Introduction

In recent years, the rapid increasing of the scale and coverage of Internet has
introduced the problem of information overload, and it is difficult for the users
to discover the most desirable and valuable targets from the massive information
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on the web. Accordingly, the personalized recommender systems are designed to
address the information overload problem, and have been successfully applied in
e-commerce, social network, movie and POI recommendation [25,26].

Generally, the resource recommendation is to predict the preference of a
user on different resource items [1], and the prediction is usually derived from
the historical records of the user, including the explicit user rating data and
implicit user behavior data. Due to the scalability problem, the memory-based
recommendation algorithms cannot handle the exponentially growing web data.
Therefore, many model-based algorithms have been proposed to achieve satis-
factory recommendation performance, such as matrix factorization model [10]
and restricted Boltzmann machines [18].

However, in practical applications, the dramatically increased data volume
has brought the following new challenges: (1) Data sparsity. As the explosive
growth of the user and resource, the data sparsity problem is severe nowadays,
e.g., many resources are purchased but unrated. The recommendation algorithm
needs to adapt to the sparse data. (2) Long time span. The time span of the
data in practical recommender systems may last for years. Commonly, the users’
interest varies in different time period [6], so their preference may change a lot
compared with before. Therefore, it is challenging to accurately detect the user
interest drift.

Considering the problems and challenges above, we propose a new incre-
mental recommendation model named stream Genre-Based Matrix Factorization
(streamGBMF). It aims to adapt to the streaming environment of the practi-
cal applications, and capture the user interest drift in an incremental way, so
as to estimate the user’s current preference and provide accurate recommenda-
tions. Primely, we employ Enhanced SVD [7] approach to make prefilling of the
sparse resource rating matrix, and design a prefilling approach with popularity
penalty by analyzing the effect of the user activity and the resource popular-
ity. Considering the common fitting problem of the conventional incremental
matrix factorization models, we propose to extract the feature vectors of the
resource items according to their genre information, which are usually anno-
tated by domain experts and widely available in practical applications. During
the incremental training process of matrix factorization, partial updating with
user feature vector is proposed to avoid increasing the overall fitting error. To
capture the user interest drift, many recommendation algorithms bring in the
forgetting mechanism, but the users’ long term preference or abnormal change
are usually discarded. As a result, we propose two new forgetting mechanisms
based on streamGBMF to overcome these problems, which are proven in the
empirical evaluation.

The organization of this work is as follows: Sect. 2 summarizes some related
works. After introducing the notations and the matrix prefilling technique in
Sect. 3, we formally describe the streamGBMF model in details in Sect. 4. The
empirical study is demonstrated in Sect. 5, and we conclude our work in Sect. 6.
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2 Related Works

In this section, we will introduce the most relevant works in literature, and
these works can be summarized into the following three topics: matrix prefilling,
streaming recommender and user interest drift analysis.

2.1 Matrix Prefilling

Most of the matrix factorization based recommendation algorithms are affected
by the high sparsity of resource rating data in practical applications. To address
the problem, some research works adopt the matrix prefilling approach. Pan et
al. [16] proposed a negative sampling approach to prefill the rating matrix for
unobserved data, and the results showed that user-based sampling can achieve
best performance. Sun et al. [20] prefilled the missing values of the rating matrix
based on the baseline estimation of the users on resource items. Yin et al. [24]
designed a social-temparal framework to alleviate the problem of data sparsity.
Guan et al. [7] proposed Enhanced SVD (ESVD) algorithm, in which a partial
sub-matrix composed by the most active users and popular resources was gener-
ated, and the missing values of the sub-matrix were filled by matrix factorization,
and kept as prior knowledge for model training.

2.2 Streaming Recommender Systems

For recommender system, the user interactions and feedbacks can be treated as
a series of streaming data observed continuously. Therefore, the streaming rec-
ommender systems have high requirements for the algorithms in terms of data
IO, time and space complexity. Some memory-based streaming recommendation
algorithms such as StreamRec [3] and TencenRec [9] propose to recalculate the
similarity between the users or resource items according to the streaming data,
and it causes the time-consuming online learning, which results in the problem
of data overstock. As a result, Subbian et al. [19] proposed to reduce the data
in memory by min-hash technique, and optimize the algorithm scalability. Com-
pared to memory-based approaches, model-based algorithms are more popular
due to their advantage in scalability. Models in literature [11,17] need to re-train
the entire model according to the streaming data, which costs too much time
for online updating. Huang et al. [8] designed an incremental matrix factoriza-
tion to describe the change of implicit feature based on the assumption of linear
transformation. However, the overall performance is affected by the sparsity of
streaming data. More incremental models proposed to partially update the user
or resource feature vectors to meet the online requirement [12,13], but due to
the connectivity of user feature and resource feature, partial updating will result
in the increase of overall fitting error. Xie et al. [23] proposed an interactive
framework to make the dynamic recommendations, but they mainly focused on
the recommendation efficiency.
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2.3 User Interest Drift Analysis

The user interest will be influenced by the change of aesthetic standard and
bursting events [14], and it is important for recommender systems to capture
and adapt to these changes. The most straight approach is to “forget” the his-
torical records, so many forgetting mechanisms are proposed in literature. Cam-
pos et al. [2] designed a sample selection method, in which a fixed time sliding
window was defined. Only the data in the sliding window are considered during
the model updating, so it cannot keep the users’ long term preference. Ding et
al. [6] proposed a sample weighting method, which assigned each data item an
exponentially decaying weight according to the time cap. However, this method
also ignores the users’ long term preference information. To solve this prob-
lem, some historical information must be stored in the summarized way, and
the “pool” concept was proposed in [5], in which the model kept the sampling
of historical records. Wang et al. [22] designed a new Gaussian classification
model, which sampled the most informative and useful data from the pool and
streaming data. However, the model restricted the resource rating into binary
data, and all unobserved data were treated as negative ones, which may intro-
duce errors. Chang et al. [4] assumed that the user and resource feature vectors
followed the Brownian motion, and designed a continuous Markov process for
each feature vector. Unfortunately, this model has high time complexity. Sun et
al. [20] pointed out that seldom people will rate the same resource item for a
second time, so there is no sufficient information to determine whether a user
keeps his interest in certain items. Considering this, they proposed to cluster
the resource items to estimate the user’s overall preference on certain resource
category. But due to the data sparsity, some dissimilar items were categorized
into one cluster, and it influenced the final recommendation results. Matuszyk et
al. [14] proposed five different forgetting mechanisms for the incremental matrix
factorization model, but the user interest drift cannot be accurately captured.
Wang et al. [21] designed the augmented memories to improve model’s capability
of storing knowledge, and thus user’s long-term preference can be preserved.

3 Preprocessing with Matrix Prefilling

In this section, we will introduce the basic notations employed in this paper, and
the matrix prefilling process for the rating data. The important notations are
listed as follows (Table 1).

The user rating matrix is essential for recommendation algorithm. However,
most of the user rating data are sparse in practice. To reduce the sparsity of user
rating matrix, we designed a matrix prefilling approach based on ESVD algo-
rithm [7] to primely estimate the missing values of the rating matrix, before the
recommendation model training. As demonstrated in Fig. 1, the ESVD algorithm
selects the most active users and popular resource items to compose a partial
rating sub-matrix, and the missing values of the sub-matrix can be filled by
matrix factorization. Since the density of extracted sub-matrix is much higher
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Table 1. Notation list

Symbol Description

M, N, K number of users, resource items and feature dimension

Uu(t), Vv(t) feature vector of user u and item v at time t respectively

C, cuv rating matrix after prefilling, and the prefilled rating of user u on item v

puv, α popularity penalty in matrix prefilling and its ratio

ruv(t), r̂uv(t) the observed rating and predicted rating of user u on item v at time t

euv(t), êuv(t) the observed emotion and predicted emotion of user u on item v at time t

RU (u), RV (v) set of all observed ratings of user u and item v

R0:t
U (u), R0:t

V (v) set of all observed ratings of user u and item v before time t respectively

Kv , Ik set of genres assigned on item v, and set of items containing genre k

tr time stamp of the submission of rating r

τ(u), τ(u, k) the time stamp of the last rating of user u and that on genre k

Ttrain, Tpredict the decay factor in training process and prediction process

Fig. 1. The procedure of ESVD algorithm.

than the overall rating matrix, the ratings after prefilling can provide higher
accuracy, so as to improve the recommendation model training.

To more clearly evaluate the quality of the prefilled ratings, we have con-
ducted a prior experiment, in which the actual rating data are compared with
the prefilling values under different sampling rates. We perform this empirical
study on MovieLens 1M dataset, and the comparison results are listed in Table 2.
Here the mean error (ME) is calculated by Eq. (1), where Test ∩ C means the
intersection of testing set and the prefilled rating set, and cuv and ruv are the
prefilled value and the actual rating value of user u on item v.

ME = mean[
∑

ruv∈Test∩C
(cuv − ruv)]. (1)

From the Table 2, we can observe that when the sampling rate of active
users and popular movies is high, it will result in more filled ratings hitting the
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Table 2. The prefilling quality of ESVD results on MovieLens 1M

Sampling rate # of filled ratings # of hits in testing set Hitting rate ME

5% 17702 1478 8.35% 0.1002

10% 109995 5682 5.17% 0.0524

15% 307727 12385 4.02% 0.0213

20% 629865 20097 3.19% 0.0008

ratings in testing set, but the overall hitting rate will drop dramatically. Lower
sampling proportion will naturally cause higher density of the sub-matrix, but
the mean error of prefilling will also increase, which means the prefilled ratings
are higher than the actual ones. The reason is, for active movie audiences, they
usually won’t miss any popular movies suiting their tastes, so if they have no
ratings on a popular movie, it is likely that they have no interest on this movie.
Motivated by this intuition, we propose to refine the ESVD model, and introduce
a popularity penalty on each prefilled rating value.

puv = α
|RU (u)| · |RV (v)|

MN
. (2)

Here |RU (u)| and |RV (v)| are the number of ratings from user u and item v
respectively. As indicated in this equation, the refined model will assign higher
penalty to those prefilled ratings from more active users and popular movies, i.e.,
puv ∝ ∣∣R0:t

U (u)
∣∣ · ∣∣R0:t

V (v)
∣∣. Therefore, the final prefilled values will be calculated

by
cuv = UT

u Vv − puv (3)

Finally, we can make the prefilling process on the extracted sub-matrix by
the refined ESVD model, and both the prefilled ratings and the existing ones
will be further applied in the recommendation model training procedure.

4 Design of Streaming Recommendation Algorithm

In this section, we will introduce our proposed streaming recommendation algo-
rithm streamGBMF, and all the description will be demonstrated in the scenario
of movie recommendation. The streaming data will be represented by the explicit
user rating data, and time factor in our model will be treated as a variable
t ∈ R+.

4.1 Baseline Estimate

Generally, the rating data are the explicit feedbacks of the user preference, but
they are naturally affected by the different evaluation standards of individual
users. For example, for a critical user, mark “3” may indicate a neutral comment,
but for an easily satisfied user, it may reflect certain negative attitude. In order
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to eliminate the influence of different evaluation standards, we adopt the baseline
estimate approach raised by Koren [10,11] to estimate the actual attitude of the
user on specific items.

Formally, the baseline estimate of user u on item v can be defined as

buv = μ + bu + bv, (4)

where μ is the mean value of all observed ratings, and bu and bv represent the
observed rating bias over μ for user u and item v respectively. Exemplified by a
movie rating system, bu reflects the average rating preference of user u and bv is
the overall popularity of movie v. Considering that the evaluation standards of
individual users also change over time, the baseline estimate can be refined by
involving time factor, and the definition can be revised as

buv(t) = μ + bu(t) + bv(t). (5)

Usually speaking, bv(t) is relatively stable, while bu(t) is more uncertain because
of the users’ instant behaviors.

Therefore, let ruv(t) be the observed rating of user u on item v at time t, and
we can define the emotional preference of user u on item v based on his rating
as

euv(t) = ruv(t) − buv(t). (6)

Obviously, when euv > 0, it represents the positive emotion of the user, i.e., user
u likes item v.

The baseline estimate is essential to capture the user interest drift, because
the model can more accurately learn the actual preference of the users after
eliminating the evaluation standard difference between different users. Therefore,
the baseline estimate values will be employed in the model training instead of
the rating data.

4.2 User and Item Feature Training

With the refined rating matrix, we can apply the matrix factorization approach
to derive the feature vectors of the users and resource items. This process will be
performed in the offline manner. The conventional matrix factorization model
works to solve the following loss function:

loss =
∑

ruv∈R

(ruv − UT
u Vv)

2
+ λ(‖Uu‖2 + ‖Vv‖2). (7)

Here λ is regularization parameter to avoid over fitting in optimization, and the
feature matrix can be derived by optimizing the loss function.

However, same as other implicit semantic models, the feature vectors derived
from the matrix factorization model still has full connectivity in structure, which
will result in the increasing fitting error during incremental model updating. At
the same time, it is also contradictory to the common sense. For example, the
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genre of movie “Titanic” should be “Drama”, “Romance” and “Adventure”, but
after an audience watching and rating it, his preference feature about “Com-
edy”, “Animation” and “War” should not be influenced. However, with the fully
connected feature structure, all feature values will be updated during the incre-
mental model updating.

Inspired by the intuition above, we believe that the feature vector of each
resource item should be relatively steady because of its nature. Every item is
highly relevant with only several feature factors, and the feature value Vvk can
reflect the importance of item v in all items with feature factor k. Therefore, we
propose to construct the feature matrix of resource items according to the genre
information of them. Considering the time factor, we have

Vvk(t) =

⎧
⎨

⎩

avg(r0:tV (v))

mean
[∑

j∈Ik
avg(r0:tV (j))

] , v ∈ Ik

0, v /∈ Ik
(8)

In practical applications, the genre information is usually annotated by the
domain experts, and each item is assigned with at least one kind of genre.
For example, the movies can be identified by “Drama” or “Action”, and the
songs can be described by “Pop” or “Rock”. Furthermore, the use of these genre
information will make the recommendation results more explicable.

By applying the genre information, the feature structure of the resource
feature matrix in our model is no longer fully connected, so as to avoid the
aforementioned fitting problem. After generating the resource feature matrix,
we can also derive the user feature matrix by minimizing the loss function.

lossU(u) =
∑

ruv∈RU(u)

[euv − Uu
TVv]

2
+ λ‖Uu‖2. (9)

4.3 Model Evolution by Online Learning

When the recommender system receives a new rating data ruv, the recommenda-
tion model needs to update the model parameters according to the rating data,
so as to capture the instant interest and preference of the user. According to the
assumptions in the offline training procedure, the feature vectors of the resource
items are derived from their inherent attributes, and more stable than the user
feature. Therefore, there is no need to update the resource feature as frequently
as the user feature. As explained in Fig. 2, when the system receives a new rating
r43 (marked as a green square), the model only updates the related user feature
U4, while the item feature V3 keeps unchanged to avoid increasing the fitting
error of r13 and r53.

The conventional strategy of user feature updating follows the gradient
descent method according to the real-time ratings, which is hard to control the
learning rate. Different from the conventional strategy, streamGBMF takes all
historical rating data of the target user into account for feature updating, i.e.,
when a new rating emotion data euv(tr) arrives, we have
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Fig. 2. The incremental updating strategy of streamGBMF.

lossU(u) =
∑

ruv∈R0:t
U (u)

[euv(tr) − Uu
TVv]

2
+ λ‖Uu‖2. (10)

By Eq. (10), the model can effectively integrate the information of historical
data and streaming data to update the user feature, so as to avoid the increas-
ing fitting error of the user historical ratings. Moreover, when the difference of
the new rating and the prediction is small, the optimization of loss function
can converge efficiently. Even if the new rating delivers infrequent information,
streamGBMF can still capture the information after several rounds of iteration.

As to the resource feature, our model will perform the regular updating
periodically. We divide the time span equally into periods, and the resource
feature is fixed in the same period. The scale of time division can adapt to the
application scenarios, and in our study, we set the length of each time period as
one day.

Considering the streaming dynamics, there will be new registered users and
new created resource items continually. For each new user or new item, we need
to extend the relevant matrix and initiate their feature vectors. Primely, we
assume that the preference of the new user u follows the demography, and his
feature vector can be initiated as

Uu(t) ∼ N(mean(
M∑

i=0

Ui(t)), σ2). (11)

For the new resource item, we initiate its feature vector according to its genre
information as follows

Vvk(t) ∼
{

N(1, σ2), v ∈ Ik
0, v /∈ Ik

(12)

Here σ aims to control the distribution of the feature initialization of the users
and items, and we set it as 0.1 by default in our experiments.
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4.4 Forgetting Mechanisms

In this part, we will introduce the forgetting mechanisms applied in our model,
which function to detect the user interest drift by reducing the influence of out-
dated data. Inspired by the work in [14], we propose two forgetting mechanisms
based on outliers discarding and time-decay confidence respectively. However, for
those users with few records, we have set a threshold and the forgetting mecha-
nisms will not work on the users with rating records fewer than the threshold, so
as to avoid losing their important interest information. In our experiment, the
threshold is set as 10 by default.

Outliers Discarding. The outliers discarding approach aims to filter the out-
liers in the rating data. The motivation is, if the model prediction error for a
certain rating is much higher than other ratings, it means this rating is incon-
sistent with the user’s common preference, and we should mark it as a rating
outlier. Thus the feature training procedure can be further optimized by remov-
ing the outliers.

In order to extract all the rating outliers of user u, we can calculate the
standard deviation of the model prediction errors for all his ratings, and we
mark it as sdU(u). For rating ruv, it will be marked as a rating outlier and
removed if the condition holds:

|r̂uv − ruv| > β · sdU(u). (13)

Here β is applied to control the sensitivity of the forgetting mechanism. Spe-
cially, to avoid the mis-dismissal of the information of user interest drift in the
streaming data, we only remove the rating outliers in the historical data.

Time-Decay Confidence. The forgetting mechanism based on time-decay
confidence will focus on the detection of user interest drift. We summarize the
drift into the following two cases: (1) If a user expresses different preference for
a genre of resource item at different time spots, how to determine the instant
preference of the user on this genre of resource; (2) If a user has no feedback on
a genre of resource item for a long time, how to determine the current preference
of the user on this genre of resource.

For the first case, it is obvious that the most recent user expression is more
important for the recommendation model, and the previous feedbacks should
be treated as outdated information. During the model training process, for each
rating ruv, we assign it a weight according to the gap between tr and τU (u, k):

wtrain(r) = exp

⎧
⎨

⎩

mean[
∑

k∈Kv

tr − τU (u, k)]

Ttrain

⎫
⎬

⎭ . (14)

The value of wtrain(r) is limited in (0, 1], and the weight will decrease as the
enlargement of time gap. The decay parameter Ttrain controls the influence of
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the outdated data on the model. To this end, we extend the loss function for
user feature into:

lossU(u) =
∑

ruv∈R0:t
U (u)

wtrain(r)[euv(tr) − Uu(t)
TVv(t)]

2
+ λ‖Uu(t)‖2. (15)

For the second case, we will exemplify our solution by movie rating sce-
nario. Assume a user u gave a high score to the movie “Titanic” years ago. Since
“Titanic” is a movie with genre “Romance”, the recommendation model will usu-
ally determine that this user favors romantic movies. However, he might watch
“Titanic” only because of its high popularity and quality, but seldom watch
other movies with genre “Romance”. The contradiction is, if he really favors
romantic movies, he should keep watching other romantic movies of high qual-
ity. Generally, a user will keep frequent interaction with those resource items of
his interest, until he loses interest. On the contrary, he will avoid the interaction
with uninterested items.

Based on the analysis above, we define a factor confuk to reflect the confidence
on the k-th attribute of the user feature vector. If we can determine that the k-
th attribute is not related with the user’s long-term preference, we will decrease
confuk to reduce its influence on the rating prediction, i.e.,

r̂uv(t) = [confu1Uu1(t), confu2Uu2(t), . . . , confuKUuK(t)]Vv(t) + buv(t). (16)

To verify the influence of time-decay confidence on positive and negative
preferences, we have designed three strategies to make the comparison. In Strat-
egy A we will make no decay; in Strategy B we will decay the influence of both
positive and negative preference features; in Strategy C we will only decay the
influence of positive preference features. The comparison is listed in Table 3. Here
wpredict(u, k) can be calculated by Eq. (17), and parameter Tpredict is employed
to control the decay of confidence. The influence of different strategies will be
demonstrated in the experiment.

wpredict(u, k) = exp
[
τU (u, k) − τU (u)

Tpredict

]
. (17)

Table 3. The strategy of time-decay confidence setting

Uuk(t) Strategy A Strategy B Strategy C

� 0 1 wpredict(u, k) wpredict(u, k)

< 0 1 wpredict(u, k) 1

5 Experiments

In this section, we will introduce the empirical study to evaluate the effectiveness
of our recommendation algorithm, and different forgetting mechanisms will be
employed to test the model performance.
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5.1 Experiment Setting

The experiments will be carried out on the well-known public movie rating
dataset MovieLens 1M, which contains 1000209 rating data on 3952 movies from
6040 users during year 2000 to 2003. All rating scores are integer numbers from
1 to 5, and each user has contributed at least 20 ratings, and each movie has
been annotated by at least one genre label.

To simulate the streaming environment, we order all the data by their time
stamps, and divide the ordered data according to the following two settings.

– T8: In this setting, we select the first 80% data as the training data, and the
remaining 20% data are testing set.

– T9: In this setting, we select the first 90% data as the training data, and the
remaining 10% data are testing set.

Based on the settings above, some user records may only appear in the training
set or testing set, which increases the difficulty of the prediction. However, this
situation widely occurs in the practical applications.

5.2 Comparison Study Design

In our experiments, we will compare the proposed streamGBMF model with
other representative time-aware algorithms, which are listed as follows.

– PMF [15]: Probabilistic Matrix Factorization, which is a probabilistic model
based on Gaussian observation noise.

– DA-PMF [13]: Dual-Averaging Method for PMF, which updates the model
parameters by embedding the streaming data feature during the online learn-
ing process.

– timeSVD [11]: a model with time factor which monitors the variety of user
rating standard with time.

We apply the popular RMSE (root-mean-square error) to evaluate the per-
formance of our model. For the convenience of comparison study, the common
parameters in different models will be assigned the same value. Since there are
18 kinds of genre for the movies in MovieLens 1M dataset, we set the dimension
of feature vectors K = 18. The parameter λ for regularization is set to 0.1 to
avoid the over fitting during the optimization of the loss function. The learning
rate is set to 0.01.

5.3 Experiment Results

Comparison Results. The overall comparison results are listed in Table 4. It
shows that the proposed streamGBMF achieves the best performance under both
T8 and T9 settings, which proves that the streamGBMF model can effectively
detect the user interest drift, and improve the recommendation quality.
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Table 4. Comparison of different algorithms (RMSE)

Setting PMF timeSVD DA-PMF streamGBMF

T8 0.997 0.933 0.924 0.916

T9 0.909 0.902 0.897 0.880

Effect of Prefilling. We also test the effect of matrix prefilling on the recom-
mendation performance in terms of RMSE. Three different prefilling strategies
are carried out to make the comparison, and the results are listed in Table 5. The
result illustrates that the ESVD model can effectively decrease the data spar-
sity, so as to improve the recommendation performance. In addition, the ESVD
with popularity penalty proposed in this work can further reduce the prediction
error, which proves our statement about the relationship between active users
and popular movies.

Table 5. The influence of matrix prefilling (RMSE)

Strategy of matrix prefilling T8 T9

No prefilling 0.9174 0.8828

ESVD 0.9160 0.8811

ESVD with penalty 0.9155 0.8804

Effect of Forgetting Mechanisms. To evaluate the effect of our proposed
forgetting mechanisms, we compare them with the Sensitivity-based Forgetting
mechanism [14]. It works to calculate the influence of each new data record
on the user feature. If the new record has changed the current user feature
dramatically, it will be treated as an outlier and removed. In addition, we also
include the results with no forgetting mechanism in the comparison, which are
marked as “NoForgetting”. As shown in Fig. 3, the effect of Sensitivity-based
Forgetting is almost the same as that of “NoForgetting”, which means the outlier
removing will also lead to the missing of important information in streaming
data. The result of “Outliers Discarding” is better than that of “Sensitivity-
based Forgetting” because the former only removes the outliers in the historical
data, while keeps the user interest drift information in recent streaming data.
The “Time-decay Confidence” achieves the best results under both T8 and T9
settings, and it demonstrates that this mechanism can keep the user’s long-term
preference while capturing his interest drift.
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Fig. 3. Comparison of forgetting mechanisms under different settings.

Effect of Ttrain . Ttrain is the decay parameter in the training procedure, and
the influence of the outdated data on the model will increase as it rises. Figure 4
records the performance of streamGBMF with different Ttrain. When Ttrain =
700, the model can achieve the best results.
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Fig. 4. The effect of Ttrain.

Effect of Tpredict . Tpredict is the decay parameter in the prediction proce-
dure, and its value reflects the confidence on the fidelity of user feature vectors.
Figure 5 demonstrates the comparison of streamGBMF performance with differ-
ent Tpredict. The results show that, the aforementioned Strategy B is better than
Strategy A and Strategy C, and when Tpredict = 60, the model can gain the best
results.
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Fig. 5. Results of prediction strategies under different settings.

6 Conclusion

In this paper, we designed a streaming recommendation algorithm to capture
the user interest drift, and make dynamic recommendations. We analyzed the
relationship between prefilled ratings and user activity and resource popularity,
and proposed a matrix prefilling approach with popularity penalty based on
ESVD model. With the prefilled rating matrix, we proposed a new incremental
matrix factorization model streamGBMF based on resource genre information.
Two forgetting mechanisms were designed to reduce the influence of outdated
data. The experiment results showed that our proposed approach can achieve
better performance on real dataset in comparison study.
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Abstract. In online social networks, a growing number of people are
willing to share their activities with ones who have common interests.
This motivates the research on group recommendation, which focuses on
the issue of recommending items to a group of users. The existing meth-
ods on addressing the problem of grouping users and making recommen-
dations for the formed groups simultaneously, however, often suffer from
two defects. The first one is that they separate group partition and group
recommendation, which often reduce the overall group satisfaction. The
second one is that they tend to pursue a single objective optimum instead
of making a balance between multiple objectives.

In this paper, we strive to tackle the key problem of grouping users
and making recommendations for the formed groups simultaneously. It
is a challenging problem due to the differences between user preferences
over items, and how to make a trade-off among their preferences for the
recommended items is still the main research point. To address these
challenges, we present a Unified Group Recommendation (UGR) model,
which intertwines the user grouping and group recommendation in a uni-
fied multi-objective optimization process that makes a balance between
multiple criteria, including maximizing overall group satisfaction, social
relationship density, and overall group fairness. Extensive experiments
on two real-world datasets verify the effectiveness of our method.

Keywords: Group partition · Group recommendation ·
Multi-objective optimization

1 Introduction

As more and more people participate in group activities, group recommenda-
tion has been playing an important role in online social services, which aims to
recommend interesting items to groups of users [13,32,33]. To fulfill group rec-
ommendation, two issues have to be overcome, i.e., reasonably partitioning users
into groups and setting up an appropriate objective function [24,25,27]. First, the
previous work [23] proposes a new framework that first extracts common-interest
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user subgroups and then generates a recommendation list for each subgroup.
After that, the final group recommendation is produced by a novel aggrega-
tion function to integrate the recommendation lists of all subgroups. Second,
the previous work [16] proposes a Hidden Hierarchical Matrix Factorization
(HHMF) method, which learns the hidden hierarchical structure from histor-
ical ratings to improve the performance of recommendation, where the group
partition based on latent topics is accomplished. Although a few of works on
group recommendation have been proposed, the existing methods often suffer
from two drawbacks [1,2,31]. First, the existing methods tend to separate the
grouping of users from the recommendation, where the recommendations are
often made separately after users are partitioned into groups. However, as will be
shown later in this paper, the separation of user grouping and recommendation
would likely degrade the quality of group recommendation. Second, the exist-
ing methods often pursue a single objective when a recommendation is made.
In real-world, however, the overall quality of group recommendation arguably
depends on a trade-off of group satisfaction [2,6], social closeness of group mem-
bers [11,12,26], and fairness between group members [22,27,30]. For example,
in tourism, considering only group satisfaction may result in a high score for an
attraction which is highly liked by the majority of group members but disliked
by the others due to their preference disagreement. Such unfairness recommen-
dation may make some users dissatisfied and slighted and spoil their experience.
At the same time, assigning tourists who are familiar with each other to the
same group would likely bring more enjoyment.

In this paper, we investigate the problem of making group recommenda-
tions in the absence of user group information, where three objectives are pur-
sued simultaneously: group satisfaction, social relationship density, and fairness
between group members. This is not a trivial task due to the following two
challenges.

– Integrating Group Partition and Recommendation. As the quality of
group recommendation heavily depends on the grouping of users, it is desired
to integrate grouping and recommendation instead of separately handling
them. However, the problem of user grouping is NP-Hard [2], so it is challeng-
ing to design a unified process by which the grouping and recommendation
can both reach an acceptable optimal result.

– Balance between Multiple Criteria. For our target problem, we need
to make group recommendations with respect to multiple criteria including
group satisfaction, social relationship density, and fairness. However, it is
hard for a solution to satisfy all the objectives simultaneously due to the
conflicts between them [9]. Hence we need an appropriate optimal model and
an optimization algorithm by which rational group recommendations can be
made with a balance between the multiple criteria.

To address these challenges, we propose a novel Unified Group Recommenda-
tion (UGR) model. The main idea of UGR is to intertwine the user grouping and
group recommendation in a unified multi-objective optimization process. UGR
simultaneously generates the optimal user grouping and recommendations with
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Fig. 1. Illustration of UGR

a fusion of historical ratings and the information extracted from social networks,
where a trade-off between multiple criteria including Overall Group Satisfaction
(OGS), Social Relationship Density (SRD), and Overall Group Fairness (OGF)
is reached. Particularly, to fulfill the multi-objective optimization, we propose a
novel alternate optimization algorithm which can facilitate the search of optimal
solution via alternately adjusting the user memberships and recommendations at
each iteration along the direction of increasing the objective function. Figure 1
shows an illustration of UGR, where tourists are partitioned into some non-
overlapping groups and different packages of attractions are recommended to
these groups.

The main contributions of this paper can be summarized as follows:

(1) We propose a Unified Group Recommendation (UGR) model that integrates
the user grouping and group recommendation with a balance of multiple
criteria.

(2) We propose a novel alternate optimization algorithm which facilitates the
search of the optimal solution by alternately updating user grouping and
recommendations.

(3) Extensive experiments conducted on real-world datasets verify that our app-
roach is superior to the state-of-the-art methods.

In the rest of the paper, we review the related works in Sect. 2. We describe
the detailed criteria of group satisfaction, social group density and fairness in
Sect. 3. Section 3.2 introduces the problem formulation of group recommendation
towards multiple criteria, and a novel alternate optimization algorithm is pre-
sented in Sect. 3.3. We analyze the experimental results in Sect. 4. We conclude
in Sect. 5. Table 1 summarizes the notations used in this paper.
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Table 1. Notations

Symbol Description

U The set of users

I The set of items

K The size of recommended items list

G The set of the formed groups

T The number of the formed groups

S The social network

R The rating matrix of user-item, R ∈ R
|U|×|I|

X The group indicator matrix of users, R ∈ R
|U|×T

Y The group indicator matrix of items, R ∈ R
|I|×T

2 Related Work

In this section, we briefly review the related work with our research, including
collaborative filtering for groups and multi-objective optimization.

2.1 Collaborative Filtering for Groups

Many recommendation approaches are presented based on Collaborative Fil-
tering (CF) [7,14,17,28] which is based on an assumption that a user may be
interested in items liked by users who have similar preferences with her. In exist-
ing works [3–5], preference aggregation and score aggregation can be applied to
group recommendation. When using the preference aggregation approach, prefer-
ences of individual users are aggregated into a group profile. Based on the group
profile which can be treated as a pseudo user, collaborative filtering determines a
ranking for each candidate item. When applying the score aggregation approach
in combination with collaborative filtering, ratings can be determined for indi-
vidual users and then aggregated into a final score for the group via a predefined
aggregation strategy.

2.2 Multi-objective Optimization

Various approaches to multi-objective optimization have been proposed [10]. One
key feature of multi-objective optimization is that there does not exist a solution
that satisfies all the objectives simultaneously. Such problems are solved by a
set of trade-off optimal solutions instead of a single optimum solution.

In personalized recommendation tasks, some existing methods [20,29,34] con-
sider multiple objectives. In [34], multiple objectives including accuracy and
diversity are considered simultaneously. [29] takes into account accuracy and long
tail, and [20] regards spatial, temporal and social information as multiple objec-
tives. They all aim to find a trade-off solution by optimizing a multi-objective
function.
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3 UGR

3.1 Multiple Criteria

Group Satisfaction. Intuitively, the group satisfaction is determined by the
preferences of individuals within a group. The existing works have proposed
several strategies to fuse the preferences of group members, such as Least Misery
(LM), Maximum (MAX), and Average (AVG) [8]. For the sake of simplicity and
convenience, we utilize AVG to aggregate the member preferences to evaluate
the group satisfaction, which leads to the following definition:

Definition 1. Group Satisfaction. Given the rating matrix R where Rui rep-
resents the rating of item i given by user u, the Group Satisfaction of group g
with a recommended item i (denoted as Sat(g, i)) is defined as

Sat(g, i) =
1
|g|

∑

u∈g

Rui, (1)

where |g| is the number of the members belonging to group g.

Since the historical rating data of users is extremely sparse, the missing
entries need to be estimated. The existing works have proposed several effec-
tive approaches, such as MF [15], SVD [21], and PMF [19], which all serve our
purpose. For convenience, we choose MF to infer the missing entries of a rating
matrix.

Social Relationship Density. We propose the following metric called Social
Relationship Density to evaluate the social closeness between group members
with respect to an item. The higher relationship density of a group indicates that
not only there are more friends in the group, but also they have higher collective
preference to an item. Given the social network S where an edge <u, v> ∈
S represents the friendship between users u and v, we can define the Social
Relationship Density as follow:

Definition 2. Social Relationship Density. The social relationship density
of group g with respect to an item i is defined as

SRD(g, i) =

∑
∀u,v∈g(Rui + Rvi)1(<u, v> ∈ S)

|g|(|g| − 1)
, (2)

where 1(x) is the indicator function whose value is 1 if x is true, otherwise 0.

Fairness. The fairness depicts how imbalanced the satisfaction of group mem-
bers is. The existing work [30] presents several definitions of fairness in different
forms, such as Least Misery Fairness, Variance Fairness, and Min-Max Ratio.
Variance encourages the group members to achieve close satisfaction between
each other, while Least Misery Fairness and Min-Max emphasise the gap between
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the least and highest satisfaction of group members. Despite the differences of
the Fairness in definitions, the intuition of these metrics is to minimize the imbal-
ance of the satisfaction of group members. In this paper, we introduce Variance
Fairness [30] as follows:

Definition 3. Fairness. The fairness of group g on item i is defined as

F (g, i) = 1 − 1
|g|

∑

u∈g

|Rui − 1
|g|

∑

v∈g

Rvi|. (3)

The higher the function value, the higher the fairness within a group.

3.2 Optimization Framework

In this section, we formally introduce the optimization framework for the prob-
lem of group recommendation towards multiple criteria. We assign weights to
each objective and use the weighted sum of different objective functions as a
single objective for proximity:

J(X,Y ) =α
∑

g∈G

∑

u∈U

∑

i∈I

RuiXugYig

+ β
∑

g∈G

∑

u∈U

∑

i∈I

∑
v∈U (Rui + Rvi)1(<u, v> ∈ S)XugXvgYig∑

v∈U Xvg(
∑

v∈U Xvg − 1)

+ (α + β − 1)
∑

g∈G

∑

u∈U

∑

i∈I

|Rui −
∑

v∈U RviXvg∑
v∈U Xvg

|XugYig,

(4)

where three terms of the right side of the Eq. (4) represent the overall group
satisfaction, social closeness, and fairness respectively; Xug ∈ {0, 1} and Yig ∈
{0, 1} denote whether user u is assigned to group g and item i is recommended
to group g.

Problem 1. Given a set of users U , items I, and the rating matrix R, we aim to
divide all users into some non-overlapping groups and make recommendations
for the formed groups so that the following objective function is maximized. The
problem of the user grouping and recommendation can be formulated as follows:

arg max
X,Y

J(X,Y ),

s.t.
∑

g∈G

Xug = 1,∀u ∈ U

∑

i∈I

Yig = K,∀g ∈ G

Xug ∈ {0, 1},∀u ∈ U, g ∈ G

Yig ∈ {0, 1},∀i ∈ I, g ∈ G

(5)
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Algorithm 1 Alternate Optimization Algorithm
Input:

the user rating matrix R, the set of users U and items I, step size θ,
the number of groups T , the size of recommended items list for each group K,
the threshold ε, the maximum number of iterations L, parameters α, β.

Output:
the group indicator matrix of users X, the group indicator matrix of items Y .

1: Initialize X |U|×T , Y |I|×T with random values between 0 and 1;
2: Initialize X |U|×T , Y |I|×T with random values between 0 and 1;
3: Set l = 0;
4: Calculate the initial value of objective function J0 according to Equation (4);
5: Initialize ΔJ l = J0;
6: while l < L and ΔJ l > ε do
7: for each user u do
8: for each group g do
9: Calculate the gradient ∂XugJ ;

10: end for
11: end for
12: X = min (max (X + θ ∗ ∂XJ, 0), 1);
13: for each group g do
14: Calculate the top-K items for group g: R(g, K);
15: Assign them to Y [:, g]: Yvg = 1, ∀v ∈ R(g, K);
16: end for
17: ++l;
18: Calculate the l-th iteration of objective function J l according to Equation (4);
19: ΔJ l = J l − J l−1;
20: end while
21: for each user u do
22: Search the group index p of maximum value in [Xu1, · · · , Xut];
23: Xup = 1;
24: end for
25: X = X ;
26: for each group g do
27: Search the item indices I of top-K items in [Y1g, · · · , Ykg];
28: Yig = 1, ∀i ∈ I;
29: end for
30: Y = Y;

The main idea of the formula above is to repeat group partition process
and group recommendation process until no user can get higher increase on the
objective function by adjust the two processes.

3.3 Algorithm

In this section, we present an alternate optimization algorithm in Algorithm1.
Algorithm 1 gives the procedures of UGR, where a local optima of J is obtained
through an iterative process of gradient descent. In detail, the initialization pro-
cess is in the lines 1 to 5, followed by an alternate optimization process. First, we
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adjust user memberships according to the gradient. Second, the recommended
packages are updated based on the current group partition. The two processed
above are repeated until the objective function converges. Due to the entries of
two optimized indicator matrices are non-integral value, we clarify the member-
ship of users and the final recommendation results. For each user, she is assigned
to the group corresponding to the maximum value. For each group, top-K items
are chosen as recommendations.

Our proposed alternate optimization algorithm solves the constrained opti-
mization problem. It first solves the problem with gradient descent and then
maps the solution back into the feasible set if the solution is beyond the feasible
set. In addition, the integer programming with discrete variables is usually NP-
Hard and difficult to solve with an optimal solution. So, during optimization, we
need to relax the binary constraint of integer variables to the range of 0 to 1.

4 Experiment

In this section, we conduct extensive experiments with the aim at answering the
following two questions:

• Q1 Does our proposed UGR method outperform the state-of-the-art group
recommendation methods?

• Q2 Is the multi-objective optimization helpful for improving the overall rec-
ommendation accuracy?

In what follows, we first present the experimental settings, and then describe
the details of the experiments.

4.1 Experimental Settings

Dataset Description. Our experiments are conducted on two publicly acces-
sible datasets: Filmtrust1, CiaoDVD (See footnote 1). Figure 2 shows that the
number of users follows a heavy-tailed distribution over the number of their
rated items, which indicates the two datasets are nature. The characteristics of
two datasets are summarized in Table 2. The ratings in CiaoDVD range from 1
to 5, and Filmtrust takes values from 0.5 to 4.

Table 2. The statistics of datasets

Dataset #Users #Items #Interactions #Trusts #Density

Filmtrust 1508 2071 35497 1853 1.14%

CiaoDVD 17615 16121 72665 40133 0.03%

1 https://www.librec.net/datasets.html.

https://www.librec.net/datasets.html
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Fig. 2. Overviews of datasets

Evaluation Metrics. To evaluate the performance of the group recommenda-
tion, we divide data into three parts, where 60% of the data are used for training,
20% of the data are used for validating, and 20% for testing. The performance
of a ranking list is judged by F1 and Normalized Discounted Cumulative Gain
(NDCG) [30].

Due to the conflict between precision and recall, we consider to reflect the
overall performance of the recommendation by a single value. Therefore, we use
F1@K to evaluate our model:

Precision@K =
∑K

i=1 reli
K

,Recall@K =
∑K

i=1 reli
|ytest

u | , (6)

F1@K = 2 · Precision@K · Recall@K

Precision@K + Recall@K
, (7)

where reli = 1 if the item at rank i in the top-K recommendation list is in the
test set, and 0 otherwise. ytest

u represents the items rated by user u in the test
set.

However, F1@K can not fully reflect the accuracy of recommendation
because it does not take positions of hits in the ranking list into considera-
tion. To address this problem, we adopt NDCG@K, which assigns higher scores
to hits at top ranks:

DCG@K =
K∑

i=1

2reli − 1
log2(i + 1)

, NDCG@K =
DCG@K

IDCG@K
(8)

The notion IDCG means the maximum DCG through ideal ranking list. For
both metrics, larger values indicate better performance. In the evaluation, we
compute both metrics for each user in the test set and report the average score.
Without special mention, we set K to 10 for two metrics.

Baselines. To justify the effectiveness of our method, we compare it with six
baselines:

GRSE [1]. This method first proposes a formal semantics which accounts
for item relevance to a group and preference consensus among group members.
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LGM [31]. This method first introduces latent factor model into the group
partition which is performed by clustering user latent factor vectors generated
by MF. With the presentations of group members, the group presentations are
produced by the predefined fusion strategies.

CGF [18]. This method generates groups and recommendations using net-
work centrality concept that groups of users with similar preferences.

Greedy-Var [30]. This baseline investigates the group recommendation
problem from the perspective of Pareto Efficiency, which tries to maximize the
group satisfaction and the fairness simultaneously.

UGR-F. This is a variant of our UGR model by removing the criterion
of relationship density. UGR-F is used for demonstrating the improvements by
fusing social information.

UGR-R. This is another variant of our UGR model by omitting the criterion
of fairness, which is used to verify that considering fairness in group recommen-
dation leads to better performance.

Hyper-Parameter Setting. For hyper-parameter tuning, we determine α and
β in Eq. (4) by the grid search in the range of [0,1] with a fixed step size of 0.1
on the validation set. We observe that F1@K and NDCG@K over the both two
real-world datasets achieve the maximum when α=0.7 and β=0.2, therefore we
choose the value 0.7, 0.2, and 0.1 as the weights of three criteria respectively in
the following experiments. Without special mention following, the learning rate
is set to 0.05.

4.2 Performance Comparison (Q1)

We first compare the recommendation performance of all methods on two real-
world datasets with respect to both metrics, and then investigate the convergence
of our methods.

Overall Comparison. We first compare the recommendation performance of
all methods under different number of groups and then investigate the effect of
package size on recommendation performance.

The performance comparison of all methods under different package sizes is
presented in Fig. 3. The conclusions are threefold:

Firstly, our methods show significant improvements over other baselines.
Specifically, both UGR-F and Greedy-Var take the satisfaction and fairness into
consideration, but the improvement of UGR-F over Greedy-Var is significant.
This verifies the effectiveness of integrating user grouping and recommendation
into a same optimization process.

Secondly, compared to UGR-F and UGR-R, UGR obtains a relative improve-
ment, which demonstrates that considering the fairness and relationship close-
ness within a group leads to better recommendation accuracy. It is an surprising
discovery since fairness and relationship closeness are not directly related to rec-
ommendation accuracy. The reason is that fairness can alleviate the imbalance
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Fig. 3. Performance comparison of F1@10 and NDCG@10 w.r.t the package size on
datasets of Filmtrust and CiaoDVD.
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Fig. 4. Performance comparison of F1@10 and NDCG@10 w.r.t the number of formed
groups on datasets of Filmtrust and CiaoDVD.

between satisfactions of users and the users who are less satisfied can get more
items they like so that the overall recommendation accuracy increases. As such,
considering assigning users with friendships or trusts to the same group also
can make up for the imbalance between satisfactions of users. For example, an
attraction with an amusement park intends to be chosen by a family with chil-
dren because adults often make compromises for their children, which indicates
that decision-making is influenced by relationships between group members.

Figure 4 shows the performance of all methods with respect to the number
of formed groups via user grouping. From the two figures, we have following
observations:

Firstly, our model UGR and its two simplified variants obtain better perfor-
mance for group recommendation tasks. The reason is that the multi-objective
optimization can effectively improve the recommendation accuracy and fusing
user grouping and recommendation facilitates the search of optimal solution.

Secondly, as the number of formed groups increases, the recommendation
accuracy keeps rising. The reason is that group members in a smaller group
often have more decision-making power than those in a larger group, therefore
the items chosen by the smaller group are more likely to satisfy their prefer-
ences. To see why the experimental results are reasonable, one can imagine that
recommendation accuracy is optimal when all formed groups have only one user
who needs to consider only her own tastes.
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Fig. 5. Recommendation performance of UGR, UGR-F, and UGR-R w.r.t the number
of iterations on Filmtrust and CiaoDVD

Convergence. In this part, we empirically study the convergence of our method
UGR and its two simplified variants. Figure 5 shows the recommendation per-
formance at each iteration on datasets of Filmtrust and CiaoDVD. First, we can
see that, with more iterations, the recommendation performance gets improved.
Second, they converge quite fast and the most effective updates occur in the first
5 iterations, which indicates the efficiency of our framework of multi-objective
optimization.

4.3 Is the Multi-objective Optimization Helpful? (Q2)

The overall performance comparison shows that UGR obtains the best results
on two typical metrics, demonstrating the effectiveness of the multi-objective
optimization for the group recommendation tasks. To further understand and
analyse the effectiveness of components of UGR in contributing to the improve-
ments of recommendation accuracy, we perform some ablation studies.

Fairness Effectiveness Study. In this subsection, we investigate the effective-
ness of fairness by controlling the weights on satisfaction and fairness.

Figure 6 shows the results of the simplified variant UGR-F. As α rises, both
two metrics gradually get improved, while they slightly decrease when α is over
0.8. This indicates that fusing fairness leads to better performance, but maxi-
mizing fairness alone tends to decrease the performance of recommendation. For
example, when we recommend commonly disliked items to a group, the fairness
is high but the overall group satisfaction is low.

Relationship Closeness Effectiveness Study. UGR-R which removes the
fairness effect is used to study the effectiveness of relationship closeness.

The results of the simplified variant UGR-R on two real-world datasets are
presented in Fig. 7. The performance of UGR-R rises first and then decreases with
the increase of the weight on relationship closeness. This reveals that relationship
closeness has a positive impact on the performance of our model, while we do
not obtain the best results when relationship closeness among group users is
maximized alone.
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Fig. 6. Performance of UGR-F for each α on datasets of Filmtrust and CiaoDVD.
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Fig. 7. Performance of UGR-R for each α on datasets of Filmtrust and CiaoDVD.

5 Conclusion

In this paper, we address the group recommendation problem from the perspec-
tive of multi-objective optimization. We propose a novel Unified Group Rec-
ommendation model for group recommendation. Specifically, given n users, m
items, the model assigns these users into l non-overlapping groups and respec-
tively chooses k items with highest scores from candidate items as recommenda-
tions for each group. Different from existing works which separate group parti-
tion and recommendation, we integrate them into an optimization process and
then alternatively adjust the group partition and recommendation by our pro-
posed alternate optimization algorithm. Extensive experiments have been made
on two real-world datasets. UGR consistently outperforms the state-of-the-art
group recommendation models on two typical metrics. Moreover, we perform
deep analyses of the components in UGR, which proves the effectiveness of our
model.

By referring to existing methods of group recommendation, we adopt three
criteria for designing the objective function. The reason is that we pay more
attention to whether the performance can obtain the improvements by inte-
grating group partition and recommendation. In the future, we will incorporate
more criteria and additional contextual information to further improve the per-
formance of our model.
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Abstract. Click-Through Rate (CTR) prediction is a significant tech-
nique in the field of computational advertising, its accuracy directly
affects companies profits and user experience. Achieving great ability of
generalization by learning complicated feature interactions behind user
behaviors is critical in improving CTR for recommender systems. Fac-
torization Machines (FM) is a hot recommender method for efficiently
modeling features’ second-order interactions. Nevertheless, FM cannot
capture the nonlinear and complex modes implied in the real-world data
while it models feature in a linear way and just uses the second-order fea-
ture interactions. In this paper, we propose a model named GFM, which
is an ensemble learning of FM and Gradient Boosting Decision Trees
(GBDT) for recommendations. We use FM to model linear features and
second-order feature interactions and use GBDT to model the side infor-
mation for transforming the raw features to cross-combined features. In
addition, we import the attention mechanism to calculate users’ latent
attention on different features. To illustrate the performance of GFM,
we conduct experiments on two real-world datasets, including a movie
dataset and a music dataset, the results show that our model is effective
in providing accurate recommendations.

Keywords: Factorization Machines ·
Gradient Boosting Decision Trees · CTR prediction · Attention

1 Introduction

In the era of big data, we face the challenge of information load, recommender
algorithm is an excellent solution for helping users getting useful information
when their needs are not clear and it has been applied in many user-oriented
companies such as Amazon and Facebook. Recommender systems are designed
to predict how much a user will be interested in an unconsumed item, which
drive sales for online businesses and enhance the user experience. Recommender
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systems, especially CTR prediction models, have been widely used by various
kinds of companies, they can make profits for companies and make the user get
a better experience. It was reported that recommendations accounted for about
60% video clicks in YouTube [8].

In modern recommender systems, FM [24] is a great solution for efficiently
modeling features’ second-order interactions which are proved to be powerful
in enhancing recommender systems’ performance [4,28]. Due to FM’s strong
generalization ability, many variants [10,13,21,31] of this algorithm have been
proposed. For example, Guo et al. proposed DeepFM [10] combining deep neural
networks and FM to learn the linear and nonlinear inherent structure from click
data. However, FM models feature in a linear way and just uses the second-
order feature interactions, it is not enough for capturing the nonlinear and com-
plex modes implied in the real-world data. GBDT is widely used in the area of
advertisements without identifications of users and items, it can learn nonlinear
features by itself and does not depend on previous feature engineering includ-
ing cross combination and feature normalization. It also has some variants, for
example, Chen et al. proposed an optimized distributed gradient boosting library
called XGBoost [6], which solved many data science problems in a fast and accu-
rate way. Ke et al. proposed a gradient boosting framework that used tree-based
learning algorithms called LightGBM [17], which could achieve faster training
speed and higher efficiency. We can often see their shadow in machine learning
competitions such as Kaggle and Tianchi.

Recently, whether in the industry or machine learning competitions, indi-
vidual models are usually assembled and training together to achieve better
predictive performance. For example, Google proposed the Wide&Deep struc-
ture that learned linear features using the Logistic Regression(LR) and captured
the nonlinear feature interactions using the deep neural network. Inspired by the
Tree-enhanced Embedding Model proposed by Wang et al. [30], we replace the
Matrix Factorization (MF) [19] part with FM because of its ignorance of feature
interactions. In this paper, we creatively incorporate FM, GBDT and attention
mechanism [5], in order to model feature in the linear and nonlinear way at the
same time.

The rest of the paper is organized as follows: after introducing some related
work in Sect. 2, we discuss our proposed method in Sect. 3. Then we compare
performance with some baselines on two real-world datasets in Sect. 4. Finally,
Sect. 5 concludes our work.

2 Related Work

In recent years, deep learning methods have got much attention in the research
of the recommender system. For the past few years, due to the amount of data
and the dimension of features have become bigger and bigger and the rapid
development of GPU, machine learning has made great developments and break-
throughs. Because of the popularity and the excellent performance of machine
learning and deep neural networks, most CTR prediction models have applied it
and the structure of CTR prediction models has evolved from shallow to deep.
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As a pioneer work, NNLM [3] learns the embedding of each word, aiming
to decrease the difficulty of dimension in language modeling, it has inspired
many CTR prediction models based on latent factors, such as MF and FM.
Deep&Crossing and Wide&Deep import multilayer perceptron to learn high-
order feature interactions, which enhances the generalization ability of the CTR
prediction model. DeepFM import FM as the Wide module in Wide&Deep, it
uses the FM module to learn the embedding of sparse features and uses the
multilayer perceptron module to learn the high-order interactions of features
automatically, this kind of model can reduce the manual feature engineering
work greatly.

In many machine learning competitions, the ensemble learning approaches
have achieved good results. For example, the gradient boosting library called
XGBoost has won the championship in many competitions of Kaggle. In this
work, considering FM’s great generalization ability and GBDT’s ability to
extract cross-combined features, we explore the ensemble learning of FM and
GBDT. In addition, we import the attention mechanism to learn each user’s
degree of attention on each cross-combined feature extracted by GBDT. The key
idea of the attention mechanism [5,27] is to learn to assign different attentive
weights for different features: the higher the weight, the greater the contribution
of the corresponding feature to the final result. The attention mechanism has
been widely applied in CTR prediction models, such as DIN [34] and DIEN [33]
proposed by Alibaba, it enhances those models’ performance.

3 Our Approach

In this section, we introduce our proposed GFM model. In order to work out
FM’s lack of extracting cross-combined features, we import GBDT for nonlinear
feature transformation. In addition, we import the attention mechanism to make
the model more personalized, it can obtain each user’s degree of attention on
different characteristics of the user and the item.

3.1 Model Designs

Design 1. GBDT is easy to exploit decision rules and model the side infor-
mation. Therefore, we can use it to capture cross-combined features. Figure 1
shows the architecture of the hybrid model (GBDT plus LR) [12]. As can be
seen, real-valued input features can be transformed into cross-combined features
easily. In addition, the initial idea of attention mechanism is based on the fact
that different parts of a model make different contributions to the final predic-
tion. In the field of the recommender system, we can also take it for granted
that features contribute differently to a user’s degree of interest on an item.
We incorporate attention mechanism with cross-combined features extracted by
GBDT and estimate the target as:

ŷG(Vui) =
∑

vl∈Vui

wl · vl (1)
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Fig. 1. Hybrid model architecture (GBDT plus LR). It feeds the cross-combined fea-
tures generated by GBDT part into the LR part.

Corresponding to Fig. 1, Vui includes all vectors of cross-combined features of a
specified user u and a specified item i, which are generated by the GBDT part,
and wl is a trainable parameter denoting the attentive weight of the l-th cross-
combined feature vector while vl is the embedding of l-th cross-combined feature
vector. Importantly, wl is personalized to be only dependent on identifications
of users. The value of wl can demonstrate the importance of l-th cross-combined
feature in the user’s mind, it can make the model more personalized.

Design 2. FM was originally proposed for the collaborative recommendation
[20,24,26]. Figure 2 presents the structure of FM. Given the real-valued vector of
a specified user and a specified item, FM estimates the target by modeling linear
features and second-order feature interactions between each pair of features:

ŷFM (Xui) = w0 +
n

∑

j=1

wj · xj +
n

∑

j=1

n
∑

k=j+1

vT
j vk · xjxk (2)

where Xui is a real-valued vector which contains all feature vectors of a specified
user u and a specified item i, w0 is the global bias, wj represents the strength
of the j-th variable and n is the number of features. The vT

j vk represents the
second-order interaction between the j-th and k-th variable, where vj ∈ R

m is
the embedding vector of the j-th feature and m denotes the dimension of feature
vj . Note that only non-zero features are considered, so we should filter the zero
values when we design the model.

Different from MF that only learns the latent factors of users and items, FM
can work with real-valued feature vector and learn features’ interactions. FM
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Fig. 2. The architecture of FM. It effectively uses second-order feature interactions.

is one of the most popular and effective embedding-based models for learning
from sparse data and it has been successfully applied to many predictive tasks
[15,22,23] such as computational advertising.

Design 3. Finally, we combine the outputs of models in Design 1 and Design
2:

ŷGFM = sigmoid(ŷG(Vui) + ŷFM (Xui)) (3)

where ŷG and ŷFM represent the outputs of models in Design 1 and Design
2 respectively, and sigmoid is a threshold function frequently used in neural
networks. The combination of GBDT and attention mechanism can boost the
accuracy of model performance because of the lack of capturing cross-combined
features in FM. Figure 3 shows the architecture of our proposed GFM model,
which is an ensemble learning of GBDT and FM. In addition, we import L2
regularization on embeddings of features, which can well prevent overfitting and
improve the model’s capacity of generalization to unseen data.

3.2 Loss Function

To learn the GFM model, we should specify an objective function to be opti-
mized. As we deal with the problem of CTR prediction, each target is a binary
value 1 or 0, so we can regard the learning of GFM model as a binary classifica-
tion task. We minimize the cross-entropy [32] loss defined as follows:

L = − 1
N

N
∑

i=1

yGFM · log(ŷGFM ) + (1 − yGFM ) · (1 − log(ŷGFM )) (4)
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Fig. 3. Overview of our GFM model. We use the GBDT and attention mechanism to
extract and process the cross-combined features.

where N is the number of users, y and ŷ represent the true value and the pre-
dicted value respectively. Since GFM consists of two cascaded models, both of
them are trained to optimize the loss. We first train the GBDT, which greedily
fits additive trees on the whole training data. After obtaining the cross-combined
features from GBDT, we optimize the GFM model using Adam optimization [18].

4 Experiments

4.1 Datasets and Evaluation Protocol

We conducted experiments on two publicly accessible datasets: the MovieLens1

and the KKBox2, both of which have some extra information (e.g., user demo-
graphics and item attributes). Table 1 shows some statistical information about
the MovieLens dataset and the KKBox dataset. Since we conducted some pre-
processing on both two datasets including non-numeric data conversion and sam-
pling negative samples, we directly used the processed data for training and eval-
uation. For evaluation, we adopted the leave-one-out protocol [25], which only
reserved one sample of each user for testing and used other samples as the train
data. For MovieLens 1M dataset, we selected the latest consumption as the test
data for each user. For KKBox dataset, we only reserved users’ consumed items
and randomly hold out a sample of each user while most of the non-consumed
items in the original data are in users’ local library and user likes or liked it.

1 https://grouplens.org/datasets/movielens/latest.
2 https://www.kaggle.com/c/kkbox-churn-prediction-challenge.

https://grouplens.org/datasets/movielens/latest
https://www.kaggle.com/c/kkbox-churn-prediction-challenge
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Table 1. Statistics of the MovieLens dataset and the KKBox dataset.

Dataset Samples Users Items

MovieLens 1M 1000209 6040 3952

KKBox 1569159 8216 9201

Because both datasets only have positive samples, we randomly paired each pos-
itive sample in the train data with 4 negative samples. In addition, we paired
each positive test sample with 99 randomly sampling negative samples.

We use the Hit Ratio (HR) [9] and Normalized Discounted Cumulative Gain
(NDCG) [11] to evaluate the performance of the GFM model and set the thresh-
old of them at 10. HR and NDCG have been widely used as evaluation proto-
cols of web search engine algorithms or related applications [1,14,16]. HR is a
recall-based measure that indicates how many percentages of users have been
successfully recommended and NDCG is a measure of ranking quality, both of
which are highly correlated with accuracy. We compute the average scores of all
users. Formally, the definitions of HR@10 and NDCG@10 are as follows:

HR@10 =
∑N

i=1 H(u)
N

(5)

NDCG@10 =

∑N
i=1

log2
log(p(u)+2)

N
(6)

For HR@10, u is a specified user, N is the number of users and H(u) is a binary
value which means whether the positive sample of u is in the recommendations
if we recommend 10 items to the user u. For NDCG@10, u and N have the
same meaning as HR@10, and p(u) is the position of the positive sample in the
recommendation list of the user u.

4.2 Baselines

We compared GFM to the following item recommender methods:

GBDT+LR. It is a hybrid model which combines GBDT with LR. In this
model, the one-hot encoded [2,28] categorical variables are used as inputs. The
output of each decision tree is deemed as a categorical input feature to a linear
classifier. GBDT can generate powerful cross-combined features. This method
can provide explanations easily at the same time.

Wide&Deep. Wide&Deep is composed of LR and deep neural networks. The
LR part models feature in a linear way. The deep neural networks part first
concatenates embeddings of different features, then employs a multilayer per-
ceptron to model high-order feature interactions. It aims at acquiring the ability
of memorization and generalization at the same time.
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MF. MF is a simple but effective embedding-based model for collaborative
filtering, the key of which is to learn the embedding of each user and each item.
It’s very popular since it has been proposed in the Netflix Prize Challenge.

FM. FM is a great solution for efficiently modeling features’ second-order inter-
actions, and its linear complexity attracts much attention of advertisements com-
panies. FM possesses outstanding performance on personalized tag recommen-
dation and context-aware prediction. We have introduced the architecture of FM
in the previous section.

DeepFM. DeepFM combines FM with deep neural networks. The FM part can
learn second-order feature interactions via factorized interaction parameters and
the deep neural networks part can learn high-order feature interactions by its
complex nonlinear architecture, but this method has a great number of hyper-
parameters.

4.3 Parameter Settings

For the purpose of fair comparisons, we learned all of them by employing Adam
optimization to minimize the cross-entropy loss (Eq. (4)). To avoid overfitting,
we traverse the L2 regularization parameter in the set [0.001, 0.0015, ..., 0.02] and
we go through the dropout [29] ratio for the neural network models in the set [0.1,
0.3, 0.5, 0.7] for each embedding-based method. Figure 4 shows the performance
of all compared embedding-based methods on two real-world datasets, and we
choose the embedding size in the set [8, 16, 32, 64]. For the models containing
GBDT, we set the number of trees to 100 and the maximum depth of trees to 4.

Table 2. Performance comparison of Hit@10 ang NDCG@10 Scores (%) at embedding
size 64 on MovieLens 1M and KKBox datasets.

Method MovieLens 1M KKBox

HR@10 NDCG@10 HR@10 NDCG@10

GBDT + LR [12] 38.05 21.14 40.74 25.61

Wide&Deep [7] 68.60 41.23 75.32 53.06

MF [19] 69.81 42.08 75.80 53.10

FM [24] 70.48 42.20 76.02 54.01

DeepFM [10] 69.75 41.83 76.99 54.16

GFM 70.73 42.51 77.46 54.68
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(a) HR@10 on MovieLens 1M (b) NDCG@10 on MovieLens 1M

(c) HR@10 on KKBox (d) NDCG@10 on KKBox

Fig. 4. Performance comparison of HR@10 and NDCG@10 Scores (%) between embed-
ding size {8, 16, 32, 64} on MovieLens 1M and KKBox datasets.

4.4 Performance Comparison

We first make comparisons between our model and other item recommender
approaches. Table 2 illustrates the performance of HR@10 and NDCG@10 at
embedding size 64 on all compared approaches. Benefited from features’ second-
order interactions and cross-combined features’ modeling, our method achieves
equal or even better scores of HR@10 and NDCG@10 than other approaches. As
shown in Fig. 4, GFM’s improvement on KKBox dataset is better because it has
richer side information than Movielens 1M dataset. It indicates that the cross-
combined features extracted from GBDT can enhance our model’s performance.

5 Conclusion

In this paper, we propose the GFM network to address the problem of CTR
prediction in recommender systems. We use FM as the backbone to model
linear features and second-order feature interactions, which greatly enhance the
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latent representation of features. In addition, we use the GBDT and attention
mechanism to exploit cross-combined features. Although our approach is simple
and easy for implementation, extensive experiments on two real-world datasets
show that we have achieved promising performance in terms of accuracy.

Acknowledgments. This work is supported by National Natural Science Foundation
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Abstract. Matrix Factorization (MF) is a latent factor model, which
has been one of the most popular techniques for recommendation sys-
tems. Performance of MF-based recommender models degrades as the
sparseness of user-item rating data increases. MF-based models map each
user and each item into a low dimensional space, where either of them is
represented by a point in the space. While a point is a concise and sim-
ple representation of a user’s preference or an item’s characteristics, it is
hard to learn the precise position of the point, especially when the data is
very sparse. In this paper we propose an alternative latent space model,
Latent Path Connected Space model (LSpace), to address this issue. In
this model, users and items are both represented by path connected space
described by different latent dimensions and spatial intersection between
user space and item space reflects their matching degree. Extensive eval-
uations on four real-world datasets show that our approach outperforms
the Matrix Factorization model on rating prediction task especially when
the rating data is extremely sparse.

Keywords: Path connected space · Matrix factorization ·
Spatial intersection · Recommendation

1 Introduction

Recommender System (RS) has become one of the most popular and important
components for online business. RS is designed to automatically find the most
relevant items (i.e. movies, products, music, news etc.) from a large candidate
collection, and then generate personalized recommendation lists for users. For
companies, RS can be used to promote their products and enhance user experi-
ences. For users, RS can be utilized to filter products which suit them, and save
their time on picking products from a large corpus. Due to the significance of
RS, many recommender models have been developed in the past decade.

RS usually predicts users’ preferences based on historical interaction between
users and items such as ratings, and some auxiliary information such as textual,
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temporal and spatial data. Recommendation system based on explicit rating
information usually transforms the problem into rating prediction task, focusing
on estimating scores (e.g., 1–5) users give to items. However, the user-item rating
matrix is usually very sparse, making most recommendation models such as MF
not satisfying.

Matrix factorization (MF) is a widely adopted recommendation model, show-
ing superior performance over memory-based models in many cases [1,2]. Many
variants based on matrix factorization such as weighted regularized matrix fac-
torization [3] and probabilistic matrix factorization [4] have been proposed. MF-
based models utilize user-item rating matrix (or user-item interaction matrix)
and map each user and each item into a low dimensional space, where a user or
an item is represented by a point in the space. The matching degree between
a user and an item is approximated by inner product of their latent vectors.
While a point is a concise and simple representation of a user’s preference or
an item’s characteristics, it is hard to learn the precise position of the point,
especially when the data is very sparse. In order to mitigate this issue, exist-
ing researches usually use auxiliary information such as textual, social networks,
temporal and spatial data to alleviate the problem [7–10,13]. In this paper, we
aim to develop an alternative way to model the recommendation task based only
on the user-item interaction matrix.

The main contributions of our paper are summarized as follows:

– We propose a novel recommendation model, Latent Path Connected Space
model (LSpace), in which users and items are both represented as path con-
nected space and spatial intersection reflects their matching degree.

– We conduct extensive experiments on four real-world datasets, and results
show that our proposed model outperforms the Matrix Factorization model
on rating prediction task, especially when the rating data is extremely sparse.

2 Related Work

Matrix factorization has been one of the most effective models for recommenda-
tion. Many studies aim to improve MF and propose variants for rating predic-
tion. For instance, Koren et al. [11] introduced biases to model specific features
of users and items. Salakhutdinov et al. [4,12] extended MF to a probabilis-
tic graphical model. Recently, approaches based on auxiliary information have
been developed to utilize textual, social networks, temporal and spatial data.
Specifically, Wang et al. proposed collaborative topic regression model (CTR)
which combines Latent Dirichlet Allocation (LDA) and collaborative filtering [9].
Kim et al. [14] proposed Convolutional Matrix Factorization (ConvMF) which
integrates convolutional neural network (CNN) and matrix factorization to fully
capture the document information. These models further developed MF and
alleviated the sparsity problem.

However, as aforementioned, most existing methods still aim to overcome the
sparsity problem based on matrix factorization rather than consider other alter-
native models to rely only on user-item interactions. Despite the success of MF,
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the performance of MF may be constrained by the latent vector representation
and the simple prediction through inner product of latent vectors [5,6]. In real
applications, users and items are usually described by many correlated aspects.
If we treat users and items as points, we oversimplify the representation and
make the learning task hard in some circumstances such as severe sparsity.

3 Preliminaries

Suppose we have N users, M items and a rating matrix R ∈ R
N×M . Let Rij

indicates the rating of user i to item j. Usually, most of entries in R are unknown
and the aim of recommender models is to predict ratings for unknown entries.

For convenience, Table 1 summarizes the notations used in this paper.

Table 1. Notations

Notations Description

K Dimensionality of path connected space

N Number of users

M Number of items

R, R̂ Rating matrix, predicted rating matrix

U , V Set of latent models of users and items

ui, vj Latent models of user i and item j

γ Mapping factor

In MF, user i and item j are represented as K-dimensional vectors, ui ∈ R
K

and vj ∈ R
K . The rating Rij is approximated by the inner product of latent

vectors of user i and item j, Rij ≈ uT
i vj . Generally, to train this latent model,

Mean Square Error (MSE) is used as a loss function L, and the latent vectors
are learned by minimizing the loss function L:

L (U, V ) =
N∑

i=1

M∑

j=1

Iij
(

Rij − R̂ij

)2
=

N∑

i=1

M∑

j=1

Iij
(

Rij − u
T
i vj

)2 (1)

Where Iij indicates if user i rates item j.

4 Latent Path Connected Space Model

In this section, we provide details of the proposed model, Latent Path Connected
Space model (LSpace). We first introduce the definition of path connected space,
and explain how to simplify the structure of path connected space. Then, we
propose to use spatial intersection to measure the matching degree between
users and items. Finally, we give the loss function of the model.
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4.1 Path Connected Space

Path connected space [17] is a type of topological space in which for any two
points x1, x2 there always exists a path from x1 to x2. Analogously, if we repre-
sent users and items as path connected space described by different dimensions
of aspects, the relation between any two aspects can be maintained. For example,
a movie can be described by many aspects, such as music, dialogue and plot. A
movie’s music is usually consistent with plot, and the plot is usually consistent
with its dialogue. Through the representation of path connected space, we con-
sider the relevance between different aspects of a user or an item. If we know
the shape of the space, we can represent it by parameters. For instance, in a
three-dimensional situation, a user or item can be represented as an ellipsoid. A
point (x, y, z) in the ellipsoid can be described by the following equation:

(x − x0)
2

a2
+

(y − y0)
2

b2
+

(z − z0)
2

c2
≤ 1 (2)

Where x0, y0, z0 are the coordinates of the center of the ellipsoid, a, b, c are
radius of the dimensions x, y and z. The parameters of space can be defined as:

< (x0, a) , (y0, b) , (z0, c) > (3)

For instance, Fig. 1 shows the ellipsoid with parameters 〈(0, 3) , (0, 2) , (0, 1)〉.
However, if the shape of space is too complex, it will be difficult to describe
it with finite parameters. Therefore, we simplify the shape to be a rectangular
space which can cover the original space as much as possible. For example, A
three-dimensional rectangular space can be used to approximate the ellipsoid as
shown in Fig. 1.

Fig. 1. Ellipsoid space and three-dimensional rectangular space.

The rectangular space can be described with parameters which contain lower
and upper bounds of each dimension. Specifically, in K-dimensional situation, a
user ui or an item vj can be represented as a rectangular space with parameters:

ui =<
(

u
low
i1 , u

up
i1

)
,
(

u
low
i2 , u

up
i2

)
, ...,

(
u
low
iK , u

up
iK

)
> (4)
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vj =<
(

v
low
j1 , v

up
j1

)
,
(

v
low
j2 , v

up
j2

)
, ...,

(
v
low
j2 , v

up
jK

)
> (5)

In the rectangular space of a user, each latent dimension represents one aspect
of the user’s preference, while in the rectangular space of an item, each latent
dimension represents how the item performs in the corresponding aspect.

4.2 Spatial Intersection

If both users and items are modeled as rectangular space, how to measure their
matching is important for making recommendation. We propose to use spatial
intersection to reflects their matching degree. Spatial intersection of two spaces
means the overlapping area of them. The overlapping of the user’s space and
the item’s space indicate the matching of user’s preference with the item. For
instance, suppose two dimensions of the latent space are genre and actor, if a
user prefers comedy movies and actor Charlie Chaplin, a movie is performed by
Charlie Chaplin, then the user and movie share the same subspace about Charlie
Chaplin. The bigger the overlapping, the higher the matching.

The spatial intersection between user i and item j is denoted as ui∩vj , which
defines their common subspace. The spatial intersection between user i and item
j is defined by Eqs. (6) and (7):

ui ∩ vj = < δ
(

u
low
i1 , v

low
j1 , u

up
i1 , v

up
j1

)
, δ

(
u
low
i2 , v

low
j2 , u

up
i2 , v

up
j2

)
,

..., δ
(

u
low
iK , v

low
jK , u

up
iK , v

up
jK

)
>

(6)

δ
(

u
low
ik , v

low
jk , u

up
ik , v

up
jk

)
=

⎧
⎨

⎩
φ, if min

(
uup
ik , vup

jk

)
− max

(
ulow
ik , vlow

jk

)
< 0(

max
(

ulow
ik , vlow

jk

)
,min

(
uup
ik , vup

jk

))
, otherwise

(7)

Where φ indicates empty interval. For instance, Fig. 2 shows the calculation
process of spatial intersection ui ∩ vj in a two-dimensional situation.

Fig. 2. The calculation of spatial intersection ui ∩ vj in a two-dimensional space.

The matching degree can be measure by the size of the spatial intersection
|ui ∩ vj | normalized by the size of spatial union |ui ∪ vj |.

|ui ∩ vj |
|ui ∪ vj | =

|ui ∩ vj |
|ui| + |vj | − |ui ∩ vj | (8)
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The size of spatial intersection ui ∩ vj , spatial union ui ∪ vj , K-dimensional
rectangular space of user i and item j are calculated based on Eqs. (9) to (11).

|ui| =
K∏

k=1

(
u
up
ik − u

low
ik

)
(9)

|vj | =
K∏

k=1

(
v
up
jk − v

low
jk

)
(10)

|ui ∩ vj | =
K∏

k=1

max
(
min

(
u
up
ik , v

up
jk

)
− max

(
u
low
ik , v

low
jk

)
, 0

)
(11)

The size of the space is defined based on Peano-Jordan measure [15], which is
an extension of the notion of size.

If rating range is not in [0,1], we need a mapping function f (·) between
normalized spatial intersection |ui∩vj |

|ui∪vj | ∈ [0, 1] and rating R̂ij .

R̂ij = f

( |ui ∩ vj |
|ui ∪ vj |

)
(12)

In our experiment, we use a factor γ to conduct the mapping:

R̂ij = γ
|ui ∩ vj |
|ui ∪ vj | (13)

4.3 Learning of the Model

In order to compare with Matrix Factorization model, we adopt the widely used
squared loss which is the same as used in Matrix Factorization, which is:

L (U, V ) =

N∑

i=1

M∑

j=1

Iij
(

Rij − R̂ij

)2
=

N∑

i=1

M∑

j=1

Iij

(
Rij − γ

|ui ∩ vj |
|ui ∪ vj |

)2

(14)

Where U = {ui}i=1,...,N , V = {vj}j=1,...,M .
We solve the optimization problem through gradient descent. The learning

algorithm of LSpace is provided below.

Algorithm. LSpace

Input : number of users N , number of items M , rating matrix R ∈ R
N×M , mapping factor

γ, dimension K
Output : U , V
Major steps :
Initialize parameters U = {ui}i=1,...,N ,V = {vj}j=1,...,M with normal distribution

While not convergence do
Sample minibatch T records (i, j, Rij) from R
Update U , V by gradient descent of loss function:

∑
T

(
Rij − γ

|ui∩vj |
|ui∪vj |

)2

5 Experiments

To evaluate the performance of the proposed model, we conducted experiments
on four real datasets.



Latent Path Connected Space Model for Recommendation 169

5.1 Experiment Setting

We evaluate the performance of our model on rating prediction task using the
following datasets:

– Movielens Datasets. Movielens-100K and Movielens-1M are widely used in
recommendation research. They include historical interactions of users and
movies.

– Amazon Datasets. We use 2 parts of Amazon data: Amazon Video and
Amazon Music. They include historical interactions among users, videos and
music.

For convenience, Table 2 summarizes the statistics of the four datasets. Among
the datasets, the two Amazon datasets are much more sparser than the Movielens
datasets, and Amazon Music has higher sparsity than Amazon Video.

Table 2. Statistics of datasets.

Datasets Users Items Ratings Density

Movielens-100K 943 1682 100000 6.30%

Movielens-1M 6040 3706 1000209 4.47%

Amazon Video 426922 23965 583933 0.005%

Amazon Music 478235 266414 836006 0.0006%

We optimize our model using Adam optimizer [16] and use mini-batch of size
256. We randomly split each dataset into a training set (80%) and a test set
(20%). We compare our model with the Matrix Factorization model. For a fair
comparison, we set the same value of dimensions K for these two models and
adjust its value from 5 to 10. The performance is measured by root mean square
error (RMSE) and mean absolute error (MAE).

5.2 Experimental Results

The comparison is shown in Tables 3, 4, 5, 6, 7 and 8. From these tables we
find that for the two Movielens datasets, the performance of our model LSpace
is closed to MF, with small improvement. While for the two Amazon datasets,
our model performs much better than MF. As the Amazon datasets have much
higher sparsity than the other two datasets, we can conclude that our model
shows great superiority to MF when the dataset becomes sparse. The reason is
that when the data is very sparse, it is hard to learn the accurate position of each
user and item in MF model. While using our model, we can estimate a range of
values for each dimension, which is easier than learning a particular value.
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Table 3. Experiment results with dimension K = 5

K = 5 RMSE MAE

LSpace MF Improvement LSpace MF Improvement

Movielens-100K 0.9551 0.9766 2.20% 0.7593 0.7645 0.68%

Movielens-1M 0.8870 0.9194 3.52% 0.7051 0.7224 2.39%

Amazon Video 1.7741 4.5371 60.90% 1.3599 3.6418 62.66%

Amazon Music 2.6272 4.7680 44.90% 1.9718 3.8983 49.42%

Table 4. Experiment results with dimension K = 6

K = 6 RMSE MAE

LPCSM MF Improvement LPCSM MF Improvement

Movielens-100K 0.9566 0.9794 2.33% 0.7615 0.7640 0.33%

Movielens-1M 0.8873 0.9107 2.57% 0.7016 0.7137 1.70%

Amazon Video 1.8378 4.4518 58.72% 1.4269 3.6123 60.50%

Amazon Music 2.6875 4.6111 41.72% 2.0337 3.7887 46.32%

Table 5. Experiment results with dimension K = 7

K = 7 RMSE MAE

LPCSM MF Improvement LPCSM MF Improvement

Movielens-100K 0.9585 0.9739 1.58% 0.7617 0.7655 0.50%

Movielens-1M 0.8887 0.9204 3.44% 0.7037 0.7213 2.44%

Amazon Video 1.8948 4.2955 55.89% 1.4596 3.5103 58.42%

Amazon Music 2.7475 4.5409 39.49% 2.1031 3.7731 44.26%

Table 6. Experiment results with dimension K = 8

K = 8 RMSE MAE

LPCSM MF Improvement LPCSM MF Improvement

Movielens-100K 0.9642 0.9847 2.08% 0.7642 0.7721 1.02%

Movielens-1M 0.8898 0.9177 3.04% 0.7016 0.7179 2.27%

Amazon Video 1.9292 4.1240 53.22% 1.4950 3.3900 55.90%

Amazon Music 2.7906 4.5680 38.91% 2.1684 3.8726 44.01%
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Table 7. Experiment results with dimension K = 9

K = 9 RMSE MAE

LPCSM MF Improvement LPCSM MF Improvement

Movielens-100K 0.9666 0.9728 0.64% 0.7681 0.7638 −0.56%

Movielens-1M 0.8920 0.9147 2.48% 0.7054 0.7156 1.43%

Amazon Video 1.9737 4.0574 51.36% 1.5452 3.4179 54.79%

Amazon Music 2.8336 4.5286 37.43% 2.2309 3.8445 41.97%

Table 8. Experiment results with dimension K = 10

K = 10 RMSE MAE

LPCSM MF Improvement LPCSM MF Improvement

Movielens-100K 0.9680 0.9914 2.36% 0.7695 0.7780 1.09%

Movielens-1M 0.8932 0.9222 3.14% 0.7069 0.7206 1.90%

Amazon Video 1.9833 4.1007 51.64% 1.5416 3.4333 55.10%

Amazon Music 2.8541 4.4707 36.16% 2.1978 3.8225 42.50%

6 Conclusions and Future Works

In this paper we propose a new recommendation model, Latent Path Connected
Space model (LSpace). In this model, users and items are represented as path
connected space, instead of a point as used in matrix factorization model. We
propose to use spatial intersection to reflect the matching degree between user
and item. Experiments conducted on four real-world datasets show that our
approach outperforms the Matrix Factorization model on rating prediction task,
especially when the rating data is extremely sparse.

In the future, we can extend the model to deal with implicit feedback. We can
also study how to use auxiliary information such as textual, social networks, tem-
poral and spatial data to further improve the performance of recommendation.
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Project of Key Research Institute of Humanities and Social Sciences at Universities
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Abstract. This paper revisits set containment join (SCJ), which has
many fundamental applications in commercial and scientific fields. To
improve the performance further, this paper proposes a new adaptive
parameter-free in-memory algorithm for SCJ, named as FreshJoin. It
accomplishes this by exploiting two flat indices, which record three kinds
of signatures (i.e., the two least frequent elements and a hash signature).
Experiments on 16 real-life datasets show that FreshJoin usually reduces
more than 50% of space costs while remains as competitive as the state-
of-the-art algorithms in running time.

Keywords: Set containment join · Frequency hash · Join algorithm

1 Introduction

Sets are ubiquitous and widely used in databases, where data are processed
and analyzed. For example, a set-valued attribute of a tuple may record the
prerequisites of a course, or the labels of a digital image, or the tokens in an
email, and so on. With this comes a large body of research interests on efficient
algorithms for fundamental operations on such attributes such as containment
joins [1–10], containment queries (e.g., [11]), and similarity joins (e.g., [12]).

This paper focuses on set containment join (SCJ). That is, given two relations
R and S with a set-valued attribute set each, to find all pairs 〈r, s〉 ∈ R×S such
that r.set ⊆ s.set. For instance, in the online course selection system, each course
has a set of prerequisites and each student has a set of courses he/she has learned.
Let ei denote a course. Figure 1(a) illustrates prerequisites of courses in R and
Fig. 1(b) shows learnt courses for each student in S. Naturally, a student s can
choose a course r only if s has studied all prerequisites of r (i.e., r.set ⊆ s.set).
By executing SCJ R ��⊆ S, the system can forecast all potential course selections
and make arrangement for each course correspondingly.

The early SCJ algorithms [6–10] are mainly disk-based. And, their perfor-
mances are mainly bounded by their underlying in-memory processing strate-
gies [3]. Recently, researchers turned to study in-memory algorithms [1–5], due
c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 175–190, 2019.
https://doi.org/10.1007/978-3-030-26075-0_14
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(a) A sample relation R (b) A sample relation S

Fig. 1. Two relations for running examples

to the improvement of modern hardware and the popularity of distributed com-
puting infrastructures. Such algorithms are either signature baaed or prefix-tree
based. Signature-based algorithms (e.g., SHJ [10], PSJ [9], APSJ [7] and PTSJ
[3]) encode each set as a hash signature, and use bitwise operation on signatures
as a filter to check possible containment. The main challenge there is how to
find potential signature pairs that may pass through the filter. The usual way is
to, for each signature from R, enumerate all potential signatures from S, which
incurs high CPU cost and works well only on short signatures although spe-
cial structures such as PATRICIA TRIE [3] can be used to alleviate this defect
to some extent. While, prefix-tree-based algorithms (e.g., Pretti [5], Pretti+ [3],
LIMIT [4], Piejoin [2], ttjoin [1]) achieve high speeds by exploiting prefix tree(s)
to share the intersection operations (of inverted lists) among any tuples r ∈ R
which have common prefixes. However, prefix trees need high space cost. In fact,
when the average set size is large, the space for prefix trees is several times of
space for the data itself. Although the space cost can be sharply reduced by
limiting the height of the tree (e.g., LIMIT [4], ttjoin [1]), or storing the tree as
several arrays (e.g., Piejoin [2]), or compressing the non-branching nodes into
single nodes (Pretti+ [3]), these algorithms do not perform well on all datasets
because their performance depend on some empirical parameters (e.g., the height
of prefix trees) or other factors which are hardly adaptive to datasets themselves.

In the big-data era, it is important to make SCJ-algorithms well-scaled in
both space cost and running time. To do so, this paper proposes a new parameter-
free adaptive algorithm, named as frequency-hash join or FreshJoin in short, to
evaluate SCJ efficiently. FreshJoin gives up prefix trees totally to reduce space
cost. Instead, it uses two flat indices to record three kinds of signatures. The
first is the hash signatures (i.e., bitmaps) of sets in both R and S, and the
second (third resp.) is the (2nd resp.) least frequent elements of sets in R. These
signatures are well organized in the new index structure such that (1) FreshJoin
can use the bitwise filter (like in SHJ [10] and PTSJ [3]) but without enumerating
the hash codes; and (2) FreshJoin can exploit the hash signatures to reduce as
many as possible tuple pairs fed into the bitwise filter. This guarantees that
FreshJoin evaluates SCJ efficiently. Besides, FreshJoin performs SCJ adaptively
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according to the statistics of the datasets by allowing the lengths of hash codes to
change adaptively. Compared with the state-of-the-art SCJ algorithms, FreshJoin
usually keeps as competitive as its counterparts in running time and reduces even
more than 50% of space cost. In the worst case, it remains as competitive as its
counterparts in both space costs and running time. Our theoretical analysis
provides a rule to distinguish the worst case from other cases.

Our main contributions include: (1) We propose a parameter-free adap-
tive algorithm to evaluate SCJ efficiently, (2) We propose a sparse asymmetric
inverted index to make three kinds of signatures work coordinately and eco-
nomically, (3) We propose a new hash function to estimate the signature length
adaptively by partitioning the elements into three groups according to their fre-
quencies, and (4) We conduct experiments on 16 real-life representative datasets
and find that our algorithm is adaptive, well scaled, efficient and effective.

The remainder is organized as follows. Section 2 is preliminaries. Section 3
describes the framework of FreshJoin algorithm. The hash function and the sig-
nature length are discussed in Sect. 4. Section 5 reports experimental results.
Section 6 summaries the related work, followed by the conclusion in Sect. 7.

2 Preliminaries

This section introduces basic concepts and definitions (summarized in Table 1).

Table 1. The summary of notations

Notation Definition

U ; |U| Universe set; size of universe set

r, R; s, S A tuple, a set-valued relation

|R|; |S| Number of tuples in a set-valued relation

fS(ei) Frequency of element ei in S
IR(ei) Inverted list of element ei for tuples in R
IS(ei) Inverted list of element ei for tuples in S
sigR(rj) Hash code of a set rj .set for rj ∈ R
sigS(sj) Hash code of a set sj .set for sj ∈ S
e
(r)
j ; e

(s)
j j-th element in r.set, s.set for r ∈ R, s ∈ S

lavg(S) Average size of sets s.set for s ∈ S
σS Standard deviation of all |s.set| for s ∈ S
M eM ∈ U is the first mid frequency element

H eH ∈ U is the first high frequency element

wsig Length of hash code, in unit of 64-bit integer

M ′ b0∼bM′−1 in signature is for low frequency

H ′ bM′∼bH′−1 in signature is for low frequency
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We assume a discrete universe set, denoted as U , consisting of a linearly
ordered list of elements e1, e2, · · · , en. Thus, each set can be viewed as a subse-
quence of U . It is easy to figure out an algorithm verify to verify whether a set
A is a subset of a set B in O(|A| + |B|) time.

Set-valued relations associate each tuple with a set from U . The schemas of
set-valued relations are represented as R = (A1, · · · ,Ap, SET ), where Ai is an
attribute with domain Ωi for i = 1, · · · , p and SET is an attribute with domain
2U . A tuple r over schema R is a finite collection that contains for each Ai a
value vi ∈ Ωi and for SET a set r.set from the universe U . The i-th element
of r.set is denoted as e

(r)
i without any ambiguity. A set-valued relation R over

schema R is a finite collection of tuples over R. The size of R, denoted as |R|,
is the number of tuples in R.

Definition 1 (Set Containment Join). Given two set-valued relations R and
S, the set containment join (or SCJ in short) between R and S, denoted as
R ��⊆ S, is to find all tuple-pairs 〈r, s〉 ∈ R × S such that r.set ⊆ s.set. That is
R ��⊆ S = {〈r, s〉|r ∈ R, s ∈ S, r.set ⊆ s.set}.
Example 1. For R and S in Fig. 1, the result of set containment join R ��⊆ S is
{〈r3, s1〉, 〈r4, s4〉, 〈r5, s3〉, 〈r6, s9〉, 〈r7, s4〉, 〈r7, s6〉, 〈r7, s12〉}.

Further, we assume R and S share a common universe set U , and all elements
in U are sorted in ascending order of their frequencies, which is defined below.

Definition 2 (frequency of element). Given R and S of SCJ R ��⊆ S, the
S-frequency (or frequency in short) of each ei ∈ U , denoted as fS(ei), is the
number of tuples s ∈ S such that ei ∈ s.set. That is fS(ei) = |{s|s ∈ S, ei ∈
s.set}|.
Example 2. For R and S in Fig. 1, U = {e1, e2, · · · , e11}, fS(ei) = i for i =
1, 2, ..., 11, and U are sorted in ascending order of frequencies.

Based on the sorted universe, tuples in both input relations of SCJ can be
sorted further by the data loading procedure in lexicographical order of their
sets. Most SCJ algorithms (e.g., Pretti [5], Pretti+ [3], LIMIT [4], Piejoin [2] and
ttjoin [1]) benefit from this by accelerating both the creation of prefix tree and
the joining procedure. This paper also assume the input relations be sorted in
this way. For instance, R (Fig. 1(a)) and S (Fig. 1(b)) are sorted.

A naive SCJ algorithm applies procedure verify on each pair 〈r, s〉 ∈ R × S,
and results in O(|R|·|S|·lavg(S)) time. Hash signatures can be used to accelerate
this algorithm by adding a bitwise filter before applying verify.

Hash signatures of sets are bitmaps of length wsig · 64. They are used to
represent or approximate sets in wsig 64-bit integers. In SCJ, it suffices to set one
bit in the signature for each element of the set. A function hash is applied to map
each element to an integer in [0, wsig ∗ 64 − 1]. Thus, the signature sig(set) of a
set set can be computed by successively setting hash(ei)-th bit for each ei ∈ set.
Such signatures are all SCJ-friendly, i.e., set1 ⊆ set2 ⇒ sig(set1)&sig(set2) =
sig(set1) (& is the bitwise AND operation). Via this fact, it is easy to implement
a bitwise filter bitwiseFilter which is helpful for SCJ algorithms.
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Fig. 2. freshIndex of sample relations in Fig. 1

Example 3. Here is a toy hash function h, which generates 8-bit SCJ-friendly
signatures for data in Fig. 1. h(e1) = 0. h(e2) = h(e3) = 1. h(e4) = h(e5) = 2.
h(e6) = 3. h(e7) = h(e8) = 4. h(e9) = 5. h(e10) = 6 and h(e11) = 7.
Since r6 = {e5, e8, e10, e11}, only the 3rd, 5th, 7th and 8th bit of sig(r6) are
1s, i.e., sig(r6) = 00101011. Similarly, sig(s9) = 00111111 and sig(s10) =
00011011. Since sig(r6)&sig(s9) = sig(r6), 〈r6, s9〉 may be in R ��⊆ S. While
sig(r6)&sig(s10) �= sig(r6), 〈r6, s10〉 /∈ R ��⊆ S.

Via the hash signatures and the bitwise filter, SCJ can be evaluated by
the filter-and-refine framework, which enumerates all s ∈ S probably satisfying
sig(r)&sig(s) = sig(r) for each r ∈ R and calls verify 〈r, s〉 only for pairs passing
through the filter. Unlike the approaches adopted in SHJ [10] and PTSJ [3],
this paper uses smart mechanisms to avoid such enumerations by establishing
connections from hash signatures of r ∈ R to hash signatures of such s ∈ S.

3 Framework of Freshjoin

We first describe our index structure, discuss its creation and space cost
(Sect. 3.1). Then, we present FreshJoin algorithm, state its correctness and ana-
lyze its complexity (Sect. 3.2). The detail of the hash function is postponed to
next section, except that the signature length wsig is assumed.

3.1 The Index and Its Creation

The FreshJoin algorithm uses 3 kinds of signatures. The first is the hash codes
associated with tuples in both R and S. The second is the least frequent element
in set r.set for each r ∈ R. And, the 3rd is 2nd least frequent elements in set
r.set for each r ∈ R. To make these signatures work coordinately, they are well
organized into two kinds of flat index structures, i.e., arrays and inverted indices.

The Structure of freshIndex. Two arrays sigR and sigS are used to index
hash codes for R and S respectively. Each unit of the arrays stores wsig 64-bit
integers, and can be accessed via the IDs of tuples in R or S.
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A sparse inverted index IR is used to index the 2nd and 3rd kind of signatures
for tuples in R. Each e ∈ U has an inverted list IR(e) in IR. Each item in IR(e)
is a pair 〈i, e′〉, which means that ri ∈ R and e (e′ reps.) is the (2nd resp.) least
frequent element in ri.set. All items in each list are sorted such that items with
a same second component are stored contiguously. In this way, all tuples r with
r.set having the same 2nd least frequent element can be processed by FreshJoin
in a batched manner. Notice that, each r ∈ R is indexed only once in IR. Since
sets may share a common least frequent element, many IR(e)s may be null.

Besides, an other sparse inverted index IS is used to index the tuples in S.
Each e ∈ U has an inverted list IS(e) in IS . Each item in IS(e) is a tuple ID i,
which means that si ∈ S and e ∈ si.set. Each list IS(e) is sorted in an ascending
order of its items. In this way, the time cost of computing the intersection of two
inverted lists is proportional to the sum of their lengths. Especially, if e ∈ U is
not the 2nd or 3rd type of signatures for any tuple r ∈ R, then IS(e) is null.

Example 4. Figure 2 illustrates the index structure with data in Fig. 1. Array
sigR (sigS resp.) stores hash signatures of tuples in R (S resp.), which are
generated via the toy hash function in Example 3. In IR, IR(e1) contains two
items 〈r1, e3〉 and 〈r2, e3〉, since only sets of r1, r2 ∈ R have e1 as their least
frequent elements. IR(e2) is null, since R has no tuple with e2 as its least frequent
elements. Other lists in IR is similar. While in IS , IS(e) is non-null only if IR(e)
is not null. For instance, IS(e3) contains three items, because IR(e3) is not null
and only the sets of s1, s4, s5 ∈ S contains e3. Although e11 is the most frequent
element, IS(e11) is null because IR(e11) is null.

The Creation of freshIndex. The idea to create freshIndex is rather simple.
Both R and S are sorted lexicographically first, which guarantees a natural order
on inverted lists in both IR and IS . Then, R is indexed and elements in U are
marked. Finally, the S is indexed according to the marked elements.

Algorithm 1 implements the ideas above. It indexes R in Line 1–9 and indexes
S in Line 10–15. When R is indexed, it is sorted first (Line 1), and then each
ri ∈ R is indexed (Line 2–9). For ri, the hash code of ri.set is obtained by
invoking hashAset (see Sect. 4) and stored in the array unit sigR(ri) (Line 3).
After that, ri is indexed in IR (Line 4–9). If |ri.set| = 1, then item 〈ri.ID,−〉
is appended to IR(e(ri)1 ) (Line 5) and e

(ri)
1 is marked (Line 6). Otherwise, item

〈ri.ID, e
(ri)
2 〉 is appended to IR(e(ri)1 ) (Line 8), and both e

(ri)
1 and e

(ri)
2 are

marked (Line 9). When S is indexed, it is also sorted first (Line 10), and then
each si ∈ S is indexed (Line 11–15). The hash code of si.set is obtained and
stored in sigS(si) (Line 12). After that, the ID of si is added into some inverted
lists according to the elements in si.set are marked or not (Line 14–15).

Analysis. It is straightforward to verify that the output of Algorithm 1 is the
expected index structure. The time complexity of Algorithm 1 is postponed to
Sect. 4 till the procedure hashAset is clear. Now, we answer questions below. Can
the design of the sparse inverted indices really save any space? And, why does
IR(e) use only the least frequent elements?
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Algorithm 1. freshIndex (R,S)
Input: two set-valued relations R and S
Output: fresh index of set containment join R ��⊆S

1 sort all tuples in R lexicographically as r1, · · · , r|R|;
2 for i ← 1 to |R| do
3 sigR(ri) ← hashAset(ri.set); // see sec.4

4 if |ri.set| = 1 then

5 add 〈ri.ID, −〉 to the end of IR(e
(ri)
1 );

6 mark e
(ri)
1 ;

7 else

8 add 〈ri.ID, e
(ri)
2 〉 to the end of IR(e

(ri)
1 );

9 mark both e
(ri)
1 and e

(ri)
2 ;

10 sort all tuples in S lexicographically as s1, · · · , s|S|;
11 for i ← 1 to |S| do
12 sigS(si) ← hashAset(si.set); // see sec.4

13 for j ← 1 to |si.set| do
14 if e

(si)
j is marked then

15 add si.ID to the end of IS(e
(si)
j );

The first question can be answered with the conclusions below, whose proof
can be found in our technique report [13].

Lemma 1. Assume each set r.set (r ∈ R) be sampled from U uniformly and
independently, then at most 0.9 · |R| elements in U are marked by Algorithm 1.

Theorem 1. The freshIndex of relations R and S needs O((2 + wsig) · |R| +
[min(|U|,0.9|R|)

|U| · lavg(S) + wsig] · |S|) space.

Remark. Notice that min(|U |,0.9|R|)
|U| ≤ 1. Theorem 1 tells us that: (1) when

|R| ≤ |U|, freshIndex really saves space; (2) When |R| >> |U|, freshIndex is a
usual inverted index and can not save space; (3) When both wsig and lavg(S)
are constants, freshIndex only needs linear space. These conclusions explain well
the experimental results in Sect. 5.

For the second question, we have the theorem below (see technique report [13]
for its proof). It tells us that ∩e∈r.setIS(e) can be well approximated even if
k = ln |S|

ln |U|−ln lavg(S) inverted lists are considered. In fact, k ≥ 3 only if |S| >> |U|3,
and k < 3 holds for most practical datasets. This positively motivates us to adopt
two least frequent elements in IR and leave intersection of two inverted lists to
the bitwise filter.

Theorem 2. Assume each s.set (s ∈ S) be sampled from U uniformly and
independently with average length lavg(S), then E(|∩k

i=1 IS(ei)|) = ( lavg(S)
|U| )k · |S|

for ∀e1, ..., ek ∈ U . Moreover, if k = ln |S|
ln |U|−ln lavg(S) , then E(| ∩k

i=1 IS(ei)|) = 1
for ∀e1, ..., ek ∈ U .
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3.2 The Join Algorithm

The basic idea of FreshJoin is similar to that of SHJ [10]. That is to use bitwise
operations on hash signatures of sets to prune away as many as possible set-pairs
whose subset relationships need not to be verified, because bitwise filter is much
more economic than the verification. FreshJoin accomplishes this more efficiently
by applying appropriately the three kinds of signatures indexed in freshIndex.
On the one hand, it uses the 2nd type of signatures of tuples in R (i.e., the least
frequent elements) to locate the hash-code-pairs, which are fed into the bitwise
filter, by only joining tuples indexed in IR(e) and IS(e) for the same es. This is
feasible because any set s.set (s ∈ S) with s.set ⊇ r.set (r ∈ R) must contain the
least frequent element in r.set. On the other hand, since IS(e) may be very long
and comparisons between tuple IDs are often more economic than bitwise filter,
FreshJoin exploits the 3rd type of signatures of tuples in R to reduce the number
of hash-signature-pairs by computing the intersection of IS(e) and IS(e′), where
e′s are the second component of indexed items in IR(e).

Algorithm 2 implements the ideas above. First, it calls freshIndex to build
index (Line 1), and initializes the output set J (Line 2). Then, it processes
each pair 〈IR(ei), IS(ei)〉 of inverted lists sequentially (Line 3–14). Null inverted
lists are skipped over (Line 4). Indexed items in each non-null list IR(ei) are
processed one by one (Line 7–14). For each item 〈j, eu〉 ∈ IR(ei), it determines
whether IS(ei)∩IS(eu) needs to be computed, according to whether eu has been
encountered or not. If yes, it does not compute the intersection and skips over
Line 8–10. Otherwise, it computes the intersection (Line 9) and traces the new
encountered 2nd least frequent element (Line 10). Next, for each remaining tuple
ID k ∈ List, it accesses the arrays 〈sigR, sigS〉 to obtain a hash-signature-pair,
and feeds each such pair into the bitwise filter (Line 13). Finally, the surviving
pairs 〈rj , sk〉 are verified and added into J if rj .set ⊆ sk.set (Line 14).

Example 5. Consider SCJ with data in Fig. 1 and the index in Fig. 2. IR(ei)
and IS(ei) are joined for each ei. When e1 is considered, since 〈r1, e3〉 ∈ IR(e1),
IS(e1)∩IS(e3) = List = {s1} is computed. Since sigR(r1)&sigS(s1) = sigR(r1),
pair 〈r1, s1〉 is verified and output. For 〈r2, e3〉 ∈ IR(e1), since it contains the
same e3 as 〈r1, e3〉, the intersection is not recomputed. Thus, List is still {s1}.
Since sigR(r2)&sigS(s1) �= sigR(r2), pair 〈r2, s1〉 is pruned away. After all lists
are dealed similarly, the result shown in Example 1 is obtained.

Correctness. We assert that the output J of Algorithm 2 is exactly R ��⊆ S. It
is obvious that J ⊆ R ��⊆ S, because r.set ⊆ s.set is verified in Line 14 for any
〈r, s〉 ∈ J . Reversely, if 〈r, s〉 ∈ R ��⊆ S, We show 〈r, s〉 ∈ J as follows. Without
loss of generality, assume |r.set| ≥ 2. First of all, 〈r.ID, e

(r)
2 〉 is indexed in list

IR(e(r)1 ), according to Algorithm 1. Of course, both e
(r)
1 and e

(r)
2 are marked.

Now that r.set ⊆ s.set, we have e
(r)
1 ∈ s.set and e

(r)
2 ∈ s.set. Moreover, s.ID is

indexed in both IS(e(r)1 ) and IS(e(r)2 ), according to Line 13–15 of Algorithm 1.
Therefore, s.ID appears in List = IS(e(r)1 ) ∩ IS(e(r)2 ) when item 〈r.ID, e

(r)
2 〉 is

processed in Line 7–14 of Algorithm 2. Since r.set ⊆ s.set and the signature is



FreshJoin: An Efficient and Adaptive Algorithm for Set Containment Join 183

Algorithm 2. freshjoin (R,S)
Input: two set-valued relations R and S
Output: the result set J of R ��⊆S

1 IR, sigR, IS , sigS← freshIndex (R,S);
2 J ← ∅;
3 for i ← 1 to |U| do
4 If IR(ei) = NULL then continue;
5 e←-;
6 List ← IS(ei);
7 foreach 〈j, eu〉 ∈ IR(ei) do
8 if e �= eu then
9 List ← IS(ei) ∩ IS(eu);

10 e ← eu;

11 foreach k ∈ List do
12 If sigR(rj)&sigS(sk)�=sigS(rj) then
13 continue;
14 If verify(rj , sk) then J ← J ∪ {〈rj , sk〉};

15 return J ;

SCJ-friendly, 〈r, s〉 passes through the bitwise filter (Line 12) and containment
verification (Line 14). Thus, 〈r, s〉 ∈ J .

Complexity. We ignore the verification in Line 14 and obtain the theorem
below, whose proof can be found in our technique report [13].

Theorem 3. Except the costs of verification in Line 14, Algorithm 2 needs extra
cost of O(|U| log |U|+(|R|+ |S|)lavg(S))+O( |R|·|S|·lavg(S)

|U| · (1+ |S|·lavg(S)·wsig

|U|2 )).

Remark. The former item in Theorem 3 is the total cost to index both input
relations, and the latter item is the total cost to perform SCJ. It tells us when
FreshJoin performs SCJ efficiently and when inefficiently, which explains well the
experimental results in Sect. 5. In fact, the joining procedure takes (1) nearly
constant time when |U| >> |R| · |S|; (2) O(lavg(S)) time when |U| ≈ |R| · |S|; (3)
O(|R| · lavg(S)) time when |S| ≈ |U|; (4) O(|R|) time when |S| · lavg(S) ≈ |U|;
(5) O(|S| · lavg(S) · (1 + |S|·lavg(S)·wsig

|U|2 )) time when |R| ≈ |U|; and (6) even
O(|R| · |S|2) time when |U| is very small (comparing to both |S| and |R|), which
is the worst case of FreshJoin.

4 Hash Signatures of Sets

This section discusses the hash signatures for all sets. We first presents basic
ideas and the framework of our method, then proposes a new hash function, and
finally discusses the length wsig with the hash function.

Framework of the Hash Method. The hash method distinguishes three kinds
of elements in U , i.e., low (mid and high) frequency elements. To make the
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method adaptive to any datasets, the definitions of these elements should not
depend on any distribution of the frequencies. We adopt a constant α and con-
sider the accumulated frequencies. Let total =

∑|U|
i=1 fS(ei). If integers M,H sat-

isfy
∑M−1

i=1 fS(ei) ≤ α·total,
∑M

i=1 fS(ei) > α·total,
∑H−1

i=1 fS(ei) ≤ (1−α)·total,
∑H

i=1 fS(ei) > (1−α) · total, then all e1, ..., eM−1 are called as low frequency ele-
ments, all eM , ..., eH−1 are called as mid frequency elements, and all eH , ..., e|U|
are called as high frequency elements.

This paper fixes α = 0.25 and leaves it for future work to determine α
according to the datasets. Thus, if the frequencies follow a zipfian distribution,
then the first |U|3/4 elements are low frequency ones, and the last |U|1/4 elements
are high frequency ones. For example, for datasets in Fig. 1, e1, e2, e3, e4, e5 are
low frequency elements, e10, e11 are high frequency elements.

The main ideas of our hash method come from the fact that elements with dif-
ferent frequencies are all important to the bitwise filter but for different reasons.
In fact, low frequency elements appear in fewer sets, and have sound effects to
differ a few sets containing them from many sets not containing them. Similarly,
high frequency elements appear in more sets, and have sound effects to differ
few sets not containing them from many sets containing them. By contrast, the
mid frequency elements also have sound effects to differ many sets containing
them from many sets not containing them. Thus, none of these three parts can
be ignored, but should be exploited independently.

To do so, all bits in the hash signatures are also partitioned into three parts by
two integers M ′ and H ′, where 0 < M ′ < H ′ < wsig×64. All of b0, b1, · · · , bM ′−1

are used for low frequency elements. Similarly, bM ′ , bM ′+1, · · · , bH′−1 are used
for mid frequency elements, and bH′ , bH′+1, · · · , bwsig∗64−1 are used for high fre-
quency elements. Each bit in each part is used to present whether one or more
related elements appear in the given set or not. The mapping between elements
and corresponding bits are determined by a hash function named freHash (see
next paragraph). It is easy to describe these ideas with an algorithm hashAset,
which is omitted here for the lack of space.

A New Hash Function. Generally speaking, any hash function can map an
ei to a bit bj . For example, h(i) = i or h(i) = i%N for a suitable N , and
so on. On the one hand, such functions are helpless in finding a suitable wsig

which should be adaptive to input relations. For example, PTSJ [3] just adopted
wsig = min{ 1

2 lavg(S), |U|, 256} heuristically. On the other hand, such functions
just take the input i as a usual integer and ignore its important aspect, i.e., i is
the inverted rank of ei’s frequency.

Instead, we use a customized hash function, named as freHash. It also dis-
tinguishes low (mid and high) frequency elements. The smaller i is, a lower
frequency ei has and fewer such elements should share a common bit. Similarly,
The bigger i is, a higher frequency ei has and fewer such elements should share a
common bit. Here comes the formal definition of freHash. It is clear that, taking
binary representation of i as input, an algorithm can computes freHash (i) in
O(log i) time.
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Fig. 3. Illustration of freHash (Color figure online)

Definition 3. If i > 0 be an integer and i =
∑�log2i�

k=0 ak · 2k for ak ∈ {0, 1},
then define freHash (i) =

∑�log2i�
k=0 ak · k.

For example, since 23 = 20 + 21 + 22 + 24, freHash (23) = 1 + 2 + 4 = 7.
Similarly, since 106 = 21 + 23 + 25 + 26, freHash (106) = 1 + 3 + 5 + 6 = 15.

Figure 3 presents freHash (i) for all 1 ≤ i ≤ 128. Clearly, as expected, freHash
roughly implements the ideas above i.e., fewer elements with both low and high
frequencies have same hash values and more elements with mid frequencies have
same values. Moreover, this trend continues when i is in other domains. For
instance, in Fig. 3, lower left part under the red dashed line is for 1 ≤ i ≤ 32,
and lower left part under the blue dashed line is for 1 ≤ i ≤ 70.

According to Definition 3, we know freHash (i) =
∑�log2i�

k=0,ak∈{0,1} ak · k ≤
�log2 i�(�log2 i�+1)

2 .

Definition 4. Let mfh(n) be �log2 n�(�log2 n�+1)
2 for n > 0.

Property 1. For any 1 ≤ i ≤ n, freHash (i) ≤ mfh(n).

This means that freHash (i) increases at a rate of logarithmic square and
provides a good tool to compute a proper wsig which is adaptive to the datasets.

The Length and Partition of the Hash Signatures. Now, we are ready
to discuss the signature length wsig and the values M ′,H ′ which partition each
hash signature into three parts.

wsig is taken as the minimum of three values (i.e., wsig = min{w1, w2, w3}),
which give upper bounds of wsig from different points of view. The first value
w1 gives an upper bound according to the actual needs of freHash. According
to Definition 3, ei is a low (mid or high resp.) frequency element if i < M
(M ≤ i < H or H ≤ i, resp.). Thus, the input of freHash for low (mid and
high) frequency elements are upper bounded by M , H − M and |U| − H + 1
respectively. According to Property 1, hash signatures for low (mid and high)
frequency elements need mfh(M−1)+1, mfh(H−M)+1, and mfh(|U|−H+1)+1
bits, respectively. Thus, the sum of them is the total length of signatures. Thus,
we have

len(M,H, |U|) = mfh(M − 1) + mfh(H − M) + mfh(|U| − H + 1)

w1 = � 1
64

· (len(M,H, |U|) + 3)� (1)
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The second value w2 upper-bounds wsig according to the average size lavg(S)
and the standard deviation σS . View the size of each set as a random variable and
apply Chebyshev inequality, we know that Pr(|s.set| > lavg(S) + 2 · σS) < 0.25.
That is, more than 75% of sets contain at most lavg(S)+2·σS elements. Thus, we
can distinguish these sets from each other by using lavg(S)+ 2 ·σS bit-signature
and allowing each bit be reused by different elements. Thus we have

w2 = � 1
64

· (lavg(S) + 2 · σS)� (2)

The third value w3 gives an upper bound according to |U|. Each set can be
differed from all others if we use single bit for each element of U . Thus, we have

w3 = � 1
64

· |U|� (3)

After wsig is determined, all 64 · wsig bits in hash signatures can be parti-
tioned, via integers M ′ and H ′, into three parts such that the number of bits in
each part is proportional to the actual needs of freHash in mapping elements in
each part into bits of the signatures. Thus, we have

M ′ = �64wsig · mfh(M − 1) + 1
len(M,H, |U|) + 3

� (4)

H ′ = �64wsig · mfh(M − 1) + mfh(H − M) + 2
len(M,H, |U|) + 3

� (5)

Remark. After M,H,M ′,H ′ is determined, the mapping from ei to bj can
be stored in an array, which makes the average running time of hashAset be
O(lavg(S)). Therefore, the total time to index both datasets, i.e., the cost of
Line 1 of Algorithm 2, is O(|U| log |U| + (|R| + |S|)lavg(S)).

5 Experimental Results

This section empirically checks the adaptivity and compares the space cost and
the running time of FreshJoin with other 6 algorithms on 16 real datasets (more
experimental results can be found in our technique report [13]). Both exper-
iments are conducted with single thread on Inspur Server with Intel Xecon
128x2.3 GHz CPU and 3TB RAM running CentOS7 Linux. All algorithms were
implemented in C++ and complied with O3 flag. Among these, Pretti, Pretti+,
PieJoin, and FreshJoin are parameter free. For both ttjoin and Limit, we set k
changes from 1 to 10 on each dataset, and choose the smallest running time
as results. For PTSJ, we followed the strategy proposed by the authors to take
min{|U|, 1

2 · lavg(S), 256}×64 as the signature length (in bits). As shown in [1,2],
the order of elements in sets had a huge impact for Limit, PieJoin and pretti+.
Thus, we also followed their empirical conclusion to apply infrequent sort order
for Limit, PieJoin, and Pretti, and frequent order for pretti+. For ttjoin, the infre-
quent order is applied on R, and the frequent order is applied on S. While for
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Fig. 4. The memory costs of different algorithms

FreshJoin, the infrequent order is applied on both inputs. As in literatures, all
algorithms were run to join each selected dataset with itself.

We adopt 16 real-life datasets selected from different domains with various
data properties. The description of these datasets can be found in [1].

For adaptivity (see Table 2), We find that the lengths of hash signatures,
the partitions of both elements in U and the signatures are all adaptive to the
datasets themselves.

For memory usage (see Fig. 4), we find that FreshJoin almost always uses least
main memory, except on Linux and AOL which is the worst cases of FreshJoin
according to the remark at the end of Sect. 3.1 but the costs of FreshJoin are still
competitive to the costs of other algorithms. Moreover, FreshJoin saves nearly
50% space of LIMIT and Pretti+ and more than 70% of ttjoin and PTSJ on
datasets such as Twitter, LiveJournal, OrKut, Enron, Reuters, Webbase, NetFlix,
while keeps competitive on other datasets. This behavior verified the space effi-
ciency of our sparse index structures and the cost analysis in Theorem 1.

For processing time (see Fig. 5), we find that (1) FreshJoin is faster than all
other algorithms on more than half of datasets, which benefits from the efficient
index structure and the joining procedure of FreshJoin. (2) FreshJoin is a little bit
slower (but still competitive to) than some of ttjoin, PieJoin, Pretti, Pretti+, Limit
or even PTSJ on some datasets, where |U| � |S| holds. According to Theorem 3,
these are the worst cases for FreshJoin. (3) FreshJoin is always faster than PTSJ,
except on the worst case of BMS. These observations verified the effective and
efficiency of our adaptive algorithm and the correctness of our analysis of the
time complexity of FreshJoin. Therefore, Theorem 3 provides us a rule to choose
FreshJoin from the existing set containment algorithms.

More experimental results can be found in our technique report [13].

6 Related Work

Bulk comparison of sets has many practical applications in various domains
such as graph analytical tasks, query optimization, OLAP and data mining [3].
Therefore, people have studied extensively the theory and engineering of different
operations involving set comparison such as containment queries (e.g., [11]),
similarity joins (e.g., [12], equality joins [6] and containment joins [1–10].
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Table 2. Characteristic of real datasets

Dataset Abbrev. |S| lavg(S) |U| M H wsig M ′ H′

Linux [1] LINUX 337,509 1.78 42,045 41,448 42,015 1 43 52

Stack [1] STACK 545,196 2.39 96,680 81,551 95,585 1 31 51

Discogs [1] DISCO 7,991,155 2.40 7,949,791 4,682,322 7,840,873 1 26 50

Bookcrossing [1] BOOKC 337,578 3.40 105,091 98,953 104,894 1 35 56

Amazon [1] AMAZ 1,231,019 4.67 2,146,277 1,436,024 2,133,860 1 28 52

BMS [4] BMS 515,597 6.53 1,657 1550 1650 1 43 56

Kosarak [4] KOSRK 990,002 8.10 41,270 39,789 41,263 1 42 56

Delicious [1] DELIC 666,841 11.87 685,563 647,962 685,362 1 36 56

AOL [1] AOL 657,427 26.09 10,154,742 4,287,838 10,115,374 1 26 52

Twitter [3] TWIT 456,626 32.53 370,341 338582 369740 1 34 55

LiveJournal [1] LIVEJ 3,201,203 35.08 7,489,296 7,456,367 7,488,933 1 41 56

OrKut [3] ORKUT 3,072,589 38.14 3,072,626 1,962,178 2,932,062 1 25 47

Reuters REUTRS 283,911 213.34 781,265 404,447 706,074 2 46 92

Webbase [3] WEBBS 168,704 2,976 6,142,611 5,881,138 6,121,663 2 63 101

Enron [1] ENRON 516,782 111.49 435,261 430,538 435,085 3 116 171

Netflix [4] NETFX 17,770 5,654 480,189 340,724 460,135 4 106 190

Fig. 5. The total running time of different algorithms

Early work on SCJ mainly focused on disk-based algorithms [6–10]. Although
these algorithms have proven quite effective, their performance is bounded by
their underlying in-memory processing strategies [3]. For example, PSJ [9] and
APSJ [7] share the same in-memory processing strategy with SHJ [10]. To keep
up with ever-increasing data volumes and modern hardware trends, recent work
turned to develop next generation in-memory SCJ algorithms [1–5], which are
either signature-based or prefix-tree based.

All signature-based algorithms (e.g., SHJ [10], PSJ [9], APSJ [7] and PTSJ [3])
follow the filter-and-refine framework in Sect. 2. They use fixed-length bitmaps as
signatures to approximate sets, and adopt bitwise operation on the signatures
as a filter to prune away as many as possible tuple-pairs whose sets do not
have subset relationship. All these existing algorithms take different empirical
values as the lengths of bitmaps, and use traditional rand function or element
modulo bitmap length as hash functions. This makes them hardly adaptive to
datasets automatically. Instead, they care about how to find potential signatures
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pairs that may pass through the bitwise filter. The usual way is to, for each
signature from R, enumerate all potential signatures from S, which incurs high
CPU costs and works only on short signatures although special structures such
as PATRICIA TRIE [3] can be used to alleviate this defect to some extent.
However, FreshJoin computes the signature length adaptively and totally avoids
enumerating signatures via the new index.

Most prefix-tree-based algorithms (Pretti [5], Pretti+ [3], LIMIT [4], Piejoin [2])
build a prefix tree TR and create an inverted index I on S. Then, they traverse
TR in depth-first manner to visit each set r.set(r ∈ R), compute the intersection
∩ei∈rIS(ei) at the same time, and output 〈r, s〉 for each s in the intersection.
Since common prefix of different sets is represented as a common path in prefix
tree, thus many partial results of the intersection can be shared by many tuples
in R. Notice that, prefix tree are space-costly and traverses of deep paths in the
tree are time-costly. So many optimization techniques are adopted. For example,
LIMIT [4] limited the height of tree empirically, Pretti+ [3] compressed the prefix
tree by merging these non-branching nodes along each path into single nodes,
and Piejoin [2] transforms the prefix trees into linear arrays via preorder coding.

The state-of-the-art algorithm ttjoin [1] are based on both signatures and
prefix trees. It takes k-least frequent elements of sets in R as their signatures
and indexes signatures in a prefix tree TR. Besides, all sets in S are indexed in
an other prefix tree TS . Then, ttjoin traverses TS depth-firstly to visit each set
s of S. When each node n of TS is visited, ttjoin obtains the label e of n and
checks whether e is the least frequent element of a set in R by traversing TR in
depth-first manner. Again, the empirical parameter k makes ttjoin not adaptive
to datasets automatically. Besides, the prefix tree TS is space costly.

7 Conclusion

This paper revisits the set containment join and proposes a parameter-free join
algorithm. It exploits the frequencies of elements to partition the universe set into
low, mid, and high frequency elements, and maps them separately into different
parts of the hash-signatures via a new hash function, which also provides a tool
to adaptively estimate the length of hash signatures. The hash signatures are
well organized into a index. The time and space complexities of the algorithm
are analyzed. Experiments on 16 real-life datasets indicate that the proposed
algorithm is adaptive and efficient.
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Abstract. Data partition and replication mechanisms directly deter-
mine query execution patterns in parallel database systems, which have
a great impact on system performance. Recently, there have been some
workload-aware data storage techniques, but they suffer from problems
of narrow support to complex workloads or large requirements for stor-
age. In order to enable the support for complex analytical workloads
over massive distributed database systems, we design and implement a
workload-aware data partition and replication tool, called Apara. We
design two heuristic algorithms and define two cost models for effective
data partition calculation and efficient replication usages. We run a set
of experiments to compare and demonstrate the performance between
Apara and the other representative work. The results show that Apara
consistently outperforms the primary solutions on TPC-H workloads.

Keywords: Distributed database · Workload-aware storage ·
Partition · Replication

1 Introduction

As the explosion of data and severe requirement of massive query processing
ability, parallel database systems and parallel data processing platforms are
developed. Generally, they horizontally partition large amounts of data to dis-
tributed nodes in order to provide parallel data processing capabilities for ana-
lytical queries. One of the major challenges when horizontally partition data is to
achieve low data transferring for executing analytical queries [4,9,14,20]. Data
partition and replication are the main technology to reduce the processing cost
for those analytical workloads, which shall guarantee process parallelization and
data locality. The traditional approach splits each table on some key, using hash
or range partition. Hash partition is good for the point query, and range partition
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makes data within a given range of the partition key in the same partition. This
helps queries that have selection predicates involving the key go faster, but does
not affect the performance of queries without the split key attribute. we demon-
strate the critical impact of remote data transferring on query performance in
Fig. 1. The test workload is Q3 in benchmark TPC-H [17], shown in Fig. 2. This
experiment is conducted on Greenplum which is deployed on 9 nodes equipped
with the Gigabit network (more details presented in Sect. 5). Traditional hash
partition based on primary keys or randomly selected attributes have much worse
performance compared to our Apara. Apara can significantly improve the query
performance by 82.2% compared to key-based partition scheme.

Traditionally, hash or range partitioning to data can improve the perfor-
mance of queries involving the key in selection predicates. For join operators,
queries will benefit by co-partition technology on the join attributes. However
this method may not be suitable for complex scheme, which can only be used to
a subsets of tables sharing the join keys. Oracle [4] proposes a reference partition
method REF, and it co-partitions a table by another table that is referenced by
an outgoing foreign key. It can avoid duplicating the partition key columns and
improve the data integrity. But it cannot be used to optimize the network trans-
mission in distributed environment. Predicate-based reference partition method
PREF [20] is a partition scheme that allows to co-partition tables based on given
join predicates. However, if there is a deep cascading reference relationship in the
schema, substantial data redundancy will be stored in child tables. AdaptDB [9]
is a work of adaptive data partition. But it has a strong assumption that reading
a remote disk is similar as a local disk and it is unrealistic currently.

Fig. 1. Query latencies with different
partition schemes

Fig. 2. Q3 in TPC-H

In this page, we propose Apara, a workload-aware distributed partition and
replication tool enabling data distribution effectively and efficiently for parallel
database systems. With the input of target application workloads and corre-
sponding database schema, Apara can find an appropriate storage mode tailored
for the application by near-optimal algorithms. In summary, we make the fol-
lowing major technical contributions:

– We propose a workload-aware data partition tool Apara with data partition
and replication mechanisms for complex analytical workloads. It is the first
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work to optimize the data transfer cost for production environment, which
can support the complicated workload with the multiple TPC-H style queries.

– We design two near-optimal algorithms which are greedy algorithm and
genetic algorithm for partition configuration generation with detailed anal-
ysis for the efficiency of our algorithms. We define two cost models, which
consider data transferring cost and data replication cost, respectively. It is
the first work to limit data redundancy in considering optimizing query pro-
cessing performance.

– We present extensive experimental results to show that Apara has excellent
performance on TPC-H workloads and outperforms the other methods.

The rest of this paper is organized as follows. Section 2 describes the overview
of Apara. Section 3 presents the methods designed for data partition. Section 4
shows the details of the cost models for both network and replication. Section 5
gives an experimental study. Section 6 describes some related work and Sect. 7
concludes the paper.

2 Overview of Apara

In this paper we provide an workload-Aware data PArtition and ReplicAgtion
tool (Apara for short) for complex join processing with the purpose of finding
the optimal partition strategy for each table. Apara can be used as a peripheral
tool or embedded in the storage layer as a part of the physical design of the
database.

Fig. 3. Schema reference in TPC-H

2.1 Preliminary and Definition

Through the paper, we take the analytical queries in TPC-H as example. The
reference relationship and a simplified partition schema among tables are drawn
in Fig. 3. The solid arrow line stands for the reference relationship among
tables and dotted line is an example of partition configuration. We can see
that if table ORDERS is hash partitioned on its primary key orderkey, then
table LINEITEM can be co-partitioned using the outgoing foreign key fk to
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ORDERS. Apara uses hash partition method by default for tables to ensure
that the data distributed to each node is roughly balanced. In order to make the
description easy, we use capital letter S, W and T to represent schema, work-
load set and tables. We use A and a to represent attribute set and any single
attribute respectively.

Definition 1. Partition Attribute Set AT : For table T , there are m join
attributes {ak} (0 ≤ k ≤ m − 1). We call these m attributes partition attribute
set for T , represented as AT .

One table may join with several other tables having m join attributes, but there
is only one attribute a, a ∈ AT for partition. For example, in Fig. 3, NATION
joins with SUPPLIER, CUSTOMER and REGION. Then ANATION =
{nationkey, regionkey}.

Definition 2. Partition Configuration P : P is a collection of pairs like
<T, a>, where for table T , it selects attribute a, a ∈ AT as its partition attribute.
If we have n tables, then |P | = n.

Definition 3. Problem Definition: Given a schema S involved in workload W,
find a good partition P for W such that network transferring C(P) is mini-
mized,i.e.,

argpmin C(P )
subject to select a for T,

∀ a ∈ AT ,∀ T ∈ S.

Apara is designed to find a partition configuration P defined in Definition 2,
which can help to reduce data transferring cost in distributed environment
defined in Definition 3.

2.2 Cost Model

Data transferring among distributed nodes costs the most for distributed query
processing. Data partition quality in distributed environment determines the
amount of data transferred remotely. The amount of data transferred between
nodes is then used to evaluate the data locality.

costPD(W ) =
∑

qi∈W

CostPD(qi) (1)

Where costPD(W ) is the total cost of data transferring for workload W under
partition configuration P and CostPD(qi) is the cost for query qi decided by its
involved join operations.

For a cluster with M nodes, the data transferring cost for TA �� TB is calcu-
lated as follows:

CostTA��TB

D =

⎧
⎪⎨

⎪⎩

0, if co − partition

min(SA, SB) × M−1
M , if shuffle join

min(SA, SB) × (M − 1), if copy − based

(2)
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Where SA and SB are the data of TA and TB that takes part in the join
operation. For co-partition, there is no additional data transferring. If we take
shuffle join, we should shuffle the data of small table in one node to all other
(M −1) nodes. Supposing SA is the smaller one and each node stores 1

M parts of
SA, when shuffle starts, the shuffling data size of each node is Dshuffle = M−1

M ×
|SA|
M and the total shuffling size is then Dshuffle = Dshuffle ×M = M−1

M ×|SA|.
If table is small enough, we can just copy it to the other M − 1 nodes.

2.3 Apara Architecture

Apara is designed sensitive to the changes in underlying workloads by enabling
the distributed database system to partition and replicate data for improving
the join performance. Figure 4 shows the main components of Apara. Inputs to
Apara are the database schema and historical query workloads expressed as the
query trees. We provide three different tunning algorithms for data distribution,
which are optimal partition, greedy partition and genetic partition algorithms.
The partition strategy is evaluated by our cost models, which consider data
transferring without replication cost (Network-based Cost) and data transferring
with replication cost (Network and Replication Cost) respectively. Finally the
partition and replication configuration are generated.

From the input database schema, we can get all the table information,
e.g. table name and table size. The historical executed query workloads are
abstracted as query trees. Each query tree generally involves multiple join oper-
ations. Each join operation in the tree has the information about the two join
tables, the join attributes, the filter conditions, filter ratio of each table, and the
size of join intermediate result set. An example of query tree is shown in Fig. 2,
where the number is the data size.

Fig. 4. Overview of Apara architecture

The Optimal Partition module OPA tries a traversal search method to find
the optimal data partition strategy. But when the number of tables involved with
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join operations in W is large, it is impossible to traverse all possible candidate
partitions because this is a NP-hard problem. So we design new heuristic search
strategies to solve this problem. Greedy Partition algorithm GyPA is designed
by the guide of the data transferring cost among all joins in W , and the Genetic
Partition algorithm GePA is designed to seek the potential optimal data par-
tition configuration by mapping data partition problem to genetic evolution of
nature species. Besides data partition, replication is another way for enhancing
data locality. However, copying all the data to the nodes involving with them is
obviously unreasonable, because it will generate a lot of redundancy. Then the
number of copies and redundant usage of storage resources should be control-
lable.

3 Workload-Aware Partitioning Algorithm

3.1 Optimal Partition Algorithm OPA

The simplest search algorithm is to traverse all partition candidates and then
select the partition configuration P with the least transfer cost as shown in Algo-
rithm 1, where we have n tables for partition and each table has its own partition
attributes in PAS. Line 4–11 is the recursive code for finding all the partition
candidates in allPartitionConfig. After having all the partition candidates, Line
12 computes the data transferring cost CostPD of every partition configuration
P and Line 13 selects the partition with the least cost as the optimal partition
configuration. There are N tables involved in join operations with |P | = N .
The number of average potential partition key of each table is M . Then the time
complexity of the traversal search is O(MN ). Clearly when there are many tables
in the workload, the search space will be too large to traversing all the partition
candidates in limited time. Therefore, we design following heuristic algorithms
to solve this problem.

Algorithm 1. Optimal Partition Algorithm: OPA
Input: historical workload W, partitionAttributeSets PAS
Output: partition configuration P

1 allPartitionConfig ← ∅;
2 partitionConfig ← ∅;
3 n = |PAS|, i = 0;
4 getAllParCandidate(allPartitionConfig, i, partitionConfig){
5 if i == n then
6 add(partitionConfig, allPartitionConfig); % find one candidate
7 return ;

8 for (j = 0; j < |ATi |, ATi ∈ PAS; j++) do
9 select one partition attribute aTi

j ∈ ATi into partitionConfig ;
10 getAllParCandidate(allPartitionConfig, i++, partitionConfig);

11 }
12 computer CostPD, P ∈ allPartitionConfig for each partition candidate;
13 return partitionConfig with the least cost;
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3.2 Greedy Algorithm for Partitioning GyPA

For join between two tables in distributed environment, the network transfer-
ring cost will be different according to the selected partition attributes and
the join attributes. Generally there are five kinds of join options summa-
rized in Table 1, which are left table shuffle(LS), right table shuffle(RS), co-
partition(CP), left table shuffle plus right table shuffle(LSRS), table copy(TC).
Let’s take a look at the join segment “select * from NATION,REGION
where NATION.regionkey=REGION.regionkey” for example, involving table
NATION (size = 15) and REGION (size = 5) with join attribute regionkey.
Selecting different partition attributes, the join costs are different as calculated
in Eq. 2, with M = 5 as the number of involved distributed nodes:

1. The partition attribute is regionkey for both NATION and REGION. Two
tables can be co-partitioned with minimal cost 0 ;

2. The partition attributes for NATION and REGION are nationkey and region-
key, respectively. If we perform a shuffle join in NATION according to region-
key attribute, the cost of shuffle join RS is M−1

M ∗ |Nation| = 4
5 × 15 = 12.

However, if we broadcast REGION to all other nodes, the TC broadcast cost
is (M − 1) × |Region| = 4 × 5 = 20. Shuffle join is preferred in this case.

3. The partition attributes of NATION and REGION are regionkey and any
non-key attribute, e.g. name, respectively. If we perform LS shuffle join in
REGION according to regionkey, the cost is M−1

M × |Region| = 4
5 × 5 = 4.

However, when NATION is broadcast to all other nodes, the TC broadcast
cost is (M − 1) × |Nation| = 4 × 15 = 60. Obviously, we should shuffle
REGION table instead of copying the NATION table.

4. Neither of the partition attribute of NATION or REGION is the join
attribute, e.g. nationkey for NATION and name for REGION. If we perform
LSRS shuffle join both in REGION and NATION according to regionkey
attribute, the cost is M−1

M ×|Nation|+ M−1
M ×|Region| = 4

5 ×15+ 4
5 ×5 = 16.

If one of the two tables is broadcast to the other nodes, the TC cost is
min((M − 1) ∗ |Nation|(M − 1) ∗ |Region|) = min(60, 20) = 20. Obviously,
we should copy REGION table instead of shuffling the two tables.

Table 1. Example Cost Table for R, S and T (where ‘−1’ is the unavailable partition)

(a) Initial Table

join
cost LS RS CP LSRS TC

R.c2, S.c2 4 12 0 -1 5
S.c2, T.c2 12 32 0 -1 15

(b) Updated Table

join
cost LS RS CP LSRS TC

R.c2, S.c2 4 -1 0 -1 5
S.c2, T.c2 -1 -1 -1 -1 -1

Join cost can be calculated in advance using query trees and database schema.
In order to reduce the cost during SQL execution as much as possible, we should
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try to filter the expensive join ways as early as possible. So the greedy strategy
GyPA is to fill the join cost table shown in Table 1, avoid the costly join strategy
and select the least cost join method as far as possible.

Algorithm 2 gives the pseudo-code for our greedy algorithm. In Table 1,
we have three tables R, S, and T; we have two joins j1 = R ��

R.c2=S.c2
S and

j2 = S ��
T.c2=S.c2

T . We first initialize the join cost table JoinTable in Line 3,

shown in Table 1(a). For the join tables, we iterate (Line 4–8) to find the partition
attributes for them. First, we decide the table for checking by finding the largest
join cost in the JoinTable, which is the worst partition on key c2. In Table 1(a),
the max cost is 32 by RS for j2. For j2, partition method CP can have the
least cost 0. We can then update the partitionConfig by adding pairs <S, c2>
and <T, c2> as in Line 7. For the selected partition attributes, we recalculate
and update JoinTable and get a new one shown in Table 1(b) as in Line 8.
In distributed environment, we may need to partition the other tables, which
are not involved in any joins and are then tackled by hashing acquiescently on
their primary key in Line 9. Notice that we select the attribute in partition
table instead of the shuffle table to update partitionConfig. For example, if LS
generates the least cost, the second table and its partition attribute pair is
selected to join partitionConfig. If CP generates the least cost, both table and
partition attribute pairs should be inserted to partitionConfig.

Algorithm 2. Greedy Algorithm for Partition: GyPA
Input: historical workload W, schema S
Output: partition configuration P

1 partitionConfig ← ∅;
2 JoinTable ← ∅;
3 fillJoinTable(JoinTable, W, S );
4 while !isAllUpdate() do
5 Key = getMaxCost(JoinTable);
6 Key = getMinCostByKey(JoinTable, Key);
7 add Key to partitionConfig ;
8 update(JoinTable);

9 process the other tables;
10 return partitionConfig ;

Supposing the size of JoinTable is n. In cost computing phase, we need
traverse all the lines of JoinTable, so the time complexity is O(n). When we
locate the maximum cost and do updation to JoinTable, we may update all the
other lines of the table, and the time complexity is O(n2). So the time complexity
of GyPA is O(k ∗n2), where k is the number of tables involved with joins. But in
fact, the method always makes the best choice in current view which is a local
optimal solution and does not consider global optimization.



Apara 199

Fig. 5. Example individual for TPC-H

3.3 Genetic Algorithm for Partitioning GePA

We design a new heuristic algorithm based on the traditional genetic algo-
rithm [19] shown in Algorithm 3 to find a global optimal partition configura-
tion. First, we do individual encoding and population initialization in Line 2,
where each individual corresponds to a partition configuration and the geno-
type of individual is the partition attribute selected for each table. Individual
is represented as an array. We represent the individual for TPC-H as an eight-
size array, indexed from 0 to 7 for the eight tables (key part). The value for
each item is the index of the selected partition attribute, shown in Fig. 5. For
example, NATION has four join key candidates, which are nationkey, regionkey,
name, comment. The value for NATION is 1, representing nationkey selected as
its partition key. So Fig. 5 gives an example individual value as {01002003}. The
number of individuals defined in the initial population is left as an adjustable
parameter according to the scale of the problem. The given initial population
size in this paper is 10.

Definition 4. Selection Probability: Supposing the population size is N and
one optional partition configuration is Pi, the Selection Probability of Pi =

CostiD∑
i∈N CostiD

.

In the context of our work, the size of data transferring under each partition
configuration is the indicator to measure the quality of individuals. We take the
size of data transferring as the fitness function for gene evolution, which is also
known as the evaluation function and used to select the superior and eliminate
the inferior ones in population. The larger the data transferring CostD, the worse
the individual fitness and the more likely to be eliminated. Choosing good par-
tition configurations from the population and eliminating bad ones is executed
in each round of iteration shown in Line 4–8 in Algorithm 3. We implement
Roulette Selection for gene evolution. Roulette Selection does gene evolution
based on Selection Probability defined in Definition 4, which reflects the ratio
of the fitness of Pi to the total individual fitness of the entire population. The
higher the Pi, the higher the probability of being selected as a bad individual.
Line 6 is Crossover Operation, which can generate new partition configurations
by randomly exchanging some genes of two individual in the population accord-
ing to the crossover mode. CrossOne, also known as simple crossover, refers to
the random setting of an intersection point in the individual gene string, then
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randomly selecting two individuals as the parent individuals, exchanging the
part of gene block behind their intersection point, and then generating two new
child individuals. Line 7 is Variation Operation, which generates a new partition
configuration with the possibility of gene changes. The iteration is controlled by
predefined parameter iterNum.

Algorithm 3. Genetic Algorithm for Partition: GePA
Input: historical workload W, schema S, iterationNumber iterNum
Output: partition configuration P

1 partitionConfig ← ∅;
2 PL = initPopulartion(W, S );
3 iter = 0;
4 while iter < iterNum do
5 rouletteSelection (PL);
6 crossOne(PL);
7 partitionConfig = variation(PL);
8 iter++;

9 return partitionConfig ;

In Algorithm 3, new individuals are generated and the population is updated
through CrossOver, Selection, and Variation steps. By continuous iterating, the
partition configuration with higher cost is eliminated, and finally the optimal
data partition configuration is obtained. Supposing the number of individual in
population is N , the time complexity of the selection phase is O(N ∗ o(N)),
where o(N) is the time complexity for computing individual fitness, the time
complexity of the crossover phase is O(N/2) and the variation phase is O(N).
So the average time complexity is O(iterNum ∗ N ∗ o(N)).

4 Replication-Based Partition Algorithms

Distributed data replication can avoid data transferring with the cost of extra
storage [20]. Full redundancy is infeasible especially for big data and we should
find an appropriate replication strategy to minimize the data transferring cost
with respect to a specified storage space.

4.1 Mixed Cost Model

A good replication strategy can effectively reduce the data transferring of dis-
tributed joins and utilize less data redundancy meanwhile. We construct a new
cost model by weighting the cost of both data transferring and data redundancy:

CostPD,C(W ) = α × CostPD(W ) + β × CostC(W ) , α + β = 1 (3)

Where CostPD,C(W ) is the cost considering both data transferring CostPD(W )
as in Eq. 2 and data replication CostC(W ), with respective to workload W ,
partition strategy P and replication strategy C. α and β are weight parameters
to specify the importance of data transferring and the data storage.
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4.2 Greedy Algorithm Based on Data Replication

Intuitively, data that is frequently joined remotely needs to be replicated, which
can be obtained in advance by analyzing workload W and schema S. Since we
may have redundant storage limitations, we evaluate data replication usefulness
by Eq. 4.

CostU =
CostD
CostC

(4)

Where CostU is per unit data transferring cost with respect to redundancy.
The higher the value, the more useful the data.

We do some modification to GePA in Sect. 3.2 for considering data repli-
cation. Running Algorithm 2, it generates the partition configuration without
replications. We then calculate unit network cost for all the data blocks involved
in all the filter conditions, which are sorted in descending order. With respect to
the pre-specified space for replications, we greedily select useful data for repli-
cation.

4.3 Genetic Algorithm Based on Mixed Cost Model

We improve our genetic algorithm Algorithm 3 by combining the replication
strategy. We replace the fitness function by CostPD,C(W ). We extend the indi-
vidual chromosome to two parts which are the original partition feature and
current replication feature, as shown in Fig. 6. We add all the filters in work-
loads to the array as the replication feature, which generates potential replica-
tion data candidates. If the value for the item in replication feature is set to 1, it
means data for this filter condition is preferred for replicating. The main idea of
CrossOver, Selection, and Variation is roughly similar to Algorithm 3 and will
not be repeated here.

Fig. 6. Extended individual Fig. 7. Total runtime of
all TPC-H queries
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5 Evaluation

Apara is an assistant module for any database administrators with suggestions
about partition configuration and replication strategy. We then run experiments
in an open source database called GreenPlumDB [6]. We deploy GreenPlum
(v.4.3) on an cluster which includes a master node and other 9 segment nodes.
Each node contains two segments. For each table the data is partitioned accord-
ing to the partition key by Hashing acquiescently and then divided among the
segment nodes. Each machine has two 2.00 GHz 6-Core Intel(R) Xeon(R) E5-
2620 processes, 120G RAM and 3.6 T local storage. The machine is running on
CentOS 6.5.

We select complex workloads in TPC-H [17] for our experiments, which have
22 query templates containing more than sixty join operations. We use IPtraf [8]
to collect the information of data transferring among network. Default database
size is 20 GB (SF = 20) and the default replication space is set to 2GB on each
node. Processing efficiency is evaluated by query latency, which is the total
running time of the set of test workloads. In order to reduce cache influence, we
run each set of experiments five times and take the average latency.

For comparison, we implement PK (primary key-based partition) and the
idea in PREF [20] which is the latest work for locality aware query processing. In
our design, we evaluate OPA, GRP (GyPA algorithm), GEP (GePA algorithm),
GRPR (GyPA with replication), and GEPR(GePA with replication) in detail.

5.1 Comparison with PREF

In Fig. 7, we compare our method Apara implementing GRP with PREF [20],
OPA and PK methods. We can find that Apara is better than PREF without
any replication. Though OPA is the best one, its running time is unacceptable
for its full traversal, which is infeasible for realistic applications when involving
many tables. PREF is implemented with data replication if there is any ref-
erence relationship among tables. For Apara, if our partition uses replication,
e.g., GRPR, we can get much better performance, which will be shown in the
following paper. Moreover, PREF is implemented together with the modifica-
tion to query processing module. So it is difficult to be applied. So next, we run
experiments to compare different algorithms in Apara to show the performance.

5.2 Overview of the Performance Improvement

We compare the algorithms in Apara in Fig. 8(a). The query latency of GRP out-
performs PK by 51.21%, GEP outperforms PK by 68.93%. When using repli-
cation, GRPR and GEPR can improve better, which are 71.11% and 73.54%
compared to PK respectively. Figure 8(b) compares the network transfer cost
with different segment nodes from 1 to 8. As we know, disk access and network
transfer account for the majority time of query processing. In order to show
the effect of network transfer, we set the effective cache size of GreenPlum
to 30GB, which are huge enough to avoid disk access. IPtraf collects network
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transfer size for all the workloads. When there is only 1 nodes, no data trans-
fer occurs. It is easy to see that with replication we can reduce network transfer
cost, which are GRPR and REPR. Genetic−based methods are generally better
than Greedy − based methods.

(a) Query Latency for Different Methods (b) The Network Transfer Cost

Fig. 8. Overview of the performance improvement

Fig. 9. Query latency with data size Fig. 10. Query latency with network
size

Since GRPR and GEPR are based on GRP and GEP with pre-specified
storage spaces, which make better performance, the scalability of both GRPR
and GEPR are decided by GRP and GEP. So we only demonstrate the scalability
of GRP and GEP in the following paper.

5.3 Algorithm Scalability

Scalability to Data Size: Figure 9 shows the query latency of GRP and GEP
with different scale factors (SF = 1, 5, 10, 20, 30, 50, 100). We also calculate the
speedup of GRP, GEP compared to PK. For the growth of data size will increase
data transfer among nodes, query latency grows up for all three methods. But
GEP wins the best scalability.
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Speedup is increasing until SF = 10. This happens because of the bottleneck
of system resources. When SF is greater than 10, CPU utility consumes almost
100% and it becomes the bottleneck. Then the latency caused by resource com-
petition is more obvious than network transferring.

Scalability to Network Size: Figure 10 compares the query latency of GRP,
GEP and PK under different Network size. When the number of node is 1, the
query latency of these three partition configuration is almost the same, since
there is no data transferring. As we increase the number of nodes, though data
transferring among nodes will increase, parallel distributed query processing will
improve performance. However GEP can effectively reduce more network cost.
So GEP gets the best performance. Moreover, we can see the speedup ratio in
Fig. 10 increases with the increase of nodes, so our algorithms can work well in
distributed environment and have a good scalability.

Scalability to Complex Workloads: Figure 11 shows the query latency under
different numbers of queries, which are selected randomly from the 22 TPC-H
workloads. It compares the performance of GRP, GEP and PK. We can see that
Apara’s algorithms can still achieve better performance when we have larger
number of workloads.

Fig. 11. Query latency with workload
size

Fig. 12. Apara execution time with
workload size

5.4 Apara Efficiency

Figure 12 shows the total execution time of Apara tool to get all the partition
configuration suggestions for our four algorithms, which are GRP, GEP, GRPR
and GEPR. Execution time of Apara approximatively linearly increases with
the growth of queries selected randomly from TPC-H. Apara can get all the
partition and replication configurations in a short time period, which makes it
applicable for production environment.
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6 Related Work

In order to avoid expensive remote join operations, data partition and replication
are the feasible options for improving query performance [3,15]. Data partition
can be used for both OLTP workloads [2,12,13] but also for OLAP workloads.
Horizontally partition is commonly used in traditionally databases area [18]. Co-
partition large tables can effectively avoid remote join operations [5]. However,
in complex schemata with increasing number of tables, not all tables can be co-
partitioned. Oracle [4] introduces a method REF to partition tables by reference
relationships. However, this method simply partitions tables by foreign keys and
does not consider the other relationships in join operators. Predicate-based refer-
ence partition [20] PREF is a partition scheme that allows to co-partition sets of
tables based on given set of join predicates. However, if a referenced table in the
PREF scheme contains duplicates, the referencing table will inherit those dupli-
cations as well, which may lead to a large size of redundancy. AdaptDB [9] and
Amoeba [16] propose the adaptive partition mechanisms. Amoeba is designed
for reducing remote disk access considering all filters conditions instead of joins.
AdaptDB extends it by supporting optimization for data access in join opera-
tions, but it still has strong assumptions which is that remote disk access is the
same as local disk access. There are some other work [1,11] designed based on
revising query execution plans which is not applicable for production environ-
ment. Navathe [10] and HYRISE [7] are two vertical partition methods which
focus on disk-based systems and main-memory resident data processing systems,
respectively. Apara will consider to add vertical partition for data distribution
in future.

7 Conclusion

In this paper, we present Apara, a workload-aware storage distribution guid-
ance tool for complex OLAP workloads with the purpose to reduce the network
cost and improve query performance in distributed environment. We firstly dis-
cuss the optimal partition algorithm, which is time consuming for large size of
applications. Then we present two heuristic algorithms to find the potential opti-
mal solutions. Finally, we consider to use pre-specified replication into our cost
model and use it in our heuristic algorithms to further improve the performance
of Apara. Our experiments show that Apara works well for complex workloads
in distributed environment.
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Abstract. Relational database management systems (RDBMSs) have
been a common option to manage structured data over the past decades.
In recent years, with the prevalence of big data applications, vast unstruc-
tured and semi-structured data are generated, deeply challenging the
relational model used in RDBMSs. For this reason, a wide spectrum
of NoSQL databases are developed for managing unstructured, semi-
structured or structured data. For example, graph database manage-
ment systems (GDBMSs) are commonly used as an important cate-
gory of NoSQL databases, to manage sophisticated graph data as well
as relational data. Nonetheless, as claimed in existing literatures, both
RDBMSs and GDBMSs are capable of managing graph data and rela-
tional data, the boundaries of them still remain unclear. In this paper,
we propose a unified benchmark for RDBMSs and GDBMSs, to evaluate
them under the same metrics, and report which category is better in
different application scenarios. We conduct extensive experiments over
the unified benchmark, and report our findings: (1) RDBMSs are signifi-
cantly faster for aggregations and order by operations, (2) GDBMSs are
shown to be superior for projection, multi-table join and deep recursive
operations, (3) GDBMSs and RDBMSs are comparable for two-table join
and shallow recursive operations.

Keywords: RDBMSs · GDBMSs · Benchmark

1 Introduction

E.F. Codd introduced the relational data model with relations to represent data,
with relational algebra and relational calculus to operate data, and relational
integrity constraint to control the consistency and completeness of data. Since
then, various RDBMSs have been developed with standard SQL to support data
definition, data manipulation, and data control operations.
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In recent years, graphs have been shown increasingly important to big data
applications such as social network analysis, spatio-temporal analysis and nav-
igation, and consumer analytics, as it is able to capture complex relationships
and data dependencies.

Thus far, great controversies have been raised for the comparison between
RDBMSs and GDBMSs: which category is better.

To clearly answer this question, we propose a unified benchmark for both
RDBMSs and GDBMSs. First, to address the issue that RDBMSs and GDBMSs
have different data models, we propose a relation-to-graph mapping scheme,
under which, relational data are able to be transformed to graph data. In this
way, we use TPC-H [1], which is a commonly accepted benchmark in RDBMSs,
and extend it to evaluate GDBMSs. Similarly, we propose a graph-to-relation
mapping scheme, under which, graph data are able to be transformed to rela-
tional data. We use LDBC [2], which is commonly used in GDBMSs, and
extend it to evaluate RDBMSs. Second, to address the issue that RDBMSs and
GDBMSs have different query languages, we transform all 22 SQL queries in
TPC-H to graph queries, and transform 5 graph queries into SQL queries. More-
over, Finally, we select PostreSQL, a popular open source RDBMS, as the repre-
sentative of RDBMSs and Neo4j, ArangoDB as two representatives of GDBMSs.
We conduct extensive experiment evaluations by comparing the above two cat-
egories of representative systems over TPC-H and LDBC under the metrics,
including query processing time, memory utilization ratio, and CPU utilization
ratio.

In summary, our contributions are as follows.

– We propose a unified benchmark for both RDBMSs and GDBMSs to evaluate
them under the same datasets as well as the same metrics.

– We propose a graph-to-relation inter-mapping scheme under which, graph
data and relational data are inter-transformed. We rewrite all SQL queries
in TPC-H to graph queries and rewrite all graph queries in LDBC to SQL
queries.

– We conduct extensive experimental evaluations for existing popular RDBMSs
and GDBMSs over both standard TPC-H and LDBC, and report our findings
in details.

The remainder of this paper is organized as follows. We review the related
work in Sect. 2, and elaborate our unified benchmark in Sect. 3, following which
we report experimental results and our findings in Sect. 4, before concluding the
paper in Sect. 5.

2 Related Work

Our work is related to both RDBMSs benchmark and GDBMSs benchmark.

RDBMSs Benchmark. As the mainstream commercial database systems,
there exist rich RDBMSs benchmarks. Among them, the most well accepted
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are the TPC series. TPC-C [3] is an on-line transaction processing (OLTP)
benchmark, which involves a mix of five concurrent transactions of different
types and complexity. It models order management and extracts the workload.
TPC-H is a decision support benchmark which models business procurement,
whose datasets consist of 8 tables representing general business procedure. The
22 queries and the data populating the database have been designed to eval-
uate the capacity of handling critical business questions. TPC-DS [4] is also a
decision support benchmark which models several generally applicable aspects
of a decision support system, including 24 tables, and 99 randomly replaceable
SQL queries. It focuses on emerging technologies, such as Big Data systems, to
execute the benchmark.

GDBMSs Benchmark. Unlike RDBMSs benchmarks which are proposed by
authoritative organization, GDBMSs benchmarks come from some database
companies. NoSQL Performance Benchmark [5] is proposed by ArangoDB [6],
with its prime target to compare the performance among MongoDB, Post-
greSQL, OrientDB, ArangoDB and Neo4j under the metrics including read/write
performance test, memory utilization ratio. GDBMSs Benchmark [7] is created
by TigerGraph [8], mainly examines the data loading and query performance
of TigerGraph, Neo4j, Amazon Neptune [9], JanusGraph [10], and ArangoDB.
The LDBC Graphalytics benchmark [2] is an industrial-grade benchmark for
graph analysis platforms. It consists of several typical graph algorithms, stan-
dard datasets, data generators and reference outputs, enabling the objective
comparison of graph analysis platforms.

3 A Unified Benchmark for RDBMSs and GDBMSs

In this section, we unify RDBMSs benchmark and GDBMSs benchmark. In par-
ticular, we utilize the standard RDBMSs benchmark, TPC-H, and extend it
to evaluate the performance for GDBMSs. Similarly, we utilize a widely used
GDBMSs benchmark, LDBC, and extend it to evaluate the performance for
RDBMSs. By doing this, we evaluate RDBMSs and GDBMSs on the same
datasets with the same query workloads under the same metrics.

3.1 Data Generation

Data Generation Schemes. Since RDBMSs and GDBMSs have different
data models, we need to develop a data inter-transformation scheme between
relational data and graph data. To transform relational data to graph data, we
propose a relation-to-graph mapping scheme. In this scheme, we generate one-to-
one mapping between tuples from entity tables and vertices in the graph model,
and use the foreign keys of relational data model to build edges from pairwise
tuples.

Similarly, to transform graph data to relational data, we propose a graph-to-
relation mapping scheme as well. In this scheme, we simply store the directed
edges as triples, which are maintained in a relation with three attributes, namely
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fromVertex, edgeLabel, toVertex. As mentioned before, we utilize LDBC as the
graph benchmark.

Datasets to Be Used. In TPC-H benchmark, the relational datasets are gen-
erated using the TPC-H data generator with different sizes, ranging from 50 MB
to 1 GB. In LDBC benchmark, we transform the graph datasets to relational
datasets based on the graph-to-relation mapping scheme.

3.2 Query Workload

Our unified benchmark includes three categories of query workloads. The first
category is named as atomic relational queries. It consists of four operations,
include Projection, Aggregation, Join and Order by. We build this category of
query load to evaluate and compare the capacity of processing typical atomic
operations between RDBMSs and GDBMSs.

The second category is named as TPC-H query workloads. It consists of 22
queries from TPC-H, which are designed to exercise system functionalities in
complex business analysis applications.

The third category is named as Graph query workloads, which includes 5
graph algorithms from LDBC Benchmark considered to be representative for
graph analysis.

Atomic Relational Queries. Atomic relational queries consist of four basic
relational operations in RDBMSs, which are Projection, Aggregation, Join and
Order by.

TPC-H Query Workloads. [11,12] list many query languages for graph
databases and show expressive power and complexity of graph query languages.
Therefore, we can convert all of the 22 queries of TPC-H using graph query
language, specifically, Cypher for Neo4j and AQL for ArangoDB. The 22 queries
include plenty of relational operations, such as Group by, Order by, Aggregation,
Join, and Subquery. Every graph query is completely equivalent to its original
TPC-H query, for eliminating query’s effect on the experiment results.

Graph Query Workload. We re-implement five graph algorithms using SQL
statements. For recursive algorithms, taking BFS (Breadth-First Search) [13] for
example (shown in Algorithm 3), we use with [recursive] [14] clause to do the
transformation by referring to SQL’99 [15,16].

3.3 Metrics

We measure the performance of RDMBSs and GDBMSs under query processing
time, memory usage ratio and CPU usage ratio. We run each graph and SQL
query for five times, and all the metrics are computed on average.
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Fig. 1. Relational operation test

4 Experiments

In this section, we first introduce the experimental setup in terms of design of
experiments which consists of two parts, namely, the comparisons for relational
operations and for graph algorithms. Then, we report and interpret the exper-
imental results, based on which we elucidate a summarization about the most
applicable scenarios for the relational and graph databases.

4.1 Experimental Setup

Design of Experiments: The goal of our unified benchmark is to objectively
compare relational databases and graph databases. To this end, we design types
of experiments to carry out a comprehensive evaluation on databases.

Performance Comparison for Relational Operations: We evaluate the perfor-
mance of each database when processing general TPC-H queries and some extra
evaluation queries. For TPC-H queries, we execute 22 queries on three databases:
PostgreSQL as a representative for RDBMSs, Neo4j represent GDBMSs, and
ArangoDB as a typical system for multi-model NoSQL database which includes
graph data models. 22 queries are executed on each of them, and meanwhile the
processing time, CPU usage and main memory usage are recorded. Mean values
are calculated for the processing results of the 22 queries to measure the gen-
eral capacity of handling business-oriented ad-hoc queries and concurrent data
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Fig. 2. Testing 4 graph algorithms over 4 datasets

modifications for 3 databases. The evaluation for TPC-H queries only measures
general capacity for business oriented scenarios, yet every query in TPC-H con-
sists of many atomic operations such as Projection, Aggregation, Join and so on.
Four extra queries have been designed to measure the performance of processing
4 typical atomic operations:Projection, Join, Aggregation and Order by.

Performance Comparison for Graph Algorithms: For graph algorithms, we exe-
cute 5 graph algorithms we have introduced in Sect. 3 on four databases: Neo4j
as representative for GDBMSs; Oracle, PostgreSQL and Microsoft SQL Server
as 3 typical RDBMSs. Every graph algorithm is executed on 4 databases and
the processing time is recorded for each database.

4.2 Experimental Results and Analysis

In this section, we report the experimental results analyze the results by high-
lighting our most critical findings.

Relational Operation Test. We carry out relational operation test on three
databases, namely, PostgreSQL, Neo4j and ArangoDB. Figure 1(a) illustrates the
average processing time of the whole 22 TPC-H queries in each databases with
different sizes of datasets. From the figure, we can observe that the processing
time in Neo4j and ArangoDB is significantly longer than that in PostgreSQL,
although Neo4j is widely used as a by industry. Figure 1(b) and (c) depict the
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average CPU usage rate and main memory usage rate, respectively. From the
figures, we can observe that PostgreSQL also outperforms the other two tested
databases in terms of CPU and main memory usages. Compared with Neo4j,
ArangoDB consumes relatively less CPU but more main memory.

Besides, we also carry out an experiment to evaluate the processing time of
4 typical atomic operations (i.e., Projection, Join, Aggregation, and Order by)
in RDBMSs. We observed that GDBMSs excel in Projection and Join opera-
tions but have disadvantages in Aggregation and Order by operations. Note that
with the increase of data scale, time consumption of PostgreSQL on Projection
and Join enlarge sharply while Neo4j and ArangoDB increase smoothly. Mean-
while, for Aggregation and Order by operations, there are much higher difference
regarding time consumption when data scale increases between RDBMSs and
GDBMSs.

From experiments and analysis above, we can find that both RDBMSs and
GDBMSs have their merits of dealing with relational operations. Whereas in
business oriented scenarios such as TPC-H workload, GDBMSs can not have a
desirable performance due to their storage system. According to our extra exper-
iments, the problem can be solved by creating indexes on properties properly
and change the schema for graph data transferred from relational databases, for
schema of GDBMSs is flexible and adjustable. To be specific, by creating indexes
on properties that constantly retrieved and avoid adding too many properties
in node via extracting some properties and creating as node, GDBMSs can also
have a satisfying performance for relational application scenarios.

Graph Algorithm Evaluation. We carry out graph algorithm evaluation
over four real graphs. Figure 2 illustrate the performance of the five algorithms
(mentioned in Sect. 3) over four directed graphs we’ve introduced in the part
of datasets, namely, Wiki-Vote, Cit-HepTh, Web-Stanford and Wiki-Talk. We
omitted the result for a graph algorithm if it fails to finish in 1 h. In addition, the
variable level represents the depth of recursive operations for BFS algorithm.

As shown in Fig. 2, we can observe that as expected, Neo4j has the best
efficiency performance on these four real graphs.

While Oracle and MSSQL fail to process LCC and WCC algorithms in large
dataset in one hour, since LCC and WCC have massive sophisticated opera-
tions, including Distinct, Aggregation, and Exists operations which are time-
consuming. Specifically, we find the intermediate results reach at a scale of ten
billions for our M size dataset when we execute LCC algorithm. WCC algo-
rithm traverses all nodes using for ... in loops, each of which involves several
iterations to process Join, Insert, Exists operations. The number of iterations
is an important factor in determining the performance. Departing from WCC
algorithm which has multi-levels recursive join operation, CDLP and PR simply
find adjacent nodes for every node and loop several times according to a user-
defined parameter. Moreover, as graph datasets scale from S to XL, the time
consumption increases for PR and CDLP.
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5 Conclusion

Both RDBMSs and GDBMSs hava capacity of managing relational data and
graph data, making the boundaries of them unclear. To clearly answer the ques-
tion, we have proposed a unified benchmark referring to existing benchmarks
for RDBMSs and GDBMSs, which consist of relational workloads and graph
algorithms, to evaluate databases on the same datasets under the same met-
rics, and tested which category is better in different application scenarios. We
have implemented a inter-transfer between SQL and graph query languages for
querying and importing data in RDBMSs and GDBMSs, respectively. We have
conducted extensive experimental evaluations for existing popular RDBMSs and
GDBMSs over both standard TPC-H and LDBC, and reported our findings in
details. We can conclude that RDBMSs have advantages on processing Aggre-
gation and Order by operations, while GDBMSs have a desirable performance
for Projection, multi-table Join and deep recursive operations, GDBMSs and
RDBMSs are comparable for two-table join and shallow recursive operations. As
future work, we will study the optimization on property storage management.
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Abstract. Predicting next point of interest (POI) of users in location-
based social networks has become an increasingly significant requirement,
because of its potential benefits for individuals and businesses. Recently,
various recurrent neural network architectures have incorporated con-
textual information associated with users’ sequence of check-ins to cap-
ture their dynamic preferences. However, these architectures are limited
because they only take the sequential order of check-ins into account and
face difficulties in remembering long-range dependencies. In this work,
we resort to the heterogeneous of information network (HIN) to address
these issues. Specifically, a novel attentional meta-path-based recurrent
neural network is proposed, dubbed ST-HIN. ST-HIN predicts the next
POI of users from their spatial–temporal incomplete historical check-in
sequences, and uses the multi-modal recurrent neural network to capture
the complex transition relationship. Furthermore, a meta-path attention
embedding module is devised to capture the mutual influence between
the users’ meta-path-based global information in HIN and the dynamic
status of their current mobility. The results of extensive experiments
performed on real-world datasets demonstrate the effectiveness of our
proposed model.

Keywords: POI prediction · Meta-path · Recurrent model ·
Spatial context

1 Introduction

At present, users in location-based social networks (LBSNs), such as Foursquare
and Gowalla, can share their location with their friends anytime in the form of
check-ins, thereby generating a huge amount of spatial and temporal context
data. Spatial and temporal contexts reflect the essential factors of “where” and
“when” for a certain event. Exploring these contexts is critical in predicting
c© Springer Nature Switzerland AG 2019
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the next point of interest (POI) of users, which is a challenging yet important
research topic in analyzing LBSNs.

Classical methods, such as matrix factorization (MF) [10], have been widely
used in recommending a personalized ranked list of POIs to users. MF-based
approaches mainly model the users’ locations preferences by using historical
user–location interaction records. Various types of context data have also become
increasingly available in online services. The extant MF approaches leverage
these contextual data to improve their recommendations [11,12,34]. However,
predicting the next location of users requires not only calculating the users’
location preferences but also modeling the sequential transition regularities from
check-in data given the strong sequential dependency of users’ mobility patterns
[5,14]. To tackle this issue, the Markov model and its variations estimate the
probability of future action by building a transition matrix for locations accord-
ing to their past trajectories, representative as the FPMC-based models [1,3].
Since these models linearly combine all of the embedded Markov chains and
constraints, they require a strong independence assumption among different fac-
tors, which is nearly impossible in practice. Moreover, these models predict the
next location of users based only on their latest check-in data and ignore the
influences of short- and long-term sequence contexts.

Various deep neural network-based approaches have recently become pop-
ular in POI recommendation due to their inherent ability to model complex
non-linearities in data [17,28,30]. Among the NN-based methods, the Recurrent
Neural Network (RNN) has been widely used to extend the MF-based approaches
and to capture the users’ short-term dynamic preferences over time from their
historical behaviors sequences. The RNN-based recommendation approaches
typically feed users’ check-in sequences into the recurrent models and use their
hidden states to represent the users’ dynamic preferences, and some of them fur-
ther endeavor to incorporate the contextual information [14,17]. These sequential
models emphasize the short-range dependencies among sequence nodes, inducing
two major weaknesses: (1) disregarding the critical spatial and temporal correla-
tions, which are essential for mitigating data sparsity existing in the majority of
deep learning models; and (2) only taking the sequential orders of check-in into
account and thereby facing difficulty of remembering long-range dependencies.

As a promising modeling method, the heterogeneous of information network
(HIN), has been successfully applied in recommendation systems [6,32], due to its
superiority of modeling rich auxiliary data and links [9,23]. A meta-path, which
indicates the relations among connecting objects pairs in HIN, can effectively
explore the structure of HIN and capture the rich semantics for recommendation
[25]. Figure 1 represents the user LBSN information in the form of HIN, which
includes different types of nodes (a.k.a. entities), such as users (U), locations (L),
regions (R), and category (C). These entities are connected by different types of
relations. For instance, the “user-location-user” meta-path indicates two users
co-visiting the same locations, while the “location-category-location” meta-path
denotes two locations belonging to the same category. The indirect interactions
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between users and locations based on different meta-paths can be considered as
diverse types of global information.

We benefit from this diversity representation ability of HIN in this work, to
recommend the next POI for users by comprehensively analyzing their spatial-
temporal incomplete check-in history. Two major limitations of HIN are tackled
in this work. First, the existing HIN-based methods assume that the personal
preferences of users are stable, disregarding the dynamic spatial-temporal vari-
ations across different geographical regions. Second, these methods characterize
two-way user–item interactions and seldom exploit and explore the mutual influ-
ence between the global information on the meta-path and the users’ sequential
behaviors over different spatial-temporal contexts.

To address these issues, we leverage the rich meta-path global information
in HIN in a highly principled manner. Our objectives are to (1) learn explicit
representations for meta-path-based global information to better describe users
and items, (2) characterize the mutual influence among three-way interactions
<user, location,metapath> that correspond to different spatial and temporal
contexts, and (3) predict next POI by jointly utilizing the users’ dynamic latent
state and the global user and location latent representation that is enhanced via
meta-path embedding.

Accordingly, we propose ST-HIN, an attentional RNN model, to predict the
next POI based on the lengthy and sparse users’ check-in data. ST-HIN utilizes
a multi-modal RNN to capture the multiple spatial and temporal factors that
govern the transition regularities of human mobility. In the multi-modal RNN,
we convert the sparse features (e.g., user ID, location ID, and category ID)
into dense representations, which are more complete and expressive. Afterward,
we feed the dense representations into a RNN to model long-range and complex
dependencies in a trajectory sequence. ST-HIN embeds users’ mobility transition
patterns (i.e., the multiple factors that govern the human mobility) to capture
their personalized dynamic movement preferences, and explores the meta-path-
based rich semantic information via a meta-path attention embedding module,
which is jointly trained to generate the global meta-path-based context highly
correlated with the users’ current mobility status. The contributions of our study
are summarized as follows:

– We propose a novel meta-path-based next POI prediction model called ST-
HIN, which is a deep learning architecture to model global information and
sequential relations. ST-HIN combines two types of regularities in a princi-
pled way, namely, human mobility transition regularity and meta-path-based
semantics, over the objects in HIN. To the best of our knowledge, this work is
the first to utilize the deep learning network to simultaneously combine these
two important regularities for the next POI.

– We design two attention mechanisms that are tailored to cooperate with the
recurrent module. The first is to directly embed meta-path-based informa-
tion into independent latent vectors and improve the meta-path embedding
by using the co-attention mechanism. The second is to interact the users’
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global meta-path-based context embedding with the users’ current status and
generate the most related context for POI prediction.

– We conduct extensive experiments on real-world datasets. The experiment
results demonstrate that our model outperforms the state-of-the-art recom-
mendation approaches by a considerable margin.

2 Related Work

In this section, we review the previous studies on spatial and temporal recom-
mendation and HIN-based recommendation methods.

2.1 Spatial and Temporal Recommendation

Factorization-based methods, such as Matrix Factoring (MF) [18], Bayesian per-
sonalized ranking (BPR) [21], and factorization machines [12], have been widely
used in recommendation systems. These models assume that those users with
similar check-in POIs share the same preferences, and therefore more likely to
check-in similar POIs. The key idea of these models is to factorize the users-
item matrix into two latent matrices that represent users and items character-
istics. Recently, deep learning has achieved much success in learning effective
representations. Some deep learning models have also been integrated into col-
laborative filtering models to learn a deep item or user representation from its
associated side information for recommendation [4,26]. For example, Wang et
al. proposed a hierarchical Bayesian model that utilizes stacked denoising auto-
encoders to achieve deep representation learning for the item information and
applies collaborative filtering for the user-item matrix. However, this model can-
not address user cold–start problems, assumes that personal preferences are sta-
ble, and ignores their spatial and temporal dynamics over geographical regions.

Given that MF methods usually suffer from the cold-start problem, many
studies have attempted to leverage additional information for recommenda-
tion [1,14,16,33]. Previous studies have shown that, incorporating spatial and
temporal contexts associated with the users’ historical check-in data is critical for
enhancing next POI prediction performance. Many studies have leveraged spa-
tial and temporal features to boost prediction performance. We categorize these
approaches into three groups, namely, pattern-, model-, and neural-network-
based approaches. Pattern-based approaches mine the mobility patterns from
movement data. In [2,33] the scatter plot of each user’s check-in (e.g., longi-
tude and latitude) is captured by a fixed distribution. However, this approach
cannot generate latent representations for the time bins that never or seldom
appear in the training data. Markov model and its variants are representative
model-based methods [1,3] that estimate the probability of a future action by
building a transition matrix for locations according to their past trajectories.
Cheng et al. [3] and Chen et al. [1] proposed recommendation models based on
personalized Markov chain (FPMC) [22] by factorizing the probability transi-
tion. Given that FPMC-based models linearly combine all embedded Markov
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chains and constraints, they require a strong independence assumption among
different factors, which is nearly impossible in practice. Recently, RNNs have
been applied in POI recommendation tasks because of its effectiveness in vari-
ous sequential applications, such as natural language processing, speech recog-
nition, and GPS trajectory modeling Liu et al. [17] proposed ST-RNN to model
local temporal and spatial contexts by extending RNNs with time- and distance-
specific transition matrices. Liao et al. [14] proposed a multi-task, context-aware
RNN that leverages spatial activity in activity and location prediction. When
modeling sequential data, RNN assumes that the temporal dependency changes
monotonously along with the positions in a sequence, thereby suggesting that
compared with the previous element, the recent element in a sequence usually
plays a more significant role in prediction. The most recent elements also have
similar or even more complex effects on the users’ next choice compared with
the previous element.

2.2 HIN Based Recommendation

The network structure of HIN illustrates the object types and links that describe
the different relations among objects [6,27]. The indirect interactions between
users and locations based on different meta-paths can be regarded as types of
global information that are adopted in recommender systems to model the global
mutual influence between the meta-path and user-item pair. HIN-based recom-
mendation methods can be roughly categorized into two types. The first type
usually applies transformation on path-based similarity to enhance the represen-
tations of users and items. Yu et al. [32] take advantage of the meta-path-based
latent features which captured by utilizing the different types of object relation-
ships in heterogeneous information network and propose a personalized recom-
mendation framework for implicit feedback dataset. Shi et al. [24] incorporated
meta-path based user similarity to flexibly integrate heterogeneous information
for personalized recommendation. However, most of HIN based methods rely on
path based similarity, which may not fully characterize users’ and items latent
preferences on HINs for recommendation. As a comparison, the second type
leverages path based semantic relations over HIN to extract the structure fea-
ture and has been successfully applied in recommendation [13].

3 Preliminaries

This section initially defines the research problem and then presents the proposed
ST-HIN model in detail along with its learning procedure.

3.1 Problem Definition

Our objective is to predict where a user will go to next at a specific time t given
historical check-in records of a users. Given the category set A = {a1, a1, ..., a|A|},
user set U = {u1, u2, ..., u|U |}, location set L = {l1, l2, ..., l|L|} and region set
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R = {r1, r2, ...r|R|}, the check-in data can be defined as a quintuple s =
(u, l, a, r, t), which indicates that user u visits location l whose geographical posi-
tion is located in region r and category is a at time t. Following [8], we set up
a lookup layer to transform the one-hot representations of users and items into
low-dimensional dense vectors in a process called embedding. The lookup layers
correspond to two parameter matrices P ∈ R

|U |×D and Q ∈ R
|L|×D, which store

the latent factors for users and items, respectively. Here, D denotes the dimen-
sion size of the user and item embedding, whereas |U | and |L| denote the number
of users and items, respectively. With these notations, our problem can be for-
mulated as: our goal is to predict the user u’s next location ln based on the next
check-in time tn and the users’ historical check-in sequence S = {su

1 , su
2 , ...su

n}.

Definition 1 Heterogenous Information Networks [25]. An HIN is defined
as a directed graph over multiple types of nodes �and links �. In HIN, the
network structure is proposed to describe the mete structure. As illustrated the
left part of Fig. 1, our proposed model contains four types of objects and four
types of links or relations. Apart from the user and POI objects as well as the
user-POI relations that represent the historical check-in data of users, the other
types of data in this model include:

• Category nodes: In LBSNs, POIs are organized by hierarchical category
trees that provide a semantic classification of various POIs. Each top-level
category is classified into different subcategories. We infuse the categories at
the lowest level as our category nodes.

• Region nodes: A user typically correlates with several regions. For instance,
a delivery man correlates with the delivery-region-based residential areas, his
address, and the shopping regions. These regions are mutually affected and
spatially dependent, whereas their check-in numbers are positively correlated,
that is, a user frequently visits a certain region and its nearby areas. We apply
k-means clustering to cluster the POIs and assign each POI with a region ID.

• POI-Category relations: Given that each POI corresponds to a lowest-level
node of the category tree, we assign each POI to its corresponding category
in the lowest level of the hierarchy category tree.

• POI-Region relation: We calculate the Euclidean distance between the
POI geographical coordinate and the center of the identified regions and then
connect each POI to its nearest region.

• User–user relation: Users are connected to one another based on their
friendship relations on the LBSN. By using these relations, the potential
interaction among these users is considered in the POI recommendation. In
HIN, two objects or nodes can be connected via different semantic paths or
meta-paths.

Definition 2 Meta-path. A meta-path ρ takes the form of �1
�1−−→ �2

�2−−→
...

�l−→ �l, which describes a composite relation �1 ◦ �1 ◦ ... ◦ �l between �1 and
�l, where ◦ denotes the composition operator on relations.
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Fig. 1. Main architecture of ST-HIN

Given a meta-path ρ, there exists multiple specific paths under a meta-path
that are called path instances, which are denoted by ρ. As we have illustrated
above, a meta-path that connects a user with an item in HIN can reveal the
users’ global semantic preferences for user–item interactions.

Definition 3 Meta-path based Global context. Given a user u and an item
i, the meta-path-based context is defined as an aggregate set of path instances
under the considered meta-paths that connect the two nodes in the HIN.

3.2 Overview

As a powerful-sequence modeling tool, the RNN can capture a long range of
sequential information. However, when the sequence is too long, its performance
will degrade rapidly. Therefore, directly applying RNN to solve the user mobil-
ity prediction problem is intuitive yet inefficient. Some challenges other than
the long-term nature mentioned above can lead to RNN failure. One of these
challenges is posed by data quality. In general, missing data can confuse and
induce the RNN to learn the wrong transition information. Meanwhile, sparse
data makes it difficult to train the model for each individual. In sum, the RNN
faces the problem of data sparsity and complex transitions, which prevent this
model from achieving high accuracy in predicting human mobility.

As a newly emerging research direction, HIN, which comprises multiple types
of nodes and links, can utilize rich auxiliary data to learn their rich relations
and has been successfully applied in recommendation systems [9,23]. Specifi-
cally, meta-path, which refers to a sequence that indicates the relations among
connecting object pairs in HIN, has been widely used to effectively explore the
structure of HIN and to capture rich semantics for recommendation [25].

Based on the above observations, we propose ST-HIN, an attentional meta-
path-based RNN that predicts the next POI from spatial–temporal incomplete
historical check-in sequences. Our goal is to build a framework for simultaneously
extracting user dynamic preferences over locations, embedding meta-path-based
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global information, quantifying the spatio-temporal mutual effects among the
users’ latent preferences, items’ latent characteristics, and meta-path-based rich
semantics, and predicting the next POI. To accomplish this goal, we develop the
ST-HIN model based on the aforementioned definitions. Figure 1 presents the
intuition behind our proposed model, that is, the next mobility status of the
user is decided not only by the sequential information from this user’s check-in
behavior but also by his/her global characteristics. In ST-HIN, we first use the
multi-modal RNN to capture the complex transition relationship. In the multi-
modal RNN, we convert the sparse features (e.g., user ID, location ID, and
category ID) into dense representations, which are more complete and expres-
sive. Afterward, we feed the dense representations into an RNN to capture the
complex user mobility transition patterns. Through user embedding, ST-HIN
performs a personalized POI prediction while training a single model for all
users to learn and share the same mobility patterns. Besides, the region and
time representation involved in the multi-modal embedding layer enable the
RNN to model the spatial and temporal dependent nature.

Another key component of ST-HIN is the meta-path attention embedding
module, which captures the mutual influence between the user meta-path-based
global information in HIN and the users’ current mobility status. The meta-path
global-path-based attention module initially performs meta-path embedding by
using co-attention mechanisms. Afterward, the global meta-path-based context
embedding of the user interacts with this user’s dynamic mobility state to gener-
ate the most related context. By combining this context with the user’s current
mobility status, we can predict this user’s mobility based on not only the sequen-
tial relation but also the meta-path-based global information.

4 The Proposed Model

Figure 1 presents the ST-HIN architecture, which comprises three major com-
ponents, namely, feature embedding, recurrent model and path-based attention,
and prediction.

4.1 Feature Embedding

A feature can be divided into the meta-path-based feature and the check-in
sequence feature. Our goal is to utilize the meta-path based global information
to learn the users’ and items’ global effective representations; the objects with
other types are of less interest in our task. Here, we only select those meta-paths
that start with the user or item type. These paths are likely to generate meta-
path sequences with different types of nodes by using abovementioned method.
We also remove those nodes which types differ from the starting type. We even-
tually obtain a final sequence that only includes those nodes which types are
similar to the starting type. We transform those node sequences that are con-
structed by using meta-paths with heterogeneous types into node sequences that
use the homogeneous neighborhood. We embed those nodes with the same type
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in the same space, thereby addressing the challenge in representing all heteroge-
neous objects in a unified space. Inspired by the recent advancements in network
embedding [7,19],we adopt the representation learning method to extract and
represent the useful information of HINs for recommendation. Specifically, we
utilize the deepwalk [19] method to achieve meta-path embedding.

User mobility patterns are governed by multiple factors, including user pref-
erence and check-in time. Therefore, we design a multi-modal embedding module
that jointly embeds the spatiotemporal and personal features into dense repre-
sentations to help model complex transitions. In practice, all available features
of one trajectory point, including time, location, and user ID, can be num-
bered. These numbered features are translated into one-hot vectors and inputted
into the multi-modal embedding module. Compared with the limited one-hot
representation, the dense representation can better capture a precise semantic
spatiotemporal relationship. As another advantage, this dense representation is
always lower dimension, thereby facilitating the follow-up computation.

4.2 Recurrent Module

The sequential encode module takes the check-in sequence embedding χt as
its input and keeps the intermediate outputs of each step as candidate vec-
tors. The RNN reserves all spatial and temporal information and can extract
the users’ complex sequential information from historical check-in records. This
module relies on the follow-up meta-path-based attention module in generat-
ing the global meta-path-based context that is highly correlated with the users’
current mobility status.

We obtain the latent vector st
i as the input to LSTM. Meanwhile, as output,

we use pt
u, which denotes the latent embedding of the current mobility status

from the check-in sequences of user u at time t: pt
u = LSTM(pt−1

u , χt). We then
use transformation matrix Wo ∈ RD∗D to transform the output of LSTM into
user dynamic-preferences latent vectors over time, where D denotes the latent-
vector dimension of a location and user.

Attention for Meta-Path Based Context. Intuitively, the meta-path-based
global information provides important semantic information that reflects the
users’ or items’ global preferences to a certain extent. Therefore, the involved
user and item are likely to be affected by this type of information. The same
meta-path may also generate different influences on the same user across dif-
ferent spatial and temporal contexts, and each user tends to develop different
preferences over the meta-paths.

Based on these discussions, if we can improve the embedding of users, loca-
tions, and meta-paths in a mutually enhancing manner, then we can develop a
highly effective representation learning method. Inspired by the recent advance-
ments in the attention mechanism for computer vision and natural language
processing [20,29], we propose a novel co-attention mechanism to achieve this
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goal. Given that different meta-paths may show varying semantics in an inter-
action, we learn the interaction-specific attention weights over the meta-paths
that are conditioned on the involved user and location.

Given the user embedding pu, and the user-specific meta-path-based-context
embedding cρ

u for meta-path ρ, we adopt the following two-layer architecture to
implement the attention mechanism:

α(1)
u,ρ = f(W(1)

u pu + W(1)
ρ cρ

u + b(1)), (1)

α(2)
u,ρ = f(W(2)�α(1)

u,ρ + b(2)), (2)

where W(1)
∗ and b(1) denote the weight matrix and the bias vector for the first

layer, whereas, the W(2) and b(2) denote the weight vector and bias for the
second layer. f(·) is set according to the ReLU function.

The final meta-path weights are obtained as follows by normalizing the above
attentive scores over all meta-paths by using the softmax function:

αu,ρ =
exp(α(2)

u,ρ)
∑

ρ′∈Mu
exp(α(2)

u,ρ′)
, (3)

which can be interpreted as the contribution of the meta-path ρ to the inter-
action between u. After obtaining the meta-path attention scores αu,ρ, the new
embedding for the aggregate meta-path context can be given as the following
weighted sum:

cu =
∑

ρ∈Mu

αu,ρ · cρ
u. (4)

The meta-path-based context embedding cρ
l for location l has the same neural

network structure as mentioned above for user l.

Setting the Fusion Function. By using the previously mentioned fusion func-
tion, we obtain the global meta-based-context representations cu and cl, which
correspond to user u and location l, respectively, and the latent representations
of user dynamic mobility status pt

u.
Given the meta-path-based representation of users and items, the user

dynamic mobility status that connects them provides an important interaction
context that is likely to affect the original representations of users and locations.
Therefore, we use a single-layer network to compute the attention vectors βu

and βl for user u and item l, respectively, as follows:

βt
u = f(Wupu + pt

uWu→ucu→u + bu), (5)
βt

l = f(W′
lql + pt

uW
′
l→lcl→l + b′

l), (6)

where W∗ and bu denote the spatial and temporal transition matrices and the
bias vector for the user attention layer, whereas W′

∗ and b′
i denote the weight

matrix and bias vector for the item attention layer. f(·) is set according to the
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ReLU function. The final representations of the user and item are computed by
using an element-wise product “�” with the attention vectors

p̃t
u = βu � pt

u, (7)
q̃t

l = βi � qt
l . (8)

The attention vectors βu and βi are used to improve the original user and
item embeddings that are conditioned on the current mobility status from the
recurrent layer. By combining the two parts of attention components, our model
improves the original representations for users, items, and the meta-path-based
context in a mutually enhancing manner. To the best of our knowledge, only few
HIN-based recommendation methods are able to learn explicit representations
for meta-paths, especially in an interaction-specific manner.

4.3 Prediction

The prediction module combines the context from different modules to complete
the prediction task. Here, we use one concatenated layer to combine the meta-
path global context information and the users’ sequence mobility pattern with
spatial and temporal contexts. In practice, the latent vectors from the recurrent,
meta-path-based attention, and embedding modules are combined into a new
vector. Afterward, we feed this new vector into the fully connected layers to
further predict the next POI. The training goal is minimizing the divergence
between the predicted distribution and the true distribution. Thus, we adopt
the training loss as the entropy loss.

5 Experiments

5.1 Experimental Setup

We apply our model on public Foursquare check-in datasets collected from two
big cities, namely, New York (NYC) and Tokyo (TKY) [30], for the period cov-
ering April 2012 to February 2013. The overall statistics are shown in Table 1.
In following experiments. For each user, we take the first 80% check-ins as the
training set, the following 10% as the evaluation set, and the last 10% as the
validation set for the hyperparameters study.

Metrics. We evaluate the performance of the model and the baselines by using
three criteria. The first criterion, namely, the accuracy of top K (Acc@K), refers
to the percentage of accurate predictions for a list of predictions with length K.
The second criterion, the mean average precision of top K (MAP@K), is widely
used as an evaluation criterion for ranking tasks. The third criterion, namely,
the negative loglikelihood (NLL), measures the likelihood between the predicted
and true distributions. To make our results more convincing, we repeat each
experiment 10 times and use the average metrics for a comparison.

Baselines. We compare the ST-HIN model with the following baselines:
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Table 1. Statistics of the two datasets. The last column reports the selected meta-paths
in each dataset.

Datasets Relations (A-B) #A #B #A-B Meta-paths

NYC User-POI 1,083 38,333 227,420 ULRLU

POI-Category 38,333 240 38,333 ULU

POI-Region 38,333 120 38,333 ULCLU

TKY User-POI 2,293 61,858 573,703 LUL

POI-Category 61,858 240 61,858 LRL

POI-Region 61,858 120 61,858 LCL

• MF: A naive methods that outputs the most frequent locations of user u at
time t as prediction.

• Context-aware hybrid (CAH): This model [15] initially uses the category
to indicate the activity purpose of users to combine the sequential and tem-
poral influences and then predicts the future locations of these users based
on the inferred activity.

• Spatial temporal RNN (ST-RNN): ST-RNN [17] extends RNNs with
time- and distance-specific transition matrices to model the local temporal
and spatial contexts, respectively.

• Semantics-Enriched Recurrent Models (SERM): SERM [31] is an
LSTM model that takes category semantics and spatial–temporal contexts
as inputs for location prediction.

• LGrec: As an HIN-based method, LGRrec [9] proposes a deep neural net-
work model that learns the relation representations between users and items
ad captures the meta-path-based interactions by optimizing a multi-label clas-
sification problem.

• Multi-Task RNN (MCARNN): MCARNN [14] introduces spatial cate-
gory topics as latent factors that capture the users’ category and location
preferences and then them for predicting their next POI.

• ST-HINnoAtt: A variant of ST-HIN, ST-HINnoAtt has no co-attention mech-
anisms for characterizing the meta-path-based global information that is used
to predict the next POI.

• ST-HINnoGlo: A variant of ST-HIN, ST-HINnoGlo has no meta-path-based
global information for predicting the next POI.

• ST-HIN: The proposed model utilizes meta-path-based global information
to capture the users’ global preferences over locations and to learn the mutual
influence of these users’ personal and global preferences.

Experimental Results. The performance of the aforementioned approaches
on two benchmarks are evaluated by using Acc@K, NLL, and MAP@K as met-
rics as illustrated in Table 2. We observe that ST-HIN remarkably outperforms
all the other methods for NYC (+15% improvement in terms of top-1 accuracy
over the best candidate method, namely, MCARNN) and TKY (+12% improve-
ment in terms of top-1 accuracy over MCARNN). Given the lack of supervised
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Table 2. Results of effectiveness experiments on four datasets.

Models NYC TKY

Acc@1 Acc@10 Acc@20 NLL MAP@100 Acc@1 Acc@10 Acc@20 NLL MAP@100

MF 0.0774 0.1788 0.1957 8.3399 0.4005 0.1021 0.2041 0.2536 6.6641 0.60181

CAH 0.1328 0.3521 0.4179 7.0680 0.5331 0.1728 0.3877 0.4551 5.9137 0.6662

ST-RNN 0.1663 0.4126 0.4671 6.7701 0.5632 0.2033 0.4904 0.5703 5.5774 0.7033

SERM 0.1480 0.3731 0.4386 7.0104 0.5395 0.1796 0.4271 0.4862 5.8377 0.6726

LGrec 0.1852 0.4315 0.4805 6.4516 0.5774 0.2182 0.5405 0.6136 5.4871 0.7358

MCARNN 0.2011 0.4601 0.5198 6.2961 0.6092 0.2829 0.5807 0.6391 5.0057 0.7452

ST-HINnoAttrn 0.2116 0.4675 0.5191 6.2412 0.5923 0.2941 0.5923 0.6421 4.9250 0.7484

ST-HINnoGlo 0.1793 0.4223 0.4786 6.538 0.5684 0.2077 0.5314 0.5803 5.514 0.7125

ST-HIN 0.2322 0.4784 0.5229 6.1213 0.6317 0.3321 0.6124 0.6654 4.852 0.7821

information, MF, as a naive method, shows an unpromising performance on both
datasets. CAH is a two-stage method that utilizes the inherent influence between
the sequential dependency and temporal regularity of individual mobility pat-
terns to determine the users’ preferences over locations. SERM, ST-RNN and
MCARNN are three RNN models that predict location based on check-in data.
However, these models are unable to capture the users’ long-range or global pref-
erences based on long-range check-in history data and ignore the rich semantics
among the objects in HIN, including category, region, user, and POIs. LGrec
is a state-of-the-art HIN-based recommendation method that utilizes local and
global information in HIN for top-N recommendation. However, LGrec cannot
capture the dynamic changes in the users’ preferences over time and ignores
the spatial and temporal contexts in POI prediction. Therefore, the proposed
ST-HIN significantly outperforms these state-of-the-art methods. Specifically, in
location prediction, ST-HIN shows a 12% performance improvement on the NYC
dataset and a 15% performance improvement on the TKY dataset.

The proposed model is also superior to its variants ST-HINnoAtt and ST-
HINnoGlo with the sequence ST-HIN > STnoAtten >ST-HINnoGlo. Therefore,
the global HIN-based context information and meta-path-based attention mech-
anism work well in our proposed model, whereas the global HIN-based contexts
play a critical role in performance improvements in most cases. The excellent
prediction of ability of the meta-path-based recurrent model equipped with the
attention mechanism can be attributed to two reasons. First, the importance of
each meta-path should depend on a specific interaction instead of being treated
equal corresponding to different users and dynamic mobility pattern status for
one same users. Second, the meta-paths provide important global context for
the interaction between users and items, which in turn has a potential influence
on the learned representations of users and items.

Impact of Different Meta-Paths. In this section, we further analyze the
impact of different meta-paths on the POI prediction performance. We gradually
incorporate these meta-paths into the proposed ST-HIN model and observe the
POI prediction performance change. We start incorporate meta-paths from user
type ,and then item type. In Fig. 2, we can observe that generally the POI
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(a) NYC

(b) TKY

Fig. 2. Performance change of ST-HIN when gradually incorporating meta-paths

Fig. 3. Effect of the hidden size

prediction performance improves (i.e., the value of acc@K becoming larger) with
the incorporation of more meta-paths. However, the performance does not always
maintain growth with more meta-paths, and the performance down slightly. The
reason is that some meta-paths may contain noise or conflict information with
existing ones. Meanwhile, meta-paths seem to have different effects on the POI
prediction performance. Particularly, we can find that, adding LUL and ULCLU,
ST-HIN has a significantly performances boost in both datasets.

Parameters Study. We examine the effect of the balance parameter and the
dimension of embeddings on the performance for our proposed model. Figure 3
shows our model achieves the best performance when d = 256, thereby suggesting
that the dimension of embeddings cannot be set too small or too large. The size
of the hidden state determines the capacity of RNN. Figure 3 compares the
performance of the model when varying hidden layer sizes are considered. When
the hidden layer size increases from 64 to 256, the model capacity increases
while the validation loss gradually decreases. Our model demonstrates the best
performance when d = 256, thereby suggesting that the dimension of embeddings
can be neither too small nor too large.



A Meta-Path-Based Recurrent Model for Next POI Prediction 233

6 Conclusion

In this paper, we propose an attentional meta-path-based RNN that effectively
utilizes auxiliary information in HINs for POI recommendation. We first use the
multi-modal RNN to capture the complex transition relationship. Afterward, we
use the meta-path attention embedding module to capture the mutual influence
between the user meta-path-based global information in HIN and the users’
current mobility status. The user global meta-path-based context embedding
then interacts with the users’ dynamic mobility state to generate the most related
context. By combining this context with the users’ current mobility status, we
predict the mobility based on not only the sequential relation but also the meta-
path-based global information. We also employ a recurrent layer to capture the
dynamic state changes of users. The experiment performed on real-world datasets
demonstrate the effectiveness of our proposed model.
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Abstract. With the rapid development of digital equipment and the
continuous upgrading of online media, a growing number of people are
willing to post videos on the web to share their daily lives [1,2]. Gener-
ally, not all video segments are popular with audiences, some of which
may be boring. In recent years, crowd-sourced time-sync video comments
have emerged worldwide, supporting further research on temporal video
labelling. In this paper, we propose a novel framework to achieve the
following goal: Predicting which segment in a newly generated video
stream will be popular among the audiences. At last, experimental results
on real-world data demonstrate the effectiveness of the proposed frame-
work and justify the idea of predicting the popularities of segments in a
video exploiting crowd-sourced time-sync comments as a bridge to anal-
yse videos.

Keywords: Time-sync comment · User generated video stream ·
Segment popularity prediction · Video-to-text transfer

1 Introduction

Recently, the booming of on-line sharing media has provided widely popular
channels for people to watch user generated video streams of pets, entertainment,
sports, news, etc. And the researches about images and videos are much more
than that in the past [3–8,33]. According to the statistics, videos uploaded in
Youtube have exceeded 400 hours in a minute. No wonder that there is increasing
demand for fast video digestion due to the prevalence of video sharing. Though
a great deal of efforts have been made on the prediction for the popularities
of videos [9,10], there is little work for discovering the interesting points in a
newly generated video stream. In an user generated video stream with dozens of
minutes long, attractive segments may just last two or three minutes. Predicting
c© Springer Nature Switzerland AG 2019
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popular video segments in a new video will be of great help not only for the
audiences to better enjoy this video stream and skip the boring parts, but also
for this video to be spread. Analyzing which emotion would be produced by the
audiences when they watch a video can also be very meaningful. Different videos
inspire emotions of people when they watch a video.

In recent years, time-sync comments (TSCs) [11] (also named barrage in
[12], danmaku in [13], bullet-screen comments in [14]) have emerged in many
countries, are now available in niconico in Japan or Bilibili in China. They are
called “bullet-screen” because the comments made by the viewers flying across
the screen, which are just like a hail of bullets. With this form, viewers can
share their feelings and comments about the video on the screen. Meanwhile,
the bullet-screen comments sent by the users are according to the current video
segment, thus this is a new opportunity for temporal video labeling, as video
contents could now be accurately located with timestamps. Figure 1 shows an
example of how time-sync comments roll on the screen.

hahahaSo cute!

Fig. 1. A diagram of time-sync comments flowing across the screen.

According to the characteristics of TSCs, we build two tasks to analyze the
videos: (1) Predicting which segment in a newly generated video stream among
the audiences will be popular. (2) Predicting which emotion would be induced
by the audiences when they watch a newly released video.

2 Related Work

Typically, time-sync comments based researches are for the videos with cor-
responding time-sync comments. The pop research directions include highlight
detection, crowd-sourced time-sync comment mining and text transferring tasks.
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2.1 Highlight Detection

Video highlight [17,18] is the task that to find the most the memorable shots in a
video with high emotion intensity [15], it focuses on extracting the affective con-
tents [19]. Before the rise of the time-sync comment research, some researchers
utilize low-level features, including motion and vocal effects, to construct the
event development story-lines [20,21]. These methods only concentrate on the
video, ignoring the audiences’ feelings. After the time-sync comments emerged.
Qing at [15] proposed a highlight method, which uses the word-to-emotion map-
ping to tackle the issue of lag-calibration, emotion-topic concentration balance
problems. Both of the two researches are based on the unsupervised methods
including clustering and LDA.

2.2 Crowd-Sourced Time-Sync Comment Mining

Comment mining is to find the useful information about audiences. The quality
of time-sync analyzing (e.g. video document summarization and video highlight)
is directly related to the comment mining. Wu at [11] uses topic models, he con-
siders not only semantic correlations, but also audiences’ correlations. Another
work about this is to use the pre-trained embedding model to get the semantic
vectors. Lv at [14] uses this idea and proposed T-DSSM method. This method
uses EM algorithm to train the deep semantic embedding network by harnessing
the temporal correlation between comments.

2.3 Text Transferring

Text transferring methods are widely used in multi-modal tasks, including cap-
tioning or retrieval. Most existing text transferring methods are based on images.
Kurach proposed Visually Enhanced Text Embeddings (VETE) model in [22].
This model consists of two separate encoders, the first of which is used for encod-
ing the images into vectors and the other is for text encoding. After the encoding
step, the cosine similarity of the image and text vectors is calculated. For the
matched pair, the goal is to maximize the similarity, while the pair are not
matched, the goal is to minimize the similarity. For the language Transfer(LT)
sub-module we proposed, we modify the VETE model so that it can be used in
video-to-text transferring task. And this work achieves promising performance.

3 Data Explanation and Problem Definition

In this section, we first introduce the methods for preparing the data in detail.
Then we define our task of video segment popularity prediction in detail. Then we
define our two problems of video segment popularity prediction and audiences’
feeling prediction separately.
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3.1 Videos Split into Segments

Given a video sequence V = {f1, f2, ..., f|V |}, we use color histograms method
to select the key frames K(V ) = {fx1, fx2, ..., fxm−1} [16,23]. According to key
frames K(V ), we can split the video V into m segments. And we would predict
the popularity of each segment, this is detailed in the following sections. Note
that all the datasets are organized according to playback time, including f in V ,
s in S(V ).

3.2 Time-Sync Comments Data Process

Given a set of time-sync comments C = {c1, c2, ..., c|C|} and a set of timestamps
T = {t1, t2, ..., t|C|}, where the set of comments C is corresponding to a video
V , and each comment ci in C is corresponding to V at timestamps ti. Each ti is
a time point in V . After segmentation of video detailed in previous subsection,
we get a segment S(V ) with m segments, so that each comment ci belongs to
a segment sj . In other words, each segment sj have a set of comments sj(C) =
{cj1, cj2, ..., cj|s|}.

3.3 Video Segment Popularity Prediction

The problem of video segment popularity prediction in this paper can be for-
mulated as follows. Given a video sequence V (we regard this video as newly
released and hasn’t been commented on), we split it into m segments S(V ) as
described in Sect. 3.1. For each segment si, we predict the number |si(C)| of
comments, which would be sent in si by the audiences. For that the time-sync
comments are audiences’ emotion expression and discussion of video content, the
number of comments can reflect the popularity of this video segment. The more
comments receives, the more this segment is concerned by audiences. So we use
the number of comments as popularity of the video segment.

3.4 Audiences’ Feeling Prediction

In this subsection, we present the feeling prediction formally. We have a set of
videos V . After splitting it into segments set S(V ) of size |S|, we carry out
classification operation for each segment si in S. The classification labels are
consists of human feelings including happy and angry. The ground-truth labels
are obtained from LDA model detailed in Sect. 3.2.

4 Data Preparation and Proposed Model

In this section, we first introduce how we make the raw data into dataset we can
use. Then we present our segment popularity prediction model.
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4.1 Data Preparation

Time-sync comments are sent by audiences casually and leisurely. The character-
istics of the comments are limited in length and confused in semantics. Besides,
emoticons(“ˆ ˆ” means “happy”) and internet slangs ( “233333...” means “ha
ha ha”) are widely used. So it is crucial to extract key information and remove
the semantic noise. The text processing steps are listed as follows: We first use
Chinese word segmentation tool ’Jieba’ to tokenize Chinese sentences into words
sequences according to certain specifications. Next, we deal with each word sep-
arately according to the predefined dictionary, which records many correspon-
dence. We replace the emoticons into emotional words like “happy” and “sad”.
For Internet slangs like “2333...”, we use regular expression matching to find and
replace them to emotional words.

4.2 Emotion Topic Model Construction

A topic is a general description of clustering of points of interest, which can
roughly distinguish different types of points of interest.

To construct emotional dataset, we only keep emotional words in the time-
sync comments. In a segment, we combine all the emotional words in it as a
piece of data. For all the emotional words sets of segments, we use LDA method
to construct a topic model.

Specifically, for text to topic sampling matrix θ, we have

θ = [
−→
θ1 ,

−→
θ2 , ...,

−→
θS ], (1)

θs,k =
ns,k + αk

∑K
i=1(ns,i + αi)

(2)

where θs,k stands the sampling vector for kth topic in sth video segment emo-
tional words set, α is the Latent Dirichlet Allocation, K is the number of topics
we set. For topics to words sampling matrix φ, we have

φ = [
−→
φ1,

−→
φ2, ...,

−→
φM ], (3)

φk,w =
nk,w + βw

∑K
i=1(nk,i + βi)

(4)

where φk,w stands the wth word in k topic, β is the Latent Dirichlet Allocation.
The determination of the distribution of topics includes the selection of the

number of topics and the keywords derived from the implementation of the
theme model. As previous work [15] does, we put the emotional words’ sets into
LDA model and make K = 5. And we get five emotional categories, including
angry, fear, sad, happy and surprise, detailing in Sect. 5.5. Some segments have
no emotional words, so we set six emotional labels, which are used in audiences’
emotional prediction task, to each segment of videos.
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4.3 Video Encoder Model

In the case of machine process, it is natural to use a recurrent neural network
(RNN) for the encoder, since the input is a variable-length sequence of sym-
bols [24,25]. And the performance of LSTM [26] can be improved if additional
non-linearity is added. Applying stacked layers is a straight forward way for this
objective [27]. In our proposed model, we change traditional stacked lstm struc-
ture [28,29] to fit our task. Our model is improved from HRNE model in [27],
and our encoder structure process variable length of segments features and we
apply bi-directional LSTM structure.

Fig. 2. A diagram of Video Encoder (VE) model. It consists of segment encoder and
segment correlation sub-modules.

As is illustrated in Fig. 2, our proposed Video Encoder (VE) model has
two main layers: segment encoder and segment correlation. First,we use LSTM
to construct segment encoder layer to generate segments’ representation with
emphasis on temporal modelling. Then, we use a sparse LSTM layer to get
information from the changes of scenes.

4.4 Language Transfer Model

The videos in the testing set are treated as newly released without comments
for them. With the help of video-to-text transferring model, we can easily get
what audiences’ thinking when they watch the videos.

Figure 3 illustrates the Language Transfer (LT) Model that we proposed. It
consists of two independent sub-modules, named encoder module and compari-
son.

For the paired of video segment and corresponding time-sync comment, we
use our encoder module, consisting of two independent encoders, to encode the
video content and text comment separately. For the video encoding part, we use
LSTM structure to process the segments in videos. For each segment, we only
keep the output of last step of LSTM. Next, we adopt fully connected network
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to transfer the video vectors into fixed dimension. For the text encoding part,
we first adopt Doc2Vec model to convert each comment into a vector, as we
detailed in Sect. 4.1.

Fig. 3. A diagram of Language Transfer (LT) model. It is used to find effective and
reasonable video-to-text embeddings.

After encoding operation, both the segment vectors and text vectors are sent
to comparison part. Here, we adopt cosine distance to measure their similarity.
We set vs as encoded segment vector, and vc as encoded comment vector. The
cosine distance of vs and vc can be written as:

sim(vs, vc) =
vs · vc

‖vs‖ ‖vc‖ (5)

where sim denotes the cosine calculation of two vectors, · denotes the inner
product of two vectors, ‖‖ denotes the l2 norm of a vector. If a comment is
corresponding to the segment( this time-sync comment is sent in this segment),
we would maximize the similarity of them. In other words, we set their cosine
similarity ground-truth as 1. Otherwise, we set their cosine similarity training
label as −1 (If two vectors are similar to each other, their cosine distance is
around 1. If two vectors are not similar to each other, their cosine distance is
around −1).

To fit the LT, we compare three different kinds of loss functions to test the
effect of the model. To explain clearly, let us set sim(vs, vc) as y = {y1, y2, ..., yB},
and target label as t = {t1, t2, ..., tB}. Both of y and t are batched with the size
of B. Then the loss functions are listed as follows:

1. Covariance: In the theory of probability and statistics, covariance is used to
measure the overall error of two variables. For the batched data of y and t,
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covariance loss measures the relevance of them. The covariance can be written
as:

Cov(y, t) = E[yt] − E[y]E[t] (6)

where E is the expected value of a variable. And we adopt 1.0 − Cov(y, t) as
our loss function.

2. Surrogate Kendall: Kendall correlation measures the strength of associa-
tion of the cross tabulations. According to [30], we apply SKTα, which is
differentiable. It can be written as:

SKTα(y, t) =

∑
i,j tanh(α(yi − yj)(ti − tj))

B(B − 1)/2
(7)

where α > 0 is a hyper-parameter, B is the number of batch size. And we
adopt 1.0 − SKTα(y, t) as our loss function.

3. Rank: We also apply pairwise ranking loss proposed in [31]. The ranking loss
can be written as:

rank(cp, cn, s) =
1
B

B∑

i=1

max(0, α − cpi · s + cni · si) (8)

where cp cn denote batch of the positive comment and negative samples
respectively. s is the corresponding segment of a video. · denotes inner prod-
uct. And α here is a hyper parameter.

4.5 Time-Sync Comments Based Popularity Prediction Model

After modeling both visual and text representation, we combine the proposed
model two sub-modules to construct the Time-Sync Comments Based Popular-
ity Prediction Model (T-BPPM). As illustrated in Fig. 4, we concatenate the
corresponding segment vector and text vector, which are the outputs of V E and
LT respectively. In this way we can comprehensively analyze the information of
video segment and comment text. After some fully connected layers, we get the
vector vst.

In the task of segment popularity prediction, we apply both classification and
regression methods to predict the number of time-sync comments would be sent
to the video segment. The steps of classification is similar to that introduced in
the last paragraph. For the regression problem, given a vector vst, we use the
regression equation:

y(vst,w) = w0 · v0
st + w1 · v1

st + ... + wM · vM
st (9)

where y is the regression polynomial function, and vi
st is vst raised to the power

of i. The polynomial coefficients w0, w1, ..., wM are collectively denoted by w.
Note that the polynomial function y(vst,w) is a linear function of the coefficients
w, although y is a nonlinear function of vxt.

Both the values of the coefficients of classification and regression methods
are determined by minimizing the loss functions. Let us set the batch size of
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Fig. 4. A diagram of T-BPPM model. It combines the pre-trained VE and LT models.

training data as B, the class size as d. And we set y as the prediction results
and t as the corresponding target labels, both of them are batched with the size
of B. For the classification task, our choice of loss function is cross entropy loss,
which can be written as:

Lc(y, t) =
1
B

B∑

i=1

(−
d∑

j=1

yij log tij + (1 − yij) log(1 − tij)) (10)

where Lc is the loss function of classification. A piece of label have the dimension
of d. While for regression task, we adopt the squares of the error. This loss
function can be written as:

Lr(y, t) =
1
2

1
B

B∑

i=1

(yi − ti)2 (11)

where Lr is the loss function of regression. Because the predicting result of
regression is the scalar, both yi and ti are numbers.

5 Experiment and Evaluation

In this section, we conduct experiments on large real datasets. We first introduce
the dataset that we build. We then introduce our training process of the proposed
T-BPPM. Next, we give the benchmarks and experiment results. At last, we give
our analysis according to the results.
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5.1 Dataset

In this section, we describe the datasets collected and constructed in our exper-
iments. We have collected a large corpus of time-sync comment from Bilibli
(https://www.bilibili.com/), a content sharing website in China with time-sync
comments in China with time-sync comments.

We removed the videos which are less than 30 s, or have less than 10 time-
sync comments, or less than the average of one comment every ten seconds. For
the words which appear less than 5 times in our dataset, we just remove them
from our dataset. The statistics of the data we collect is illustrated in Table 1.

Table 1. Statistical data of our dataset

Data source Bilibili

Video number 5138

Segment number 57397

Comment number 810943

Vocabulary size 45721

Emotional vocabulary size 6800

After collecting the data we need, we uniformly process the data so that it
can be used in our model. We take one frame every ten frames in each video.
With the help of Caffe, we extract feature of each frame. We apply Resnet101
proposed in [32]. We use the output of the 2048-way pool5 layer from Resnet101
pre-trained on the ImageNet dataset. For the time-sync comments data, we let
each comment text corresponds to the video segment according to the sending
time of each comment. We find that only 20% of the segments have more than
10 comments. Only less than 5% of the segments have more than 15 comments.
So we divide the segments into five classes: less than 2 comment, less than 3
comments, less than 4 comments, less than 10 comments and more than 10
comments. In this way, each class has approximately equal samples.

For the regression task, in order to prevent data imbalance, if a has more
than 15 comments, we just set the number of comments is 15. Then we apply 0-1
normalization to map the number of comments nc ∈ [0, 1], so that the regression
method can fit the results easier.

5.2 Models Pre-train

To get a better final result, before training our overall model T-BPPM, we first
use our dataset to pre-train the two sub-modules, VE and LT.

For pre-training process of VE, we use the video features as the input. Each
batch of input video is a three-dimensional tensorVB ∈ RB∗(S∗L)∗2048, where
B is batch size. S is the number of segments of videos. L is the length of a
segment, we set it as 750 (max length of a segment). From this input, we get

https://www.bilibili.com/
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the prediction result, which is also a three-dimensional tensor PB ∈ RB∗S∗5.
While for the regression task, the result is PB ∈ RB∗S∗1 because the result of
the regression is a scalar.

For pre-training process of LT, we also use the video features as the input.
During training process of LT, for a time-sync comment cp, we select its paired
segment s as the positive sample (cp, s), and set their training label as 1; and we
randomly choose a comment cn which is not describing this segment, we set them
as negative sample (cn, s) and set their training label as −1. For the parameters
of Doc2Vec, we set the vector size as 300 and the window size as 10.

5.3 Train the Integrated Model

After pre-training process, we integrate the V E and LT to the overall model
T −BPPM . We remove the last fully connected layers in both V E and LT , and
concatenate the output vectors of the two models for final prediction. During
the training of the T − BPPM , we fixed the parameter of LT part, so that LT
can keep the text information of comments.

We adopted the Adadelta optimizer to fit our model. In order to avoid over-
fitting, we set the dropout ratio to 0.5 for all fully connected layers. In addition,
we also added the weight decay and set the value to 0.01. We set batch size as
32. All experiments were implemented in Theano, using a NVIDIA GTX1080
GPU with 8 GB memory.

5.4 Results of Segment Popularity Prediction

In this section, we show the result of our experimental results for segment popu-
larity prediction task. Tables 2 and 3 are the results of classification and regres-
sion methods respectively. In order to compare the two methods more clearly,
we map the results of regression method to the numerical range of classification
method. So the classification and regression results can apply to the same metric.

The “one layer of LSTM” is our baseline model, which just applies one layer
of LSTM to encode the video frames and directly uses the last vector of each
segment to predict the popularity of the video segment.

We use both precision and recall to evaluate the proposed methods. We can
conclude from the results that the Video Encoder(VE) outperforms one layer of
LSTM model. The reason is that the VE model uses the improved stacked of two
LSTM to extract more rigorous information from the videos, and it can better
model the relevance between each segment at the second layer of LSTM. And
after combining the LT, our T-BPPM gets further promotion. The reason lies in
the LT models learn the effective transferring rules and reduce the semantic gap
between the videos and comments. All the three LTs with different loss functions
improve the results in different degrees. Covariance and Kendall loss functions
extract more information from the comments while the remaining two methods
extract less information.

From the results, we can find that the LT model gives less promotion of
results than VE model. The reasons may lie in that: First, some comments are
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Table 2. Results of segment popularity prediction for classification

Model Precision Recall

One layer of LSTM 0.355 0.267

Video Encoder 0.412 0.298

T-BPPM (Covariance) 0.441 0.312

T-BPPM (Kendall) 0.429 0.313

T-BPPM (Rank) 0.421 0.304

Table 3. Results of segment popularity prediction for regression

Model Precision Recall

One layer of LSTM 0.323 0.264

Video Encoder 0.384 0.287

T-BPPM (Covariance) 0.415 0.313

T-BPPM (Kendall) 0.411 0.296

T-BPPM (Rank) 0.408 0.307

not related to the video contents. For example, someone tell a joke in the time-
sync comment, making other audiences laugh and send “hahaha” comments; or
the audiences discuss the news, which happens soon after the video was released,
by the time-sync comments. These are the noise data for our tasks. Second, the
interesting points may lie in audio data, like a cat yelling sweet, or a fashion
background music when some people dancing in the video. We don’t use the
audio data in our tasks. Third, it can be difficult to extract some interesting
points from the videos, although these points are related to the video contents.
For example, someone in the video may look like a super star, this can cause the
discussion by the audiences; or the performer in the video did some actions and
dress clothing styles which are fashionable in the period of that time. It needs
massive excess video data and real time popular information to fit these factors.
These factors make LT model give limited promotion.

5.5 Results of Audiences’ Emotion Prediction

In this section, we show the result of our experimental results for audiences’
emotion prediction task. Table 4 is the top words of LDA topics (some of the
words are converted from the internet language like ‘wordless’ and ‘oh my god’).
And Table 5 is the result of our proposed model.

From Table 4, the words in different topics have certain discrimination. From
our statistics, different types of videos have different effects on audiences emo-
tions. For example, the segments in pets videos are likely to be popular if the
audiences produce happy emotions (pets barks happily and lovely in the video),
while if the audiences produce angry or fear emotions (someone does harm to



248 J. Zhou et al.

animals in the video), these segments are more likely to be unpopular. For the
game videos, audiences are more willing to see the segments which can make
them produce surprise or fear emotions (the games containing brilliant thrilling
fighting scenes). This may due to our dataset contains many and adventure
games and horror games.

Table 4. The top words of LDA topics

Topic Top words

Angry Crazy, Angry

Fear Horrible, Convulsions

Sad Wordless, Doubt

Happy Haha, Like

Surprise Astonishing, Oh my god

Comparing to segment popularity prediction task, LT gives more promotion
in this task. The reason is that audiences’ emotion are the presentations of inner
feeling of audiences. So emotion prediction task relies more on the content of
comments than popularity prediction task.

Table 5. Accuracy of emotion prediction models

Model Precision Recall

One layer of LSTM 0.304 0.225

Video Encoder 0.378 0.246

T-BPPM (Covariance) 0.420 0.270

T-BPPM (Kendall) 0.413 0.266

T-BPPM (Rank) 0.411 0.258

6 Conclusion

In this paper, we propose a novel framework for segment popularity prediction
task based on CNN and LSTM. This work is helpful for guiding the video makers
to make more attractive videos. Our model takes use of the time-sync comment
as the transcendental knowledge to assist the analysis of videos’ contents. For
the video-to-text transferring, we compare three different losses to find the best
choice. And we construct dataset for these tasks. In an extensive experimental
evaluation, we show our models fits the tasks well. We also show that we can
dig effective information in the time-sync comments.
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Abstract. Existing works only focus on spatial dimension without the
consideration of combining spatial and temporal dimensions together
when processing trajectory similarity join queries, to address this prob-
lem, this paper proposes a novel two-level grid index which takes both
spatial and temporal information into account when processing spatial-
temporal trajectory similarity join. A new similarity function MOGS is
developed to measure the similarity in an efficient manner when our can-
didate trajectories have high coverage rate CR. Extensive experiments
are conducted to verify the efficiency of our solution.

Keywords: Spatial-temporal database · Two-level grid index ·
Trajectory similarity join

1 Introduction

Trajectory similarity join, which, given a set of trajectories and a query trajec-
tory Q, returns top-k similarity trajectories from trajectory database. Trajectory
join can be recorded using in many applications, such as data cleaning, taxi rec-
ommending system, traffic condition analysis. For example, a database contain
several similar trajectories, in order to reduce the redundancy, similarity join can
be used to data cleaning. Given a query trajectory {q}, we may find two highest
ranked similar trajectories {T1, T2}, and only keep the most similar T1 as the
representative trajectory. In the literatures, many studies have been proposed to
address the problem of trajectory similarity join [3,6], and they have their own
merits. However, they seldom consider how to take both spatial and temporal
information into trajectory similarity. For example, trajectory pairs (T1, T3) and
(T2, T3) are similarity on spatial domain, but the time period for T1, T2 and T3

are (13 : 00, 15 : 00), (8 : 00, 9 : 00), (7 : 30, 10 : 00), respectively. Hence, only
(T2, T3) is a spatial-temporal similarity pair.
c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 251–259, 2019.
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Fig. 1. Trajectory similarity methods

Some works focus on trajectory similarity join, but they are inefficient. As
shown in Fig. 1a, if adopting signature method [3], even T1 and q are close to
each other, we still need to evaluate their spatial similarity by computing spatial
distance, which consumes much more memory and time. In order to improve
efficiency, Maximum Overlapping Grid Segment (MOGS) method is proposed in
Sect. 4.3, we can obtain the similarity of T1 and q by adding their road segments
instead of computing their spatial distance as in Fig. 1b, which helps us save
more much computation cost. Coverage Rate (CR) is defined to measure how
close two trajectories are. To summarize, our contributions can be summarized
as follows.

– We propose a two-level grid index when processing spatial-temporal trajec-
tory similarity join queries.

– We develop a time-first searching framework to prune unpromising trajectory
pairs in an efficient way, and propose a novel MOGS method.

– In order to further improve efficiency of query processing, a dynamical pruning
method based on triangle inequality is presented.

2 Related Works

A number of trajectory similarity measurement functions have been proposed,
which can be roughly grouped into two types: (1) The spatial based metrics, such
as the Closest-Pair Distance(CPD) [4] and the One Way Distance (OWD) [2],
These metrics directly use the Euclidean distance for corresponding sample
point pairs to define the similarity. (2) The spatio-temporal metrics, such as
the Dynamic Time Warping (DTW) [1,5]. Specifically, the Closest-Pair Dis-
tance(CPD) [4] is a variation of Euclidean Distance which was introduced to find
closest trajectories for given query in spatial networks. The One Way Distance
(OWD) [2] focuses on shape similarity for trajectories in grid representations.
For Dynamic Time Wrapping (DTW) [1,9] distance allows some sample points
to repeat in order to achieve the best alignment, i.e., one point in one trajectory
can match multiple points in another trajectory. DTW was claimed to be vul-
nerable to noises since some noise points can introduce large distance between
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trajectories. Other methods, such as the trajectory similarity join method in [7]
uses point-to-point to compute the correlation between two trajectories, which
the sample points on trajectories may not be well aligned. All these methods
cannot be employed to solve our problem directly.

3 Problem Definition

Definition 1 Trajectory. A trajectory T is defined as Ti ={
vi
1, v

i
2, v

i
3, · · · , vi

n

}
, where vi

nis a sample point in Ti, vi
n = [pn, (tns, tne)], pn

is the spatial location, (tns, tne) indicates the earliest arrival time and the latest
arrival time for pn.

Given two trajectories Ti and Tj , a sample point vi
n on Ti, we define the min-

imum distance on a road network from vi
n to Tj as Sdis(vi

n, Tj). sdni→j denotes
the spatial distance between a sample point vi

n to a trajectory Tj , and a thresh-
old distance rd indicates influence radius given by the user.

sdni→j =
{

Sdis(vi
n, Tj) if Sdis(vi

n, Tj) ≤ rd
+∞ if Sdis(vi

n, Tj) > rd
(1)

Definition 2 Trajectory-spatial Similarity Function. Given trajectories Ti

and Tj, trajectory-spatial similarity function is defined as follows.

Ssim(Ti, Tj) =

|Ti|∑

k=1

e−sdk
i→j

|Ti| +

|Tj |∑

k=1

e−sdk
j→i

|Tj | (2)

Here, |T | denotes the number of sample points in a trajectory. Similarly, tempo-
ral distance tdni→j denotes the minimum temporal distance between a sample
point vi

n to a trajectory Tj , which is defined as Eq. 3, where rt is the threshold
time, and

∣
∣vi

n.tne − vj
n.tns

∣
∣ ≤ rt.

tdni→j =

⎧
⎪⎨

⎪⎩

min{|vi
n.tne−vj

n.tns|,|vi
n.tne−vi

n.tns|,|vj
n.tne−vj

n.tns|}
∣
∣
∣max

{

vi
n.tne,v

j
n.tne

}

−min
{

vi
n.tns,v

j
n.tns

}∣
∣
∣

if
∣
∣
∣vin.tne − vjn.tns

∣
∣
∣ ≤ rt

+∞ if
∣
∣
∣vin.tne − vjn.tns

∣
∣
∣ > rt

(3)

Definition 3 Trajectory-temporal Similarity Function. Given trajectories
Ti and Tj, trajectory-temporal similarity function is defined as follows.

Tsim(Ti, Tj) =

|Ti|∑

k=1

e−tdk
i→j

|Ti| +

|Tj |∑

k=1

e−tdk
j→i

|Tj | (4)

Definition 4 Spatial Temporal Similarity Score.

STsim(Ti, Tj) = λ · Ssim(Ti, Tj) + (1 − λ) · Tsim(Ti, Tj) (5)

λ ∈ [0, 1] controls the relative importance of the spatial and temporal similarities.
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Definition 5 Spatial Temporal Similarity Joins. Given a set of trajectories
P = {T1, T2, · · · , Tn} and a query trajectories set Q = {q1, q2, · · · , qn}, a top-
k spatial temporal similarity joins retrieves a set Ps ⊆ P with k trajectories:
∀T ∈ Ps,∀T ′ ∈ P − Ps, STsim(Q,T ) > STsim(Q,T ′)

4 Solution

4.1 Two-Level Grid Index

In order to efficiently utilize temporal and spatial information to compute tra-
jectory similarity, we build a two-level grid index. The first level of the index
mainly stores temporal information, and the second level stores spatial informa-
tion. As shown in Fig. 2, grid index is employed to organize trajectory in the
second level.

Fig. 2. Two-level grid index

4.2 Time First Searching Framework

Considering the inefficiency of pruning dissimilarity pairs in spatial domain, a
time-first search framework is proposed in Algorithm 1, which has two stages:
at first, we find all trajectories in a leaf node of the first level of our index,
second, if their time period difference is less than the threshold time rt, verify
the similarity between the trajectories in this node. Otherwise, we prune this
trajectory.

4.3 Maximum Overlapping Grid Segments

Coverage Rate (CR) is defined to measure whether two candidate trajectories
have close spatial distance. Based on point signature and trajectory signature
described in [3], its definition is:

CR(Ti, Tj) =
1
2
(

⋃
1≤n≤|Ti| (G

t(Tj) ∩ Gr(vi
n))

Gt(Tj)
+

⋃
1≤n≤|Tj | (G

t(Ti) ∩ Gr(vj
n))

Gt(Ti)
)

(6)
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Algorithm 1. Time-First Searching Framework
Input: index Tr, trajectory set P , query set Q, rd, rt, λ, CR threshold θ
Output: A= {PS |∀T ∈ PS ,∀T ′ ∈ P − PS ,STsim(Q, T ) >STsim(Q, T ′)}

1 we adopt pre-order traversal to search leaf node in Tr;
2 for each leaf node in Tr do
3 if n.time range ≤ rt then
4 spatial similarity computation(T , θ, rd, λ);

5 if The temporal distance between n and n.sibling ≤ rt then
6 merge n and n.sibling into n.parent;
7 find qualified trajectories in n.parent;
8 spatial similarity computation(T , θ, rd, λ);

9 if The temporal distance between n and n.parent ≤ rt then
10 find qualified trajectories in n.parent;
11 spatial similarity computation(T , θ, rd, λ);

12 return A;

As shown in Fig. 3a, based on Eq. 6, brown grids depict a trajectory signature
Gt(Ti), blue grids represent points signature Gr(vj

n), and green grids are inter-
section for points and trajectory. When CR is more larger, the two trajectories
are more closer, MOGS has better performance.

Inspired by [8], we propose the MOGS similarity function to measure the
similarity for a trajectory pair. Given two candidate trajectories Ti and Tj ,
their edge segments are Ti = {ei1, ei2, · · · , ein−1} and Tj = {ej1, ej2, · · · , ejn−1}
respectively. MOGS similarity function is defined as follows.

Smogs(Ti, Tj) =

⎧
⎨

⎩

0, if Ti or Tj = ∅
min(|ein| , |ejm|) + Smogs(U(Ti), U(Tj)), ifvn

i , vm
i in same grid

max(Smogs(U(Ti), Tj), Smogs(Ti, U(Tj))), otherwise

(7)

Where |ein| is the travel length of trajectory edge ein. U(Ti) =
{ei1, · · · , ein−2} is the sub-trajectory of Ti minus the last point. Using MOGS,
the length of segments is added to the overall similarity instead of computing
their spatial distance in signature method, which is more discriminative when
two trajectories have high coverage rate CR. As in Fig. 1b, given two trajectories
q and T1, we get Smogs(q, T1) = |e11| + |eq2| + |eq3| + |e14|.

The framework of MOGS is presented in Algorithm2, which is composed of
filtering (Line 2 to 8) and refinement (Line 19 to 22). For MOGS, after accessing
grid index of all candidate trajectories, we can find the list of common edges
T ∩Q. Therefore, the upper similarity bound is the sum of the travel length
|e| of all searched edges e, which is defined as follows.

ub.SMOGS(Q,T ) =
∑

e∈T∩Q
|e| (8)
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Fig. 3. Example of coverage rate & pruning method

Algorithm 2. Spatial Trajectory Similarity Search
Input: Q, k, T , index G, CR threshold θ and similarity measure S
Output: Top-k result set A

1 can← ∅, A← ∅, UB ← 0, LB ← 0
2 for every q ∈ Q do
3 if CR > θ then
4 S ←MOGS method;
5 can←can∪Ge(q);

6 if CR < θ then
7 S ←signature method;
8 can←can∪ ⋃

q′∈T GT (q′);

9 sort all the trajectories Ti ∈ can by ub.S(Q, Ti);
10 if S is signature method then
11 for every point vi

n in Ti and Q do
12 if sdn(Q, T ).lb > LB then
13 LB ← sdn(Q, T ).lb;

14 if sdn(Q, T ).ub < UB then
15 UB ← sdn(Q, T ).ub;

16 if (LB > UB) or (sdn(Q, T ).ub < LB) then
17 break;

18 choose top-k result and update A;

19 while Ti ∈ can do
20 A.add(A, S(Q, Ti));
21 if S(Q, Ti) ≥ ub.S(Q, Ti+1) then
22 break;

23 return A;



Spatial Temporal Trajectory Similarity Join 257

Lemma 1. ∀T ′ ∈ can, SMOGS(Q,T ′) = SMOGS(Q,T )

Proof. This lemma can be easily derived by Eq. 7. Any edge that do not intersect
with the query, denotes as T − T ′, cannot influence the similarity. Because we
only add the length of an edge when two edges overlap.

Pruning for Signature Method. As shown in Fig. 3b, the triangle inequality
in spatial networks is represented as sd(vi

1, v
j
1) + sd(vj

1, P
n
near) > sdni→j and

sd(vi
1, v

j
1) − sd(vj

1, P
n
near) < sdni→j . Here, sd means the spatial distance, and

Pn
near is the closest point from Tj to Ti. LB and UB are global lower and

upper bounds. The lower bound sdn(Ti, Tj).lb and upper bound sdn(Ti, Tj).ub
are defined as follows.

sdn(Ti, Tj).lb =
∑

n∈|Ti|,m∈|Tj |
(sd(vi

n, vi
m) + sd(vj

m, Pn
near)) (9)

sdn(Ti, Tj).ub =
∑

n∈|Ti|,m∈|Tj |
(sd(vi

n, vi
m) − sd(vj

m, Pn
near)) (10)

Lemma 2. Given two candidate trajectories Ti and Tj, if LB > UB or
sdn(Ti, Tj).ub < LB, Ti and Tj cannot be similar.

Proof. According to triangle inequality, the sum of any two sides of a triangle is
greater than the third side. So, UB should be greater than LB. If LB > UB or
sdn(Ti, Tj).ub < LB, it violates triangle inequality, Ti and Tj cannot be similar.

5 Experiments

5.1 Experimental Settings

We use real spatial network, namely New York Road Network (NRN)1. All the
algorithms are implemented in C++, and run on a PC with 3.4 Ghz Intel Core
I7-6700, 16 GB RAM memory. We mainly examine our proposed techniques in
filtering step. The method in our paper is named Two-level. We also reproduce
many classic methods. Specifically, the method adopting TF-matching [7] and
R-tree index is named TF-R-tree, the other one employing signature method
[3] and R-tree index is called Sig-R-tree, and the baseline method is denoted
by Bas-lin which employs TF-matching and inverted index. Due to space limi-
tation, only parts of experiment results are listed here.

1 https://lab-work.github.io/data/.

https://lab-work.github.io/data/
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5.2 Various Testing

As shown in Fig. 4a, as the threshold increases, the number of searched trajec-
tories grows fewer. The reason is obvious, a lager threshold θ helps us to filter
more dissimilarity trajectory pairs. In Fig. 4b, as rd increases, the number of
searched trajectories is rising. This is mainly because: (i) a lager rd means more
trajectories need to be computed and (ii) influence grid set depends on rd, with
the increasing of rd, Gr(vi

n) covers more grids. As in Fig. 4c, the number of the
searched trajectories keeps almost constant as w increases. A larger |P | causes
more trajectory pairs to be searched in Fig. 4d.

Fig. 4. Evaluating filtering: number of searched trajectories on NRN

6 Conclusion

In this paper, we study the trajectory similarity join query in road networks.
To process this query, a novel index, searching algorithms and pruning methods
are developed. Experimental results show that our methods can gain a good
performance. Our future work will study how to extend our methods to various
distributed environments.
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Abstract. With the rapid increasing availability of EV (electric vehi-
cle) users, the demand for charging stations has also become vast. In
the meanwhile, where to place the stations and what factors have major
influence, remains unclear. These problems are bothering when EV com-
panies tries to decide the locations for charging stations. Therefore, we
tried to find an effective and interpretable approach to place them in
more efficient locations. In common sense, a better location to place a
station should relatively has a higher usage rate. Intuitively, we decided
to predict usage rates of the candidate locations and tried to explain the
result in the meantime, i.e. to find out how much important each feature
is or what kind of influence they have. In this paper, we implement 2
models for the usage rate prediction. We also conduced experiments on
real datasets, which contains the real charging records of anyo charging
company in Shanghai. Further analysis is conducted as well for interpre-
tation of the experiment result, including feature importance.

Keywords: Charging station · Location selection · Feature importance

1 Introduction

Nowadays, EVs can be seen everywhere in daily life and charging stations for
EVs is also very common in parking areas. Instead of only recharging cars with
private charging stations, the number of public charging stations keeps growing.

However, the cost of construction of charging stations is considerable and
often very costly, not to mention reallocating. This made the location of first
placement of charging stations very crucial. In a typical view, a ‘good’ place-
ment is a charging station with a high usage rate. Traditional location selection
methods are mainly for sharing bikes. They focus much more on bikes’ or sta-
tions’ spatial-temporal features. [1] makes use of sharing bikes’ trajectory data
for bike lane planning. [7] clusters stations into groups according to their status
and used a reinforcement learning approach.

To simplify the problem, we divide the stations into three usage rate levels,
which makes the regression into a classification. After the classification, we rank
the features that is correlated with the results and . Our datasets is the real
using records of charging stations in Shanghai, of which the time length is about a
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month. According to the real station locations, we also collected POI information
around them. Furthermore, we do some detailed analysis on the features proved
to have significant influence on the usage rate. At last, we evaluate our method on
two districts subsets and different time periods subsets. Experiment results show
that the significance of the chosen features, especially some of POI features do
have great influence on prediction, which can hugely help planning the location
selection.

In summary, the contributions of this work are listed as follows:

– We implement a random forests and a MLP to predict what level of usage
rate a station is and which district a station belongs to, based on operator’s
charging station data and important features.

– We do detailed analysis on both stations data and features data to obtain
basic information and find the relationships between station’s usage rate and
those features.

– We evaluate our method on datasets of the real charging stations in Shanghai,
and it performs well in both classification and feature importance ranking
task.

Design Overview. Inspired by [13], we think it is important that the features
fed into a framework should be interpretable. In this paper, we not only focus
on the prediction accuracy but also make attempts to have an interpretation
of the features with feature importance. Figure 1 below gives an overview of
our predicting pipeline. There are many factors that affect location selection for
charging stations. In this paper, we consider a high usage rate as a ‘success’
sign for a station. Therefore, the original problem turns into how to get a higher
usage rate and what are the factors behind it. The main objectives of our work
is three-fold. First, we aim to distinguish some important features that have
more influence on prediction. Second, we try to study the different ‘behaviours’
in different situations, such as urban and suburb, weekly and daily. Finally, we
predict the level of usage rate and according to the results we rank the features.

Station Data

POIs Data

POIs

Distance

Type & Price

Private or Public

District-level  
prediction

Time-Period-level 
Prediction

Feature Importance 
Ranking

MLP

Fig. 1. Overview of the pipeline
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2 Related Work

Existing similar works can be divided into 2 directions, with or without machine
learning methods. The majority is to dig deeper into spatio-temporal informa-
tion. [2,3,5,8] is based on sharing-bikes’ trajectory data, which utilizes spatial-
temporal information. [7] introduces a reinforcement learning approach to solve
the problem of repositioning sharing-bikes. First of all, it uses an inner-balance
clustering algorithm to cluster stations into groups, then the reinforcement learn-
ing is applied in each group to learn a reposition policy. It only used the spatial-
temporal data, while the nearby information and raw descriptions of the stations
are left out. [11] gives another insight of this problem. Its way of traffic predic-
tion no longer focuses on the history data only. It also use the social media based
on the location to collect a much larger range of the traffic information to help
predicting traffic flows.

Other works on urban area utilize spatio-temporal data and solve the prob-
lem with some machine learning models, such as [4,6,9,11,14,16]. [16] makes
use of users’ geographical check-in information in Wechat and dig into the rich
spatio temporal representations behind users’ activity. Then the authors propose
a latent Dirichlet allocation model to identify latent patterns of urban cultural
interactions. [14] is another good example for spatio-temporal mobility event. It
encodes each POI’s spatio-temporal dependencies rather than neglect the corre-
lations between POIs. [15] introduces a model for bicycle mobility prediction. It
relies on historical bike-sharing data at a per-station basis with sub-hour granu-
larity. It use a random forest model to implement their experiments and obtain
a rather good result. However, neither of them tries to solve the problem with a
more simple way, ignoring those simple but very important features.

Some other works try to carefully design the model for the problem, i.e.
model the problem with mathematic approaches. [1,7,10,12,15] focus on a sim-
ilar problem in the domain of bike-sharing. The objective is to find a proper
strategy for bike lane setting or sharing-bikes reposition, in order to come up
with a more reasonable and convenient plan. [1] provides a data-driven approach
to deal with bike lane construction problem. There are some constraints used to
formulate the problem, such as budget limitations, construction convenience and
bike lane utilization. Furthermore, the problem is proved to be NP-hard so that
they propose a greedy network expansion algorithm, which is scalable and an
approximation solution. The approach works well in the given problem, however
it does not contains any ML methods.

We also find one, [10], focuses on the features before fed into the model.
It proposes a new method using weighted K-Nearest-Neighbor to predict bike-
sharing stations’ pick-up demand and establish another simulation model to
generate(predict) the drop off demand, it also tries to simplify the problem with
clustering the stations.

Tremendous efforts were made to solve the problem in the real complicated
situations. While the current work of location selection is mainly based on the
flow prediction of a single station and relies on the historical data. We insist our
work on interpretation of features is essential and could also attain the goal of
high accuracy.



Data Driven Charging Station Placement 263

3 Methodology

3.1 Feature Extraction

Point of Interest. In a big city like Shanghai, there are substantial POIs(points
of interest) on the map, e.g. shopping malls, schools, estates, companies, etc.
Understanding the main activity of the people in the area will help us to predict
when there will be a high peak of charging or not. Therefore, we decide to extract
the POI information around each existing charging station. There are too many
POIs in Shanghai in fact and they are too close to each other, so we set a radius
and then collect the POIs within the radius. Empirically, setting the radius as
300 meters is proper. In our work, we get 80 different types of POI totally. Some
of the POIs are very similar to each other. Therefore, we aggregate the 80 POIs
into 10 kinds at last.

Distance. The factor of distance should also be considered. People will not
choose to park their electric cars for charging if the destination is too far. We
assume that a station with less distance to metro stations, financial centers and
major functional buildings is possibly to be occupied more often. We calculate
the least distance to the following POIs: company, estate, hospital, metro station,
shopping center and university.

Type and Price. By further digging into the data, we find that there is a slight
correlation between price for charging and the usage rate. Since there are two
types of charging ports: DC and AC. We would include the number of ports and
the price of both types in a charging station as one of its feature.

Private or Public. Through statistics and observation, it turns out that most
of the charging stations are private ones, which means they are mainly used
by only some users, such as fixed ones for electric buses, company stations for
employees only. It takes up 70% of the total stations. For the private ones are
used by more regular users, its usage rate are about 5% higher compared to
public ones.

3.2 Models

Random Forests. For the random forests model, we initially set the number
of decision-making trees ‘n estimators’ to 20. After several tests, we find the
optimal value to be 8. As the random forests inherently calculate the feature
importance, there’s no extra work for ranking.

MLP. For the MLP model, we choose ‘lbfgs’ as solver to speed up the training
and set the activation function to ‘relu’. In order to avoid overfitting, we set
the regular term alpha as 1e-4. We simply use an MLP with 2 hidden layers.
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After several attempts, the hidden layer sizes is set to (5,3) to achieve the best
performance. However, the MLP cannot directly generate the feature importance
score. To solve this, after fine-tune of the MLP, we randomly generated some
data and fed it to the model to have the data labeled. Then we use the generated
data to train a new random forests model to get the feature importance. As the
random forests is trained to perform the same as the MLP do, it should have
learned the feature importance information that the MLP implicitly contains.

4 Experiments

We compare a classic Random Forests with a MLP model in classification and
then provides the feature importance ranking of our model’s result to find out
the correlation between the features and the usage rate.

4.1 Districts Prediction

The district prediction aims to classify station usage level into high, medium
and low. As the usage rate of charging stations ranges in [0,1) as float number,
we do the simplification as mentioned above. According to the statistics of the
usage rate, we set 0 to 20% as low, 20% to 50% as medium and above 50% as
high. We divide our dataset into two subsets, urban and suburb. About 30% of
the data is the urban ones and the rest is the suburb ones. For each subset, we
pick 80% of the data as training data and the left of it as test data. We did a
3-fold cross-validation and take the MAP as evaluation metric.

Table 1 shows the prediction result of the two models on urban and suburb
datas. From the results we can observe that the MLP does not outperform the
classic random forests in both subsets. which indicates though the DNN has
stronger ability of modeling a complicated problem, a naive DNN without well
design could have worse performance than classic methods.

Table 1. Evaluation results on urban/suburb prediction

Model Accuracy

Urban Suburb

MLP 74.35% 80.72%

Random forest 79.52% 78.31%

Then we conduct the feature ranking. Figure 2(a) and (b) are the results in
urban prediction and suburb prediction. The higher score represents the higher
importance. For both subsets, we can see that the POI ‘metro stations’ plays the
most significant role in prediction. In urban area, usage rate is influenced more
by ‘hospitals’ than ‘shopping centers’, while in suburb area, these two features’
ranking are reversed.
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Fig. 2. Feature importance of 2 types of districts

4.2 Time Periods Prediction

Usage rates in different time periods is a more concerned problem we want to
explore. We divide the dataset into 4 types of time periods: weekday, weekend,
morning, evening, while other features remain unchanged. The ratio of train and
test sets is also 8:2.

Table 2 shows the accuracy of different models on the subsets.

Table 2. Evaluation results on time frames prediction

Model Weekday Weekend Morning Evening

MLP 76.72% 92.13% 77.59% 81.90%

Random forest 72.41% 90.27% 74.14% 83.62%
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Fig. 3. Feature importance of morning & evening, weekday & weekend prediction
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In order to gain a complete view of feature significance on prediction results,
we also rank the feature importance at different length of time periods. We con-
duct the ranking on morning and evening, weekday and weekend. F0-F10 are the
same meaning as we’ve introduced above. The results are shown in Fig. 3(a), (b),
(c) and (d). From these results, it is clear that there exists some fixed important
features have greater influence for prediction, such as some POI features. The
POI information do benefits the prediction and is not neglectable.

5 Conclusion

In this paper, we implement a random forests and a MLP for usage rate predic-
tion of charging stations and explain the feature importance correlated with pre-
diction result. We make some explorations on features like station’s surrounding
POIs, price, charging types, etc. We believe that the usage rate varies in different
districts and different length of time period, so we divide our dataset into urban
and suburb areas and several time period granularity to do further analysis. In
the experiments, the MLP seems to model the prediction better than the classic
random forests, as it shows better accuracy in most of the time. Furthermore,
we conduct feature importance ranking for each subset and find out the impor-
tant POIs that have greater influence than the other features. In the mean time,
the most influential POI may not be the same in different districts or different
time period granularity, which indicates that when planning charging stations
placement, spatio-temporal features should be considered as well. For the future
work, we think, firstly, only four main types of features are considered. There
could be other features we may have neglected. Secondly, we didn’t fully utilize
the rich spatio-temporal information behind the dataset, we will dig deeper into
it in our future work. Finally, based on the result we get, a well-designed model
can be proposed to further improve the accuracy.
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Abstract. Based on Spark platform, we propose an efficient top-k spatial join
query processing algorithm on big spatial data, in which, the whole data space is
divided into same-sized cells by using a grid partitioning method. Then spatial
objects in two data sets are projected and replicated to these cells by projection
and replication operations respectively, meanwhile a filtering operation is used
to speed up the processing. After that, an R-tree based local top-k spatial join
algorithm is proposed to compute the top-k candidate results in each cell, which
extends the traditional R-tree index and combines threshold filtering techniques
to reduce the communication and computation costs, therefore speeding up the
query processing. Experimental results on synthetic data sets show that the
proposed algorithm is significantly better than the existing top-k spatial join
query processing algorithms in performance.

Keywords: Big spatial data � Spark � Top-k spatial join query � R-tree

1 Introduction

Top-k spatial join query is a special type of complex spatial queries and is widely used in
traffic monitoring systems, ultra large scale integrated circuit design and other fields. It
has long been an important research topic in the field of spatial data management. In
recent years, with the rapid development and wide application of the Internet of Things,
earth observation technology, and location-based services technology, the size of spatial
data has increased dramatically, bringing spatial data within the realm of big data. How to
execute computationally expensive top-k spatial join queries efficiently on such big
spatial data has become a major challenge. Centralized solutions have been proposed, for
example based on R-trees [1], aggregation spatial query processing [2, 3], or probability
spatial join query processing with spatial sweep [4], but they do not scale well. In this
case, distributed parallel computing using shared-nothing clusters on extreme-scale data
has become a dominating trend in the context of data processing and analysis, such as
Hadoop-GIS [5], SpatialHadoop [6], SpatialSpark [7], GeoSpark [8], LocationSpark [9]
and etc. These systems provide some basic query operations for big spatial data, and do
not provide top-k spatial join operators. In top-k join query processing, distributed
solutionsmostly based on theMapReduce framework [10–13]. [10] proposed a top-k join
algorithm on high-dimensional vector data, [11] studied top-k similarity join queries,
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Xu et al. proposed MUSK [12], a parallel top-k query processing algorithm for uncertain
data streams. For top-k spatial join query processing, Liu et al. proposed a MapReduce-
based algorithm TKSJMR [13]. TKSJMR performs partial aggregation operations in the
spatial join phase, and merges the result aggregation and top-k result acquisition phases
into a singleMapReduce phase, which reduces the processing phase. However, TKSJMR
uses a simple data projection and replication strategy in the data partition stage, resulting
in a large number of data replications, this increases the computation cost and affects the
performance of query processing.

To solve the above problem, an efficient top-k spatial join query processing algo-
rithm based on Spark (ETKSJS) is proposed in this paper. ETKSJS first divides the data
space into same-sized cells, and then uniquely projects each spatial object in one data set
R onto a cell according to the position of the object’s central point. For each cell, the
MBRr of all spatial objects projected onto it is computed, and the spatial objects in
another data set S overlapping with the MBRr are replicated to the cell. The spatial
objects in S not overlapping with any MBRr are filtered out. Similarly, the MBRs of the
spatial objects in S on each cell is also computed. The objects in R not overlapping with
any MBRs are also filtered out. As a result, the spatial objects that have no join results
are filtered out, which reduces the cost of subsequent top-k spatial join processing. An R-
tree based local top-k spatial join query algorithm is proposed to compute the local top-
k results for each cell, which makes full use of the filtering ability of R-tree to speed up
the query processing and threshold filtering is also applied to reduce the amount of the
communication and computation costs of intermediate join results in local top-k spatial
join query processing. Experimental results show that the proposed algorithm has better
performance than the exiting top-k spatial join query processing algorithms.

2 Definition of Top-k Spatial Join Query

A top-k spatial join query is to find the k spatial objects that best satisfy some spatial
predicate [1, 13]. Top-k spatial join queries are clearly more complex and more
computationally intensive than general spatial queries.

Definition 1 (Spatial Join Query). Given two data sets R and S, the spatial join query
SJ(R,S,P) returns the spatial object pairs (r, s), where r 2 R, s 2 S, and the geometric
properties of r and s satisfy the spatial join predicate P. In what follows, P is assumed
to be the intersection, or spatial overlap relationship.

Definition 2 (Top-k Spatial Join Query). Given two data sets R and S, the top-
k spatial join query SJtopk(R,S) retrieves the set of k objects in data set R or S that has
the greatest amount of overlap with objects in the other set.

3 An Efficient Top-k Spatial Join Query Processing Algorithm

Unlike prior approaches that rely on the MapReduce, our solution is based on Spark. In
the following, we will describe the proposed efficient top-k spatial join query algorithm
(ETKSJS) in detail from data partitioning, R-tree based local top-k spatial join pro-
cessing algorithm, and overall top-k spatial join query processing flow.
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3.1 Data Partitioning

To achieve large-scale parallel top-k spatial join query processing, the first thing to do
is data partitioning. ETKSJS uses grid partition approach to partition the whole data
space into non-overlapping equal-sized cells, projects spatial objects onto these cells,
and a hashing function is used to map these cells to many data partitions, each data
partition is processed by one executor in Spark system. Usually the number of cells
should be much larger than the number of data partitions, which can help make the
mapping more uniform. Each cell is then encoded using the Z-order curve space-filling
method, as it is relatively simple and has been shown to exhibit good performance [14].
ETKSIS uses data projection, data replication and data filtering three operations to
achieve data partitioning. Here are the operations.

Data Projection: The data projection operation uniquely maps the spatial objects into
cells. We represent the data space’s partition into n cells as C = (c1,c2,…, cn), where ci
is the Z-order of cell i. A spatial data object is uniquely mapped onto a cell according to
its center point, as follows. Let R be a spatial data set, and u 2 R. If u’s center point is
located in the cell ci, then u is projected onto cell ci, and the corresponding key-value
pair (ci, u) is generated.

Data Replication: The data replication operation replicates the spatial objects in
another data set to the corresponding cells according to the overlap of MBRs from the
data set that has already been projected. Let ci.MBRR be the boundary MBR of cell ci
(i.e., the MBR of the all objects in R projected onto cell ci), S be another spatial data set,
and s 2 S. If s overlaps with ci.MBRR, then s is replicated onto cell ci, and the
corresponding key-value pair (ci, s) is generated.

Data Filtering: The data filtering operation filters out the spatial objects in one data
set not overlapping with the MBR formed by the data objects in another data set. Let ci.
MBRS be the boundary MBR of cell ci (i.e., the MBR of the objects in data set
S replicated onto cell ci), Ri be a data set consisting of the objects in R projected onto
cell ci, and r 2 Ri. If r overlaps with ci.MBRS, then the corresponding key-value pair
(ci, r) is reserved, otherwise (ci, r) is filtered out.

3.2 R-tree Based Local Top-k Spatial Join Algorithm

The local top-k spatial join query algorithm mainly performs spatial join operations on
two types of spatial objects partitioned into each cell, and generates candidate result
sets consisting of the spatial objects may be top-k results. A key element of the process
is plane sweeping, used to judge whether two spatial objects truly overlap. Traditional
plane sweeping algorithms scan spatial objects along a specified dimension, usually the
X-axis from left to right, find the span of each object in that dimension, scan the
corresponding orthogonal region of space for spatial objects from the other data set,
perform spatial join operation, and output candidate results for the top-k spatial join. To
enhance the processing efficiency of top-k spatial join query, we propose an R-tree
based local top-k spatial join query algorithm which makes full use of the powerful
search and filtering ability of R-tree index to quickly filter out spatial objects in another
spatial data set that cannot overlap with a given spatial object, thereby speeding up top-
k spatial join query processing. We simple extend the node structure of an R-tree index
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by adding an attribute Number to each node of the R-tree, which is used to record the
number of the spatial objects contained by the node’s MBR. Based on the extended
R-tree index, the local top-k spatial join algorithm is designed. In the algorithm, the
extended R-tree index and the threshold are used to filter out objects which will not be
the results, speed up the processing of the local top-k spatial join query, and finally
output the local top-k join results. The detailed description, see Algorithm 1.
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In algorithm 1, a heap H of size k is used to store k local top-k join results. Each
result can be represented as a pair (Oid, Num), where Oid is the ID of a spatial object,
and Num is the overlap number between Oid and the objects in the other dataset. The
results in H are sorted in descending order according to the attribute Num, and the
results in H are updated with the local top-k join results. Threshold represents the top-
k threshold, its value is equal to the attribute Num of the k-th element in H. During the
processing, for an object r in data set Ri, if Num returned by the procedure topkSearch
is not equal 0, that means the number of spatial join results between r and objects in
Si is greater than Threshold, the r is a local top-k result, then H and Threshold are
updated. If Num is equal 0, that means the r will not be a local top-k result, and r will be
filtered out directly without outputting the result. For an object s in data set Si, if s is
replicated onto only one cell, i.e., its attribute token is 0. If Num returned by the
procedure topkSearch is not equal 0, that means the number of spatial join results
between s and the objects in Ri is greater than Threshold, the s is a local top-k result,
then H and Threshold are updated. If Num is equal 0, this means that s will not be a
local top-k result and be filtered out directly without outputting the result. If s is
projected onto multi cells, i.e., its attribute token is 1, that means s may be a top-k result
and cannot be filtered out directly.

The procedure joinSearch (node, object) is a traditional R-tree based spatial join
procedure, where node is the root node of an extended R-tree, object is a spatial object.
It is used to return the number of spatial join results between object and the objects in
R-tree node. Since the procedure is very simple, its detail description is omitted. Here
joinSearch is used to compute the overlapping number Num between s and the objects
in data set Ri. If Num is greater than Threshold, then H and Threshold are updated. If
Num is less than Threshold and not equal to 0, then the result (s, Num) is outputted
directly.

When the k-th object in H is updated, if it is an object in Ri or it is an object in Si
whose attribute token is 0, then it is directly updated without outputting the result. If it
is an object in Si whose attribute token is 1, then the result should be outputted, and it
will participate in the next processing stage. The use of the heap H and parameter
Threshold can improve memory usage and reduce the computational cost.

Procedure topkSearch (root, object, Threshold) is a threshold-based top-k spatial
join algorithm, where root is the root node of an extended R-tree, object is a spatial
object, Threshold is the current top-k threshold. This algorithm is used to determine
whether object is a top-k candidate result according to Threshold, if object will not be a
top-k candidate result, it outputs 0, otherwise it outputs the number of spatial join
results between object and the objects in sub R-tree root. The algorithm makes full use
of the fast search and filtering ability of the extended R-tree index, it also use threshold.
Threshold to further perform filtering and pruning, thereby speeding up the processing
speed of the algorithm. For paper size limitation, the detailed description is omitted.

3.3 The Overall Processing Flow of ETKSJS Algorithm

Having described its main elements, we are now in a position to present the complete
ETKSJS algorithm. A high-level view of the overall processing flow of ETKSJS is
depicted in Fig. 1. The algorithm consists of 3 main stages, namely data partitioning,
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local top-k spatial join processing,
and global top-k aggregation pro-
cessing, the detail descriptions are
as follows.

Stage 1 handles the data parti-
tioning, as described in Sect. 3.1.
Cells are encoded using Z-order
curve space filling. Spatial objects
in R are projected by using data
projection operation. The projection
results are stored in a resilient dis-
tributed dataset, RDDr. Spatial
objects in S are replicated by using
data replication operation, and the
token information is added to identify whether the spatial object is replicated to multiple
cells. If the object is replicated to more than one cells, the token is set to 1, otherwise the
token is set to 0. The replication results of the objects in dataset S are stored in RDDs.

Stage 2 performs local top-k spatial join processing. This stage first executes a
Congroup operation on RDDs and RDDr, and generates the dataset RDDrs. Then, the
R-tree based local top-k spatial algorithm of Sect. 3.2 is used to perform the local top-
k join query on each partition.

Stage 3 global top-k aggregation processing. Prepares the final top-k results.
Merging each intermediate local top-k results on each partition, summing the over-
lapping counts of the same objects, and sorting them in descending order, the algorithm
outputs the final top-k spatial join results, and save them as a file of HDFS.

4 Performance Evaluation

In order to verify the performance of ETKSJS, we run a series of experiments on
synthetic data sets. We opt to ETKSJS against the TKSJMR [16]. TKSJMR’s research
content and target are the same as ETKSJS’s. To be fair, we re-implemented TKSJMR
using Scala on the Spark platform. The experimental environment consists of 10 ser-
vers with E5-2620 CPU (6 cores, 2.0 GHz), 32 GB memory and 1 TB SATA disk.
Each machine is set up to run the Spark cluster software and the related algorithm
modules. One acts as the management node, and the others are computing nodes.
Synthetic data sets are generated by a script, with a data space size of 100 k � 100 k.
We randomly choose the initial position of spatial objects using a Gaussian distribu-
tion, and randomly set the length and width of every spatial object, generating 6 groups
of spatial data sets in 2 classes, with between 0.5 and 16 million spatial objects. We
compared ETKSJS with TKSJMR on different grid partition granularity, execution
time, degree of parallelism and value of k. The partial experimental results are as
follows.

Figure 2 shows how execution time changes with the number of cells, when the
number of tasks is 16, the value of k is 100, and the size of the two data sets is 4 million
spatial objects. It can be seen that the execution time of two algorithms is also decrease

HDFS

Partition 0

Partition 1

Partition 2

Partition n

RDD r1
Partition 0

Partition 1

Partition 2

Partition n

RDD sMBR

Partition 0

Partition 1

Partition 2

Partition n

RDD r

Partition 0

Partition 1

Partition 2

Partition n

RDD rs

(num, MBR)

(num, MBR)

(num, MBR)

(num, MBR)

RDD loc

sortBykey

topKWithRtree

Result

RDD result

Partition 0

RDD one
getTopKsaveAsTextFile

createRDD 
Project 

createRDD
Replicate 

Filter 

MBR

conGroup

Fig. 1. Processing flow of ETKSJS

An Efficient Top-k Spatial Join Query Processing Algorithm 273



to a point respectively, and then begins to rise again, the reason is that the grid partition
granularity is small at the beginning, so that data skew creates an uneven data distri-
bution, which, in turn, causes some tasks to take longer to run, and thus the overall
execution time is relatively long. As the grid partition granularity increases, data
objects in the cells can be allocated to the tasks more uniformly, and the running time
thus decreases. But, as the number of cells continues to grow, there will be an
increasing number of spatial objects across multiple cells, which causes unnecessary
data replication and, with it, an increase in the computation and communication costs.
Figure 2 also clearly shows that ETKSJS has consistently shorter execution times than
TKSJMR. The main reason is that ETKSJS reduces replication operations: in the local
top-k spatial join phase, every cell only outputs the local top-k results and intermediate
results of some objects spanning multiple cells.

Figure 3 shows how execution time changes with the number of spatial objects,
when the number of cells is 4,096, the number of tasks in Spark is 16, and the value of
k is 100. Figure 3 shows that, as the number of data objects increases, the execution
time of both algorithms also increases, consistent with expectation. However, the
execution time of ETKSJS is lower than that of TKSJMR, and the difference becomes
increasingly significant with the number of data objects. The superiority of ETKSJS is
due to its adoption of boundary MBR filtering, which reduces useless spatial objects,
and its use of the top-k threshold filtering strategy in the subsequent local top-k spatial
join phase, which leads to reduced transfer of intermediate results, thus limiting the
amount of data communication and computation in the top-k aggregation phase. By
contrast, TKSJMR needs to transmit all of the intermediate join results, with associated
communication and computations costs that only get worse as the data sets get larger.

5 Conclusion

In this paper, we have focused on the problem of top-k spatial join query processing in
cloud environments, and have proposed an efficient top-k spatial join query processing
algorithm based on Spark (ETKSJS). ETKSJS uses grid partitioning method to divide
the data space, applies Z-order curve space-filling to encode the cells, and adopts
boundary MBR to replication and filter spatial objects, which reduces the cost of
subsequent top-k spatial join processing. An R-tree based local top-k spatial join

Fig. 2. Execution time vs. number of cells Fig. 3. Execution time vs. data set size
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algorithm is also proposed to speed up the computation of intermediate results and
reduce communication costs. Experiments show that the ETKSJS algorithm exhibits
better performance overall than the TKSJMR algorithm in terms of computational cost,
and it is also more scalable and more adaptable. Future work will focus on further
experimentation, as well as investigating the use of new data partition and index
technology to realize additional performance gains with ETKSJS.
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Abstract. The real estate search web systems such as Zillow, Anjuke,
and Lianjia have become very popular in daily life. Generally, the com-
prehensive query results combined with transportation, health care, edu-
cation, POIs, etc. are expected, but those surrounding information are
rarely utilized in traditional query methods, which thereby restricts the
results of the query. In this paper, we address the above limitations and
provide a novel multi-view based query method, named KBHR. We inves-
tigate feature extraction method and introduce multi-view to represent
comprehensive real estate data. The proposed method, KBHR, is based
on BHR-tree which is a hybrid indexing structure and a kernel based sim-
ilarity function developed to rank the query results of multi-view data.
We construct experiments and evaluate KBHR on real-world data sets.
The experimental results demonstrate the efficiency and effectiveness of
our method.

Keywords: Spatial-keyword query · Multi-view data ·
Hybrid indexing structure · Kernel function

1 Introduction

The real estate search web systems are popular in daily life [1,2]. Users who will
buy or rent a house usually not only concern the house basic features such as the
prices, the number of bedrooms, the location, the floor area, etc., but also survey
the surrounding info such as traffic information, points of interests (POIs), health
care and education etc. The web systems like Zillow, Anjuke, and Lianjia have
provided the query method to help user to find the interested house, but the
surrounding information is rarely utilized in those systems. As the query result
is just based on the house basic features, user will spend much time to finally
filter the result and find the house with satisfied surroundings. In this paper,
we address the above limitations and aim to provide a more convenient query
model, by which the various surrounding information is carefully introduced and
the comprehensive query results are provided.

In the real world, the description of the same thing can often be obtained from
many different ways or different perspectives [11]. These multiple descriptions
c© Springer Nature Switzerland AG 2019
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can be regarded as multiple views of things. The combination of basic features
and surroundings can describe housing data more clearly, which can match the
user’s diversified demand for housing better. Usually, the housing basic features
such as the prices, the number of bedrooms, and the floor area etc. are speci-
fied, which can be collected easily. However, the description of surroundings is
collected from different sources. Those textual data have different structures, it
need more effort to extract features that describe multiple views of housing from
complex real estate data. In this paper, we devise a series of preprocessing and
feature extraction methods to construct the multi-view housing data.

Recently, multi-view often be utilized in machine learning and recent study
have demonstrated the advantages of fusing information from multiple view
for various machine learning applications [13]. Eaton et al. [12] has proved
that multi-view learning can obtain better performance than single-view learn-
ing through the mutual promotion of information between views. At present,
research methods for multi-view data have been widely used to solve various
problems. For example, Zheng et al. proposes a co-training model based on
multi-view data in [14,15], which can infer more fine-grained urban air quality
based on a variety of city-related data. Wang et al. [16] proposes the multi-
manifold ranking (MMR) method which utilizes multiple data structures of the
images to provide a better ranking of the images. And Dhillon et al. [17] cal-
culated the canonical correlation analysis (CCA) between different views of the
data to estimate low-dimensional contextual representations of unlabeled data
in the NLP questions. Our work is difference from the existing works for we
investigate the effective query method on multi-view data, but existing works
focused on the classification problems.

On the other hand, Real estate data contain both spatial and textual infor-
mation, referred to as a kind of spatial-textual data. Spatial-keyword query for
real estate aims to retrieve the relevant spatial-textual data for a given spatial-
keyword. Recently, some practical and novel problems about spatial-keyword
query are well studied, which include joint top-k spatial-keyword query [7],
Boolean Range continuous queries over a stream of incoming geo-textual objects
[6], collective spatial keyword query [5], and so on. But none of them is suitable
for our multi-view based query problem. Generally, different indexing techniques
and query algorithms [3,4,9] are used in spatial query and keyword search meth-
ods separately. For example, tree structures such as R-tree and quadtree are
widely used during spatial queries, while inverted lists are generally used in key-
word searches. For spatial-keyword query, the nomination of the different index
is needed and the naive methods include spatial query first, or textual query first
[8]. Obviously, the naive methods are inefficiency during query on large scaled
data on web. Therefore, in order to improve the efficiency of querying large-
scale spatial-textual data, many researchers combined the spatial index with the
textual index, and propose a variety of hybrid indexing structures. R*-IF index
[9] is an existing widely-used hybrid index, which is a kind of spatial-priority
index that combines R*-tree structure and inverted files. This indexing struc-
ture adds inverted files to leaf nodes of the R*-tree, so that objects used for
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keyword search are largely reduced by spatial pruning in query. On the contrary,
there is a textual-priority index IF-R* index [9], which establishes a separate
R*-tree for objects associated with each keyword on the inverted file. Moreover,
IR2-tree [10] is proposed as a hybrid indexing structure, which integrates signa-
ture files, describing the keyword state, into each node of the R-tree. Note that
those hybrid indexing structures are only suit for the query on spatial textual
data with single view, while our problem focus on the query on spatial textual
data with multiple views. Indexing structure and rank function are both needed
to be improved, so as to guarantee the efficiency and effectiveness of the query.

Contributions. The principle contributions of this paper are as follow.

– We devise a novel multi-view based spatial-keyword query framework for
real estate data. Surrounding info and basic features of housing are carefully
considered and extracted as multi-view in the framework, thus more compre-
hensive query result will be achieved.

– A multi-view based query method, named KBHR is proposed. KBHR is based
on BHR-tree which can integrate the spatial and textual information of the
objects seamlessly and present high time performance. Moreover, a kernel
based similarity function developed to rank the query results of multi-view
data.

– We construct extensive experiments and evaluate KBHR on real-world estate
data sets. Comprehensive comparisons are made between KBHR and repre-
sentative algorithms. The experimental results demonstrate the efficiency and
effectiveness of our proposed method.

The rest of this paper is organized as follows: We briefly introduces the frame-
work of multi-view based query processing for real estate in Sect. 2. Section 3
introduces the preprocessing and feature extraction methods for real estate data,
and defines the model of the multi-view housing object. A novel multi-view based
query method and a hybrid indexing structure are devised in Sect. 4. We com-
pared our method with other baseline methods via some experiments, and given
a performance evaluation of our method in Sect. 5. Finally, we conclude this
paper in Sect. 6.

2 Framework Overview

Our framework for searching housing is shown in Fig. 1 which consists of two
major stages, the multi-view housing object modeling and the multi-view based
housing query.

Multi-view Housing Object Modeling. Given the real estate dataset, we
first preprocess the dataset and transform the original data into an algorithm-
readable format. The preprocessed data integrates the housing’s basic infor-
mation with its surrounding information. Then, we extract the corresponding
characteristics of a housing object from three aspects: architectural feature, envi-
ronmental feature and location feature. Finally, we generate feature vectors of
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Fig. 1. The framework of multi-view based query processing for real estate.

multiple views for housing objects from the extracted features, and use these to
construct multi-view housing objects.

Multi-view based Housing Query. After modeling the multi-view housing
object, based on the spatial feature of housing objects and the textual informa-
tion describing their architectural feature, we build a hybrid indexing structure
proposed in this paper, named BHR-tree. Given a user’s query, we first extract
its spatial condition, keyword condition and conditions on other views. For its
spatial and keyword conditions, we search all multi-view housing objects using
multi-view based query method proposed in this paper. Meanwhile, we sort the
query results according to other views’ conditions with a multi-view based sim-
ilarity function.

In the next chapter, we will introduce the steps of modeling the multi-view
housing object and the processing of the multi-view based query for houseing
object in detail.

3 Modeling the Multi-view House Object

In this section, we first introduce the pre-process to different formats of raw
housing related data and the feature extraction process of the housing object.
Then, we give the definition of the multi-view housing object and model the
housing object to multiple views by rearranging the extracted features.

3.1 Data Pre-process and Feature Extraction

Data Pre-process. In this paper, we preprocess different raw data from real
world. Absent info, redundant info and inconsistency info etc. are needed to be
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handled previously. In order to obtain structured and unified house samples,
three methods that is data cleaning, data integration, and data transformation
are proposed to preprocess real world data [21]. Firstly, in the data cleaning
stage, we use the similarity value to fill in the missing value, and replace the noise
data with the mean value. Secondly, in the data integration phrase, we integrate
the basic features of estates with surrounding info. Finally, we discretize and
normalize different types of data. For numerical data, it is discretized by the
equal interval division method. For example, for the floor feature, we first use
the floor of the housing and the total number of floors to calculate the ratio,
which is a numerical value existed in the interval [0,1]. Then, we convert the
ratio with labels such as “low”, “medium” and “high”, using the equal interval
division method on the interval [0,1]. For non-numerical data, keyword-matching
method is mainly used to find the keyword representing the category in the
text information. For instance, we use keyword-matching for text information of
hospitals and divide them into three categories: AH (hospital of grade A), GH
(general hospital), and SH (specialized hospital).

Feature Extraction. The housing industry has mature housing related theory.
In accordance with the theory proposed in [18], we divide the characteristics
of the housing data into three aspects: architectural features, environmental
features, and location features. The architectural features mainly include the
basic features of estates, such as the size, price, height, type, orientation and
area of the housing. The environmental features mainly come from the acquired
community information data, such as the type of community, greening rate, plot
ratio, and property management fees. The location features are mainly based on
the geographical location of the housing, combined with the surrounding info. We
extracted different features from the surroundings, including the characteristics
of the traffic conditions, the educational environment, the medical environment
and living facilities.

3.2 Multi-view Housing Object Modeling for Real Estate

The architectural features, environmental features and location features give
an all-around description for a house. We model houses as multi-view objects
according to the features property. More specifically, considering the features
of the three aspects for real estate data, we sort out seven common descriptive
views from the original data which are spatial view, keywords view, environment
view, traffic view, education view, recreation view and healthcare view (refer to
Table 1). Thus, the multi-view housing object is formally defined in the Definition
1.

Definition 1. (Multi-view Housing Object.) A multi-view housing object is for-
malized as o = (o.s, o.t, o.v), where o.s is the spatial position of the house o, o.t is
a set of keywords used to describe basic features of the house o, and o.v denotes
a set of vectors to describe the surrounding info of the house o.
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Table 1. Example views for house data.

View Contents description

Spatial view A location of house with latitude and longitude

Keywords view A set of keywords describing basic features of housing

Environment view A feature vector describing the community environment

Traffic view A feature vector contains counts and mean distances of
surrounding subways and buses

Education view A feature vector contains count and quality of surrounding
schools

Recreation view A feature vector contains counts of surrounding malls and parks

Healthcare view A feature vector contains count and level of surrounding hospitals

4 Multi-view Based Spatial-Keyword Query

Problem Statement. In this paper we tackle the problem of spatial-keyword
query on multi-view housing object. Specifically, given a query including geo-
location, keywords and user preferred housing objects, we aim to rapidly return
all matched housing objects and rank those objects by multi-view analysis.

Definition 2. (Multi-view Housing Query.) Consider a multi-view housing
query q = (q.s, q.t, q.v), where q.s is the query location represented by a lon-
gitude and a latitude in the two dimensional geographical space, q.t is a group
of words that describe user’s query intention, and q.v denotes preferred housing
objects by user. The answer to query q is a list of k objects which are in descend-
ing order by the user preference and whose descriptions contain the set of query
keywords q.t.

Definition 3. (Candidate Housing Object.) Given a multi-view housing query
q, a multi-view housing object o is said to be a candidate house object, if its
descriptive keywords contain all keywords from q, i.e. q.t ⊆ o.t.

Definition 4. (Multi-view Based Similarity Function.) Given a multi-view
housing query q, a multi-view housing object o, their similarity on ith view can be
denoted as sim(q.vi, o.vi), which is measured by the similarity metric. By comb-
ing the similarity from multiple views of object and query, we further define a
multi-view based similarity function of q and o, denoted as S(q, o) in Eq. (1).

S(q, o) =
V∑

i=1

wp
i sim (q.vi, o.vi) , wi ≥ 0,

V∑

i=1

wi = 1, p ≥ 1. (1)

where V is number of views of o.v, wi are the view weights and p is an exponent.

For the housing query problem studied in this paper, we propose a novel
method that combines multi-view data with spatial-keyword query. The hybrid
indexing structure and multi-view based query method are introduced in
Sects. 4.1 and 4.2 separately.
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4.1 Hybrid Indexing Structure

In this section, we present an improved hybrid indexing structure, namely BHR-
tree (B-tree & Hilbert R-tree), which can integrate the spatial and textual
information of the housing objects seamlessly while avoiding large dead space.
In designing BHR-tree, shown as Fig. 2, we use the Hilbert R-tree to maintain
the spatial information of housing objects and use the B-tree to maintain the
textual information of objects. The process of building the hybrid index structure
is as follows.

Firstly, we apply the method proposed in [19] to build a Hilbert R-tree, which
outperforms all the previous R-tree methods on spatial partition. Secondly, we
construct a B-tree on all of the distinct keywords for housing objects. Thirdly, in
order to use the spatial information and textual information of housing objects to
prune the search space simultaneously in the query, we establish the connection
between the above two kinds of index structure, and regard it as a hybrid index
structure.

(a) The spatial component (The file structure for the Hilbert R-tree).

(b) The sample dataset organized in
Hilbert R-tree.

(c) The textual component(The file struc-
ture for the B-tree).

Fig. 2. A sample dataset and the BHR-tree.
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Algorithm 1. BHR-tree Building Algorithm
Input: dataset D
Output: a spatial-textual index Ist
1: Build a Hilbert R-tree with spatial view of dataset D
2: Build a B-tree with textual view of dataset D
3: for each key w in B-tree’s node do
4: Add a list MBRList as it’s value
5: Do breadth first traversal on R-tree
6: for each MBR m in R-tree’s node do
7: Sign it with an integer in order
8: Get a keywords set contain all keywords of objects in m
9: if m exist in R-tree’s leaf node then

10: for each keywords w in m’s keywords set do
11: if w exist in B-tree’s node then
12: Add m’s identifier to the MBRList of key w

13: Ist = B-tree with MBRLists + R-tree
14: return Ist;

Algorithm 1 shows the construction process of the BHR-tree index, and
present the details of the linkage between two indexes. In line 3–4, we gener-
ate a list structure for each keyword stored in B-tree, namely MBRList, which
is used to record the identifiers of minimum bounding rectangles (MBRs) stored
in the leaf nodes of the Hilbert R-tree. In order to efficiently record MBRs on the
Hilbert R-tree, we assign MBRs with a string of sequential integers according to
the breadth-first traversal result on the Hilbert R-tree (line 6–12). Meanwhile,
we maintain a keywords set for each MBR, if the MBR is located in the leaf node,
its keywords set is a union of the keywords from the contained objects. Other-
wise, its keywords set combines all keywords sets from its child nodes. Finally,
for the MBR on each leaf node, we add the MBR identifier to the MBRList
of the keyword in the B-tree, according to each keyword in the keywords set
associated with the MBR.

Example 1. An example of BHR-tree is shown as Fig. 2, and Fig. 2(b) illustrates
a sample data set and a query point q0 organized in Hilbert R-tree. The Hilbert
values of the rectangles’ center are the numbers in the brackets. Figure 2(a) shows
how the tree of Fig. 2(b) is stored on disk. As shown in 2(c), L1 − L7 are the
seven MBRLists corresponding to keywords w1 − w7, and each one contains at
least one MBR identifier. For instance, when we traverse the MBR M4 on the
leaf node, since M4 contains two objects o3 and o6, we can get its keywords set
(w1, w2, w3). Hence, we add M4’s identifier’idM4’ to MBRList L1, L2, L3 in the
B-tree to connect the spatial and textual info. When we search keyword w1 on B-
tree, there is a MBRList L1 which contains idM4, idM6, idM7, idM10. Each of ele-
ment in L1 points to a MBR in Hilbert R-tree. By MBRList L1, we can rapidly
filter the irrelevant objects and found the spatial info of targeted housing object.

4.2 Multi-view Based Query Method

Algorithm 2 illustrates the query precessing mechanism over the BHR-tree.
Given a multi-view query q, the algorithm can provide effective spatial-textual
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pruning using the BHR-tree, and return objects which satisfies textual require-
ments and with maximum similarity from all views to q. Here, Algorithm 2 is
named KBHR(Keneral funcion & BHR-Tree base query method).

The main idea of KBHR is that we can group the objects based on spatial
information, and prune a group of them which do not contain all keywords using
textual pruning. For each group containing all keywords, if their distance to the
query point is larger than a threshold, we can prune the objects in the group
using the spatial pruning. Thus we can do both spatial pruning and textual
pruning in a combined way. The detail steps are as follows.

Firstly, we build a proposed BHR-tree among all house objects contained by
dataset D, based on the spatial and textual views information of each house
object oi (1 ≤ i ≤ N), denoted as oi.s and oi.t in Definition 1. Then we use each
leaf-level MBR as a group. To do the textual pruning, for each query keyword in
q.t, we first retrieve the list of leaf-level MBRs identifiers, which is the value of it
on B-tree part. Then we intersect the MBRs identifiers for all query keywords.
Each MBR in the intersection is a candidate region, all objects that are in any
candidate region are saved, and the rest can be pruned.

For example, as shown in Fig. 2(b), we given a query point q0 with keywords
“w2” and “w3”. We can easily retrieve the MBRs list for keyword “w2” is L2 =
{idM4, idM5, idM8, idM9, idM12}, illustrated in Fig. 2(c). Similarly We retrieve
the MBRs list for keyword “w3” is L3 = {idM4, idM6, idM7, idM8, idM9, idM10}.
By intersecting these two lists of entry MBRs identifiers, we get a new MBRs list
L′ = {idM4, idM8, idM9}, each of it points to a candidate region which contains
keywords “w2” and “w3”.

Algorithm 2. Kernel function & BHR-based Query Algorithm
Input: dataset D, query q and user-specified k
Output: top-k result objects list Lrs

1: Use dataset D build a BHR-tree
2: Init candidate region priority queue Rcand is empty
3: for each keyword w in q.t do
4: if w exist in B-tree’s node then
5: Retrive the MBRs list L(w) for w
6: for each MBR in L(w) do
7: Compute its distance to q.s
8: Add it to Rcand

9: Init candidate object priority queue Ocand is empty
10: while Rcand �= Φ ‖ Ocand < k do
11: Pop an element r from Rcand

12: if R is a candidate region then
13: for each object o in r do
14: if o is a candidate object then
15: Compute S(q, o) using Eq.(2)
16: Add it to Ocand

17: Lrs = Ocand

18: return Lrs;
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And for each candidate region, we compute its minimum distance to the
query point, and use it as an estimation of the distances of all objects in the
candidate region to the query point. Then we add it to a priority queue sorted
by their distances to the query point in an ascending order, and we define Rcand

to denote this priority queue.
Next, we pop the element from the Rcand in order. We pop the one element r

with the minimal distance, if the element is a candidate region noted by rc then
traverse all object oc in rc. If oc is a candidate object defined by Definition 3,
we add it to another priority queue Ocand, otherwise, we drop it. The Ocand is
sorted by their similarity to the query point on multiple views. As discussed in
Definition 4, we utilize the Radial basis function kernel [22] (RBF kernel), which
is a popular kernel function used in various kernel based learning algorithms, to
compute the similarity between a query q and a candidate object on multiple
views. Here, derived from the similarity function defined by Eq. (1), we rewrite
Eq. (1) as

S(q, oc) =
V∑

v=1

wp
i K (q.vi, o.vi) , wi ≥ 0,

V∑

i=1

wi = 1, p ≥ 1. (2)

where

K (q.vi, o.vi) = exp

(
−‖q.vi − o.vi‖2

2σ2

)
. (3)

‖q.vi−o.vi‖2 may be recognized as the squared Euclidean distance between the
two feature vectors, σ is a free parameter. An equivalent, but simpler, definition
involves a parameter γ = 1

2σ2 :

K (q.vi, o.vi) = exp
(
−γ ‖q.vi − o.vi‖2

)
. (4)

According to the definition of the Boolean kNN query problem [4], we deter-
mine the number of objects in the Ocand each time, if the number greater than
the integer k, we stop popping and retrieve all objects in the Ocand to list Lrs in
order, which regarded as the query result; otherwise, we repeat the above steps
until there are k objects in the Ocand or the Rcand gets empty.

5 Experiments and Results

In this section, we evaluation our proposed method on the real estate data and
present experimental results on its effectiveness and efficiency.

5.1 Baselines

We select three representative spatial-keyword search methods as the baselines
in our experiments. Note that we investigate a new query problem, there is
no existing method to resolve our problem. Here we select the representative
methods and improve them to suit for the multi-view object.
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– keyword-search-first algorithm (KSF ): It is a kind of typical textual-priority
two-phase query algorithm. KSF first filter the objects according to the tex-
tual constraints of a query. Then, the candidate objects are sorted by the
distance to the query point.

– kNN-first algorithm (kNN): It is a kind of typical spatial-priority two-phase
query algorithm. Firstly, the algorithm filter the objects according to the
spatial index(R-tree). Then, the candidate objects are filter by keywords one
by one.

– R*-IF based algorithm: The R*-IF based algorithm [9] uses a spatial-priority
index structure that combines R*-tree and inverted files, which is widely used
spatial-keyword query algorithm.

5.2 Experimental Setups

Data Set. We crawled about 500,000 housing resources from the famous estate
websites1 in China, and collected other six datasets related to housing from other
data platforms. These datasets include the data of housing communities, sites
and lines information of subways and buses, the data of hospitals and the data
of POIs. The statistical description about these datasets are shown in Table 2.

Table 2. Statistics of the experimental data.

Data source Properties Statistics

Housing Number of real housing resources 500,000

Size of maximal region (km) 133.6*95.7

Time period of resources 01/2016-12/2016

Housing community Number of housing community 14576

Size of maximal region (km) 133.6*95.7

Time period of resources 01/2016-12/2016

Subway info Number of subway stations 365

Number of subway lines 14

Bus info Number of bus stops 15,000

Number of bus lines 1400

Hospital info Number of hospital 1021

Level types of hospitals 9

POIs info Number of POIs 100,000

Number of categories POIs 10

We can see from Table 2 that the total number of multi-view housing objects
is 500,000. To evaluate the performance of methods in different data size, we ran-
domly select and generate four housing object datasets from the overall dataset,
1 http://sh.fang.com/.

http://sh.fang.com/
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which include 50,000, 100,000, 250,000 and 500,000 multi-view housing objects
separately. Besides, in order to evaluate the performance of methods in the case of
different number of query keywords, we generate five query sets for each dataset.
Each query set contains 100 multi-view housing queries cases. The number of
query keywords ranges from 1 to 5 and five query sets correspond to different
number of keywords.

Evaluation Metrics. In this paper, we focus on both the time performance
of query methods and the effectiveness of query results. For time performance,
we record the overall elapsed time for processing queries when varying the size
of datasets and the number of keywords. For effectiveness of query results, we
concern on the rank and correctness of each object in query result, so the pre-
cision and recall are not suitable and Normalized Discounted Cumulative Gain
(NDCG) [23] is used to measure the quality of sorting. Here give a brief intro-
duction of its application in our problem.

Let q be a multi-view housing query and Lrs be the list of returned multi-
view housing objects for q. the DCG indicator is the basis of the NDCG indicator
and can be caculated as follows:

DCG@K =
K∑

r=1

2rel(or,q) − 1
log (r + 1)

. (5)

where K represents the maximum number of objects that need to be evaluated.
And the NDCG indicator is actually a normalization of DCG indicator, its cal-
culation formula as shows in Eq. (6), where IDCG@K represents the ideal DCG
value.

NDCG@K =
DCG@K

IDCG@K
. (6)

rel(or, q) calculates the correlation score between the r-th object in the sorted
results list Lrs and the query q. We define the correlation scoring function
between q and a housing multi-view object or ∈ Lrs, 1 ≤ r ≤ |Lrs|, as fol-
lows:

rel(or, q) =
V∑

i=1

d (S (q.vi, or.vi) , α) . (7)

where V is the number of views in the object, S (q.vi, or.vi) denotes the similarity
between the query q and a object or on the i-th view, and α is determined
parameter. Here, d (S (q.vi, or.vi) , α) returns a boolean value. If S (q.vi, or.vi) ≥
α, it returns 1; otherwise, it returns 0.

In the above definition, the function for calculating the similarity between
vectors is also implemented by the Gaussian kernel function proposed in Eq. (4).
However, unlike the similarity function, which only considers views except the
spatial view and keyword view of the housing object, in the query processing.
The correlation scoring function considers all the views of the object. In the
experiments, we compute the NDCG@10, NDCG@50, and NDCG@100 of 100
queries as the final results.
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5.3 Results

In the following, we present the results of the evaluation. To get comprehensive
result, we run 100 times of different query cases in each experiment and compute
the average time as the final time consuming.

Effect of the Number of Query Keywords. We evaluate the performance
of four algorithms against the datasets where the number of the keywords varies
from 1 to 5. Figure 3(a) shows the experiment result when dataset includes
250,000 housing objects and k values is 100. We can see that KBHR has abso-
lute advantage in time performance. This is due to the adopted BHR-tree index,
which enables the algorithm to do spatial-textual pruning simultaneously, and
less candidate objects can decrease calculation time for similarity. For the other
three algorithms, since they are not good at housing object pruning by spa-
tial and textual info, the query time is relatively long. When the number of
keywords increased to 5, the KSF method start getting better, owing to the
number matched objects reduced as the keyword increasing. However, the time
consuming still worse than KBHR.

(a) Comparison by varying keyword numbers
(dataset=250k, k = 100).

(b) Comparison by varying the size of dataset
(keywords=3, k = 100).

Fig. 3. Performance comparison between methods on average elapsed time.

Effect of the Size of Dataset. Figure 3(b) presents the elapsed times of four
methods under different size of dataset. We can see that, compared with baseline
methods, KBHR’s elapsed time increases proportionally when the size of dataset
increasing. This is because the textual index of housing object is growth slowly
in different data size. We can almost spend same time to get the MBRList by
which the candidate objects can be retrieved directly. As a result, for KBHR,
the pruning operation on objects is minor affected by the size of the dataset.
The most affected algorithm is R*-IF algorithm, due to the increase of house
objects, its spatial-priority index takes up a lot of memory, which affect the
query efficiency.

Effectiveness of Multi-view Based Query. We use the experiment shown
in Fig. 4 to evaluate the effectiveness of multi-view application in the housing
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query method. We modify each of previous method to simple method that does
traditional spatial keyword query. Those methods noted by upper character S like
KBHR(S) are applied in the experiment. In Table 3, we present the effectiveness
comparison of nDCG between methods. As shown in Fig. 4, a more intuitive
display can be seen in Table 3, we can see that the multi-view based method
outperform the traditional spatial-keyword based method generally. The results
demonstrate that the utilization of multi-view to housing object can return more
satisfied query result. Moreover, the accuracy of our method KBHR is better
than kNN and RIF which performed worst due to its independent two-phase
manner. The KSF method is slightly better than KBHR for it traversed all
house objects, but KSF presented low time performance. In general, the proposed
method KBHR achieves the balance of efficiency and accuracy.

Table 3. Effectiveness comparison between multi-view and spatial-keyword.

Metric Method

KBHR KBHR(S) KNN/RIF KNN/RIF(S) KSF KSF(S)

nDCG@10 0.919 0.8519 0.7766 0.6434 0.9844 0.9241

nDCG@50 0.8584 0.7941 0.822 0.6785 0.9445 0.8459

nDCG@100 0.8724 0.8195 0.8366 0.7168 0.9486 0.8586

Fig. 4. nDCG@K of methods with
multi-view and spatial-keyword.

Fig. 5. nDCG@K of methods with rbf
kernel and cosine similarity.

Effect of Kernel Funcion for Multi-view Object. We use the experiment
shown in Fig. 5 to evaluate the effectiveness of method with different similar-
ity functions. The RBF kernel is utilized to compute the similarity on multiple
views. Cosine Similarity [20] is commonly used in information retrieval to evalu-
ate document similarity. We modify the kernel function in each previous method
to cosine function. Figure 5 and Table 4 present the effectiveness comparison of
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nDCG between RBF kernel or cosine similarity, where parameter σ in kernel
is set to 0.5. Both figures and table show that the methods with RBF kernel
perform better than the methods with cosine similarity.

Table 4. Effectiveness comparison between different kernels.

Metric Method

KBHR(rbf) KBHR(cos) KNN/RIF(rbf) KNN/RIF(cos) KSF(rbf) KSF(cos)

nDCG@10 0.919 0.8914 0.7766 0.7207 0.9844 0.929

nDCG@50 0.8584 0.833 0.822 0.7572 0.9445 0.8666

nDCG@100 0.8724 0.8465 0.8366 0.7815 0.9486 0.8692

6 Conclusions

In this paper, we successfully investigate an usable new way to housing object
query on web systems. A novel multi-view based spatial-keyword query frame-
work for real estate data is devised. Based on this framework, we first pro-
pose the preprocessing method and the feature extraction method for real estate
data, and give the definition of the multi-view housing object. Then, we design
a hybrid indexing structure, named BHR-tree, and propose a multi-view based
query method, named KBHR. Moreover, we propose a kernel based similarity
function to rank the query results of multi-view data. We evaluate the perfor-
mance of our method from two aspects: the time performance of query methods
and the effectiveness of query results. And we design four groups of compara-
tive experiments for this purpose.The experiment results demonstrate that our
spatial-keywords query for multi-view housing object achieves good performance
and returns more satisfied query result to custom.
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Abstract. Customer reviews on a product regard multi-aspect with
emotional tendencies. Aspects in a review show what properties cus-
tomers concern about and sentiment towards an aspect reveals how a
customer evaluates it. The aspect mining and sentiment analysis provides
a lot of valuable references and market feedback information to online
commercial platforms. Due to the unpredictability of aspects appearing
in a review, the method proposed in this paper is supposed to be dynamic
and intelligent and to define the sentiment related to an aspect negative
or positive polarity in semantic analysis. Based on the improved aspect
dictionary and sentiment dictionary, this paper presents a framework
for aspect mining and sentiment analysis for online customer reviews-
PowerMonitor. The experimental results show that the framework per-
forms well in aspect extraction and aspect emotion judgment. We eval-
uate the model using small, widely used sentiment and subjectivity cor-
pora from JD.com and find it out-performs several previously introduced
methods for sentiment classification. We also introduce future works to
serve as a reference for efforts in this area.

Keywords: Text mining · Aspect extraction · Sentiment analysis

1 Introduction

Online commerce is under a rapid expansion in recent year. The transaction
records and reviews are massive and rich of experiences, evaluation and recom-
mendation. Especially the reviews are consequential to improve the online busi-
ness with commercial values. Consumers refer to these reviews when they con-
sciously purchase a product and obviously reviews therefore play an important
role in online business. Manufacturers take these reviews into account to improve
these products and they are valuable for the enrichment of service providers as
well. Most upgrading on products and service and development are launched and
designed base on review analysis. Therefore, online review mining has become a
hot research issue for business industry and research.
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When a customer posts a review, he always mentions multi-aspect of the
purchase, and expresses his attitude to each aspect. This fact makes the research
on review analysis consist of two parts: aspect mining (AM) [1] and aspect-level
sentiment analysis (ASA) [2].

For AM, it generally has been converted to the problem of Multi-label Clas-
sification. The solutions include a label set provided by industrial experts to
describe all potential aspects. Then a review text and labels are connected by
running a multi-label algorithm over them [3]. To further aspect-level sentiment
analysis, sentences related to a label are clarified while aspects are mined. As
follows, the aspect-level sentiment analysis is aggregated as the issue of classic
sentiment analysis. While, the methods mentioned above show weakness in: (1)
the professional experts are subjected to provide the label set. This makes this set
all come from the experiences of industrial experts. Moreover, new aspect may
be mentioned by customers. Therefore, it is hard to ensure the correctness and
integrity of the label set; (2) the voluntary reviews are unstructured and their
aspects are unpredictable. Most algorithms are incapable to label these reviews
with essential aspects accurately because of this uncertainty. This results in the
low accuracy of aspect-level sentiment classification.

This paper proposes a solution to aspect mining and sentiment analysis for
reviews with hybrid word vector model, word2vec+LDA. This solution embraces
dynamic label set and aspect exaction, as well as predication on sentiment polar-
ity. The clustering is applied to achieve a dynamic label set. We thus derive
dictionary based pattern matching to fulfill the aspect extraction. We intro-
duce word2vec+PMI to reveal the pattern of words collocation in reviews. This
technique is sufficiently effective to accomplish the label dictionary with high
coverage and low maintaining workload. After exacting aspects, we provide a
method on recognizing central aspects and discovering the relation between the
aspects and sentiment polarity words. Segmentation technology is applied to
enhance the accuracy on sentiment words exaction. To confirm the polarity of
sentiment words, sentiment word dictionary is developed. After presenting the
model in detail, we provide illustrative examples of the patterns it learns, and
then we systematically evaluate the performances of the approach involving a
dataset of informal products consumers’ reviews.

2 Related Works

Aspect extraction is essentially a multi-label classification and has received much
attention from academic field. Generally, the solutions to this problem are within
the following three scopes: machine learning, deep learning and rule marching
based on lexicon. Zhang [3] has systematically concluded solutions in machine
learning: (1) one-order algorithms. It assumes that labels are independent that
multi-label can be converted to a serial of classic classification problems. The out-
standing one order algorithms are BR (Binary Relevance) [4] ML-kNN (Multi-
Label k-Nearest Neighbor) [5] and ML-DT (Multi-Label Decision Tree) [6];
(2) two-order algorithms. It involves the correlation of each label couple and
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is therefore qualified with much more complexity compared with the one order.
Calibrated Label Ranking [7], Rank-SVM (Ranking Support Vector Machine)
[8], and CML (Collective Multi-Label Classifier) [9] are outstanding algorithms
out of the two-order; (3) high-order algorithms. It is so called due to the correla-
tion of multiple labels, with which the operation of this algorithm is eventually
most complex. Classifier Chains [10] and Random k-labelsets [11] are referred as
to the well-known representations of this type. In Zhang’s paper, he summarizes
solutions on aspect extraction and presents a semi-supervised method on entity
extraction. Recent years, taking the advantages of the success in deep learning,
Read et al. [12] constructs a hidden layer with Restricted Boltzmann Machine
to increase the precision and reduce the temporal consumption as well.

Despite the advantages that machine learning and deep learning have shown,
there remain two crucial challenges on multi-label classification: (1) training data
should be abundant and accurate for model training. However, data skew hap-
pens and gets worse while label amount is large, which means inadequate training
data under some labels. Data skew essentially causes low precision in classifying
with machine learning or deep learning. (2) classification results are unexplain-
able and not promising for debugging. The above challenges make either machine
learning or deep learning fail to be applied for practical systems. Main solutions
to sentiment analysis are embracing the following methods.

Sentiment dictionary based sentiment analysis applies precise and compre-
hensive sentiment dictionary as the foundation. Manek et al. extract profes-
sional terms from movie reviews and mark polarity [13] to derive the dictionary.
Arababah et al. use labeled polarity and synonyms from WordNet as auxiliary
to mark new words’ polarity [14]. Wang derives an emotion dictionary for Weibo
corpus [15] and this method achieves higher precision.

Approaches based on machine learning are perceived as Decision Tree, SVM
or Naive Bayes. The core of these approaches is to model classifiers through
training sets for further prediction on new words polarity. Works of Tripathy,
Hampton, Kang et al. [16–18] involve DT, SVM, max entropy and supervised
Markov Model. Their experimental results convince SVM or Naive Bayes more
efficient in different scenario respectively and the best precision reaches 77%.
[19] mines latent aspects, sentiment polarity and aspect weight while the overall
sentiment is known and experiments with hotel reviews and MP3 player reviews.
[20] conducts the same three mining through CARW framework.

3 Problem Description

When consumers express their attitudes towards merchandise through posting
online reviews, they mention multi-aspect of it together with sentiment polarity
and level.

We instantiate the reviews on detergent by sentiment polarity annotations
of JD.com online documents. Table 1 shows the analysis on three reviews, c1, c2
and c3. c1 concerns the smells and shipping service. The sentiment polarities are
both positive. c2 describes three aspects as cleaning power, concentration and
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shipping service with the polarities of negative, mild and positive. c3 mentions
brand loyalty, cleaning power, price and shipping service, and the sentiment
attitudes to these four aspects are positive, positive, negative and negative.

Table 1. An instance on aspect extraction and sentiment analysis on detergent reviews.

Reviews <aspect, sentiment polarity>

c1 Good nature smell, shipment is awesome!!! <smell, positive>, <shipping
service, positive>

c2 Awful cleaning effect! concentration is average,
but we get the product on time

<cleaning power, negative>,
<concentration, mild>,
<shipping service, positive>

c3 Have been doing laundry with this detergent
for a long time. It cleans clothes very well. Not
the best deal specially in this grand 11.11
festival. The shipment took too much time.
Will buy more as a better deal is provided

<brand loyalty, positive>,
<cleaning power, positive>,
<price, negative>, <shipping
service, negative>

We present a set of reviews as C = {c1, c2, c3, ..., c|c|}, A = {a1, a2, ..., am}
is a set of potential aspects, and that is the entire set of essential and extensive
properties of products, where m is the number of aspects. A review concerns
some or all of these m aspects. Hence the aspects mentioned in review ci is
represented as an m-dimensional vector Vi = <va1

i , va2
i , ..., vam

i >, where
{

vax
i = 1, iff ax ∈ ci

vax
i = 0, iff ax /∈ ci

(1)

The sentiment polarity about aspect ax (ax ∈ A) in review ci is sax
i . sax

i in
this paper is defined as four levels: 1 - positive, 0 - mild, −1 - negative, and
−2 - not mentioned. The sentiment polarity of ci is a m-dimensional vector S =
<sa1

i , sa2
i , ..., sam

i >, where
{

sax
i ∈ {−1, 0,+1}, iff ax ∈ ci

sax
i = −2, iff ax /∈ ci

(2)

Based on the definition above, the issues researched in this paper is presented
as follows:

– Aspect-mining: for a given set of reviews C, label set L is mined from C and
the formal description is H :: C → L;

– Aspect-mining from a single review: for any review ci in C, capturing aspect
vector for ci, which is described as F :: ci → Vi for formal.

– Sentiment polarity discovery: for any review ci in C, we assume that the
aspect vector Vi comes out with function F , then the corresponding sentiment
vector Si is defined as G :: (ci, Vi) → Si.
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4 Aspect-Mining and Sentiment Analysis on Online
Customer Reviews

In this paper, we derive a word2vec+LDA model to mine label set. Aspect dic-
tionary is initialized by applying PMI accomplishing rule-based aspect mining.
The Distance measure is proposed for the association of aspects and sentiment
words, and it is also a basis for the aspect-level sentiment analysis.

4.1 Label Set Mining

Label set mining is implemented by review clustering. Compared with man-
ual label set, we launch segmentation and vectorization on reviews according
to hybrid word vector model, which is the foundation for clustering on review
corpus. The clustering turns out to be cluster tags composing the label set.

Professional Term Discovery. Reviews may contain particular professional
terms, which makes professional term dictionary necessary for segmentation.
‘oxygen rich-low foaming’, ‘aroma essence’ and ‘la mamma’ are all terms for
detergent for instance. N-gram statistic algorithm [21] derived by Roziewski et
al. is efficient to weigh and conclude frequent string set. However, it is obvious
that frequent string is not an inevitable term. A string quoted in a text frequently
is alternative to be a word or a phrase [22]. Some of the words in a phrase, but not
all, may have relation with aspects we target to extract and analyze. Therefore,
we use the string cohesion to describe aggregation between words and exclude the
words in low cohesion rate from the string set. After this filtering, the elements
remaining in this string set turn out to be terms and they form the professional
term set. In this paper, based on the professional term set, we leverage Jieba
[23] as segmentation tool. The performance of the segmentation will be shown
as a part of our method in the evaluation session.

Label Set Mining. The following step for segmentation is Text Vectoriza-
tion, which fulfills the vector mathematic form for words. The combination of
language based word2ved and statistic based LDA is involved in our model-
PowerMonitor, which is a hybrid word vector (HWV) model. Word vector from
word2vec reflects the context and semantic relation at sentence-level. There-
fore it is a kind of precious description [24]. LDA (Latent Dirichlet Allocation)
[25] models at two levels: document-topic and topic-word with the objective of
providing probabilistic distribution of topics in each document, as well as the
corresponding words to every topic. LDA involves polysemy more and reveals
the relations between words at topic-level. We extend the model with the com-
bination component of word2vec and LDA as HWV, which is coinstantaneous of
context-level and document-level. We illustrate the exact construction of HWV
in Fig. 1.

Word vectors from HWV are too dispersive to express the topic of a review
text. We cluster these word vectors with k-means clustering algorithm applying
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Fig. 1. Hybrid word vector model.

Cosine Similarity as the measurement to the distance between cluster centers
[26,27]. For PowerMonitor, the results of the clustering are used as label-set.

4.2 Aspect Extraction

Aspect extraction on review is essentially a multi-label classification problem,
which has attracted much research attention. The main solutions involve prob-
abilistic based and knowledge rule matching based methods. The former one is
further researched with machine learning and deep learning [28–30]. However,
the probabilistic based method is found unfulfillable for these reasons: (1) the
classification accuracy declines when clusters are alternating much and show
overlapped properties; (2) quality and quantity of training data are constrained,
which makes it unpractical; (3) it is incapable to definitize key words to classify
texts, which results in failure of aspect-level sentiment analysis.

Thus, we use model matching based on dictionary to out-perform in aspect
extraction through the most key issue, professional terms dictionary which
reflects the characters of the corpora.

Professional terms dictionary contains aspects as items and their correspond-
ing explanations. These items are stated from label-set in Sect. 4.1. When a
customer’s review concerns an aspect, the label of this aspect may not be men-
tioned in the text, while related words instead. For example, when a customer
is commenting price, he may state “cheap”, “reasonable” or “expensive”, where
“price”, as a label, does not appear. The dictionary is defined to explain this
corresponding relation. We draw inspiration from TFIDF to build a seed dic-
tionary. TFIDF provides a set of single related words for each aspect. How-
ever, some phrases are correlatives as well. To extend the seed dictionary to be
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comprehensive with phrases, PMI (Pointwise Mutual Information) is introduced
to measure the probability of some words being a phrase.

ti and tj are words in seed dictionary. The PMI of ti, tj is

PMI(ti; tj) = log
p(ti, tj)

p(ti)p(tj)
= log

p(ti|tj)
p(ti)

= log
p(tj |ti)
p(tj)

(3)

In Eq. (3), p(ti, tj) is the probability of ti and tj appearing in a sentence.
p(ti) is the probability of ti appearing in a sentence. If ti is not correlative with
tj , p(ti, tj) = p(ti)× p(tj); the more they are correlative, the greater the ratio of
p(ti, tj) to p(ti) × p(tj) is.

If PMI(ti; tj) < PMI(ti; tk), ti is more related to tk than to tj . We therefore
do PMI for every two words in seed dictionary and select 2-word phrases with
highest Top-k PMI values as supplementary.

To discern 3-word or 4-word phrases from annotations, we use the 2-word set
above to collocate for 3-word in an enumeration method. We calculate PMI of
each collocated 3-word to measure whether this 3-word phrase is appreciate to
be appended to the dictionary. Figure 2 shows how PMI and enumeration work
together for 3-word discovery.

Fig. 2. Finding 3-word strings.

In Fig. 2, α is the customized threshold of PMI to describe how deeply the
words link to each other. Theoretically, recognition of 3-word phrases increases
the precise rate for aspect mining, while excessive phrases may cause over fitting
and decline the recall rate.

The foundation of aspect mining - aspect dictionary is thus ready through the
above method we propose with high expandability, compatibility and accuracy.



302 Z. Zhao et al.

4.3 Aspect-Level Sentiment Analysis

It is not hard to discovery sentiment words in a text given existing methods
on word mining. However, when a review text mentions multi-aspect, we have
to category these sentiment words to their corresponding aspect. We build a
two-layer model to link sentiment words to their aspect.

Firstly, we leverage the fact that some aspects and sentiment words are
implicitly relevant. In this layer, when a sentiment word is mentioned, the cus-
tomer is definitely referring to a certain aspect. Such as “clean” is related to
washing efficiency and “unsealed” is describing the packing. Other sentiment
words which are not patently and inherently regarding an aspect are connected
to aspects accordingly by the approach of sliding window on layer two.

We assume that review c consists of n distinct words, which are denoted as
an n-gram <t1, t2, ..., tn>. An aspect in c is ax(ax ∈ A). Through looking up in
the dictionary we proposed in Sect. 4.2, if ti in c is related to ax, the location of
ti in c is remarked as loc(ti).

Generally, a sentiment is near to an aspect in term of location. Given this
fact, we locate the related sentiment words in a certain distance. Assume the
window size is L and we search sentiment words in [loc(ti) − L/2, loc(ti) + L/2].
Once the sentiment words are located and exacted, we use sentiment dictio-
nary to analysis their polarity. Figure 3 shows the principle of sliding window on
searching sentiment words.

Fig. 3. Seeking ti related sentiment words in [loc(ti) − L/2, loc(ti) + L/2].

Obviously, the window size L is crucial for sentiment word discovery. A
greater L results in redundant capture and wrong link between aspect and sen-
timent, while a less L causes a loss.

The sentiment dictionary is applied to analyze the polarity. For Chinese,
the Hownet from cnki [31], commendatory-derogatory dictionary proposed by
Li [32] and NTUSD from Taiwan University are outstanding works. However, a
sentiment essentially expresses different polarity under varying aspects. “quick”
is positive when is related to delivery service, while is negative in durability,
for instance. Therefore, we derive a granularity based sentiment dictionary to
increase the accuracy in sentiment analysis, as well as for the benefit of sharing
aspect-level sentiment dictionary among diverse product categories.
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5 Experiments and Evaluation

We evaluate our model with aspect-level sentiment analysis task in the domain
of online skin care reviews from JD.com. We initialize the label set with 10
manually picked terms by professional experts at first-level and 65 terms at
second-level. 32,800 reviews are used as test data set and labeled with these 65
labels and corresponding sentiment words by 20 volunteers. Table 2 shows the
statistic of the test set.

Table 2. Statistic of test set.

Aspects in a review Reviews Words in a review

0 5897 10 ± 6

1 15955 15 ± 8

2 7634 24 ± 15

3 2511 32 ± 20

4 590 55 ± 28

5 160 76 ± 45

6 44 100 ± 78

≥7 9 233 ± 124

Table 2 shows that only 9 out of 32,800 reviews contains over 100 words and
less than 1% regard 5 aspects or above. This fact illustrates short reviews are
majority.

We conduct three experiments to verify the following performances: (1)
HWV’s efficiency on label mining; (2) the efficiency of PMI based aspect dic-
tionary for aspect extraction; (3) the validity of sliding window and effect of
window size L for aspect-level sentiment analysis.

5.1 Experiment and Evaluation on Label Mining

For label-set mining, we use the same clustering algorithm over HWV model and
word2vec respectively to compare them.

When measuring experimental results, manual label based F-score is applied.
The set X = {x1, x2, ..., xn} is clustered and the result is H = {H1,H2, ...,Hm},
where Hi �= ∅ is a non-empty set consisting of elements from X and defined as
a cluster here.

The manually labeled cluster set is P = {P1, P2, ..., Ps}, where Pi is a non-
empty set with elements of X. We assume that for any Pj , there is a Hi matching
it well, however this matching is unknown. For a given Pj , to find the correspond-
ing Hi, we traverse H and calculate precision, recall and F-score for each couple
of (Pj , Hi) respectively. We determine Hi is Pj ’s matching cluster when (Pj ,
Hi) is with the optimal values on these three parameters [33].
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In this experiment, 2,500 skin care reviews are manually clustered and 8
clusters are yielded as results. Therefore, when we use k-means to cluster the
word vectors, the target number of clusters is 8. The Class F values of HWV
and word2vec under different word2vec dimensionality are shown in Fig. 4.

Fig. 4. Assessment on clustering.

Dimensionality of word2vec is given with three values as 100, 200 and 300
respectively. Under each dimension value, HWV outperforms word2vec, which
shows the HWVs priority on Class F .

5.2 Experiments on Aspect Extraction

The essential aspect extraction consists of two parts: aspect dictionary and
aspect mining. Aspect dictionary is the foundation of mining and crucial for
performances. The approach we propose to derive aspect dictionary is based on
PMI. We design the following experiments to evaluate the efficiency of aspect
mining based on this aspect dictionary. As mentioned above, aspect mining is
defined as multi-label categorization and property of multi-label makes the very
popular evaluation indexes for supervised single label approach inapplicable.
Therefore, we evaluate our model through two multi-label evaluation indexes
[3]: sample-based assessment and category-based assessment.

Sample-Based Assessment. Two sample-based indexes are used to in this
section for performance assessment.

– Subset accuracy. It is an index to measure how aspects we extract based
on aspect dictionary map the real aspects. The value of this index is the
proportion of aspects both in extracted aspect set and real aspect set to the
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total real aspect set. A greater Subset accuracy reflects a better performance
in label extraction.

– Hamming loss. It is a fault rate to describe the inconsistency between
extracted aspects and real aspects. It is the proportion of fault aspects in
extracted aspect set to real aspect set. A less Hamming loss is expected for a
better performance.

The experimental results are shown in Table 3.

Table 3. Hamming loss and subset accuracy.

Training set ratio Approaches Hamming loss Subset accuracy

20% Single word dictionary 0.0572 0.3827

2-word dictionary 0.0254 0.6263

3-word dictionary 0.0092 0.8142

40% Single word dictionary 0.0421 0.4151

2-word dictionary 0.0209 0.6975

3-word dictionary 0.0079 0.8309

60% Single word dictionary 0.0398 0.4593

2-word dictionary 0.0198 0.7359

3-word dictionary 0.0098 0.8173

80% Single word dictionary 0.0353 0.4725

2-word dictionary 0.0159 0.7708

3-word dictionary 0.0081 0.8236

100% Single word dictionary 0.0361 0.4845

2-word dictionary 0.0115 0.7901

3-word dictionary 0.0085 0.8251

We conduct the aspect dictionary under diverse training set ratios, which
means we use different data scale as training set. In Table 3, when training set
is given, the single-word dictionary based on TFIDF is inferior to PMI based 2-
word dictionary on both Hamming loss and Subset accuracy. When we increase
the scale of training set, the Subset accuracy declines on 3-word dictionary,
however, its overall performance much precedes over 2-word and single word. It
is concluded that the size of training set effects PMI based dictionaries and a
larger size makes the dictionaries more comprehensive. It definitely results in a
better performance in aspect extraction as well.

Category-Based Assessment. Macro-averaging and Micro-averaging are two
indexes on aspect extraction for category-based algorithms.

Macro-Precision, Macro-Recall, and Macro-F are three parameters for Macro-
averaging by averaging all sub-categories’ indexes. This index inclines the sub-
category with more samples.
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Micro-averaging is arithmetic average on performances of each review with
no consideration of categories. This index regards Micro-Precision, Micro-Recall
and Micro-F.

We conduct experiments with respect to our aspect dictionary and aspect
mining on our data set and calculate the above two indexes accordingly. The
results are in Table 4 which verifies a better performance with a higher index
value.

Table 4. Using category-based multi-label classifier assessment indexes for evaluation.

Training set ratio Approaches Macro-averaging Micro-averaging

P R F P R F

20% Single word dictionary 0.369 0.383 0.375 0.392 0.417 0.404

2-word dictionary 0.573 0.558 0.565 0.614 0.607 0.610

3-word dictionary 0.791 0.782 0.786 0.807 0.793 0.800

40% Single word dictionary 0.427 0.435 0.431 0.453 0.468 0.460

2-word dictionary 0.629 0.603 0.616 0.651 0.634 0.642

3-word dictionary 0.825 0.819 0.822 0.833 0.824 0.828

60% Single word dictionary 0.459 0.473 0.466 0.491 0.480 0.485

2-word dictionary 0.685 0.667 0.676 0.706 0.681 0.693

3-word dictionary 0.814 0.832 0.823 0.829 0.848 0.839

80% Single word dictionary 0.482 0.501 0.491 0.513 0.522 0.517

2-word dictionary 0.726 0.714 0.720 0.745 0.738 0.741

3-word dictionary 0.821 0.830 0.826 0.835 0.839 0.837

100% Single word dictionary 0.527 0.544 0.535 0.547 0.541 0.544

2-word dictionary 0.753 0.742 0.747 0.769 0.750 0.759

3-word dictionary 0.832 0.826 0.829 0.841 0.846 0.843

In Table 4, 2-word dictionary seems better in aspect extraction than single-
word dictionary. Although, 3-word dictionary which is formed from 2-word pre-
forms well in general, it contains noise items and therefore turns out a higher
recall. Our alternative testing sets vary a lot in categories. This is the reason
for the higher Micro-averaging over Macro-averaging. From the perspective of
systematical comparison of Micro-F and Macro-F, PMI based dictionary is high-
lighted for its performances.

Evaluation on Aspect-Level Sentiment Analysis. We remain the reviews
on skin cares from JD.com as the data set to assess our sentiment analysis model
which is based on sliding windows. The aspect extraction method introduced
and experimented in the previous section is used as the foundation for aspect
extraction. For comparison, we implement several alternative window sizes that
conceptually affect the accuracy on sentiment analysis.
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The implementation includes: locating aspect strings and marking the start
and end location (if the aspect string is a single word, the start and end location
overlaps); locating sentiment words based on window sizes and start-end loca-
tions; sentiment analysis based on sentiment word dictionary. Especially, when
the window size is beyond the length of the review text, it will be adjusted to
the less one.

We conduct 9 experiments with distinct window sizes. Considering that cus-
tomers usually express one polarity for one aspect, sentiment analysis is single-
labeled multi-category problem. The assessment indexes for this kind of problem
involve Precision, Recall and F1-score.

Table 5 shows the indexes values when we vary window sizes.

Table 5. Indexes values for sentiment analysis when window size s are adjusted.

Window size Precision Recall F1-score

2 0.513 0.537 0.525

4 0.636 0.614 0.652

6 0.78 0.773 0.776

8 0.869 0.854 0.861

10 0.857 0.862 0.859

12 0.845 0.86 0.852

14 0.841 0.859 0.85

16 0.839 0.86 0.849

18 0.832 0.855 0.843

The experimental results illustrate that when we choose a small window
size as 3 or less, the precision is low for few informational sentiment words in
windows. When window sizes are switched to 5 and up, our method performs well
and tends to stay stable. However, we discover the overmatching may be caused
by a large window size for introduced noise words and this results in an increasing
recall. Besides the definition of a window size, the approach of sliding windows
on sentiment analysis performs well in both precision and comprehensiveness.

6 Conclusions

We propose a model - PowerMonitor for aspect extraction on online reviews and
further sentiment analysis. The model’s probabilistic foundation gives a justified
technique for dynamic labeling instead of subjective labels from experts. Based
on these labels, we launch an aspect dictionary by TFIDF and PMI to involve
latent 2-word and 3-word phrases. This dictionary is a magnificent improvement
in aspect mining with high performance. The sentiment analysis leverages this
aspect dictionary as well and PMI model to improve general sentiment dictionary
to aspect-level sentiment dictionary, which is highly flexible and applicable in
this regard. Experiments are conducted to compare PowerMonitor to key-word
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based method with initially labeled data set in aspect capture and sentiment
analysis. The results highlight PowerMonitor outperforming other method in
precision, recall and F value.

We apply and implement PowerMonitor for custom reviewing corpus in skin
care products and it turns out an efficient method. For the future work, we
will extend it to capture subjectivity from other annotations, such as movie
reviews, serving as a more robust breakthrough for work in this area. Following
the success in syntax analysis, the extension will overcome the inconvenience
from the diversity of customers expression and show better performances.
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Abstract. Target-oriented sentiment analysis aims to extract the sen-
timent polarity of a specific target in a sentence. In this paper, we pro-
pose a model based on transformers and multi-scale convolutions. The
transformer which is based solely on attention mechanisms generalizes
well in many natural language processing tasks. Convolution layers with
multiple filters can efficiently extract n-gram features at many granu-
larities on each receptive field. We conduct extensive experiments on
three datasets: SemEval ABSA challenge Restaurant and Laptop dataset,
Twitter dataset. Our framework achieves state-of-the-art results, includ-
ing improving the accuracy of Restaurant dataset to 84.20% (5.81%
absolute improvement), improving the accuracy of the Laptop dataset
to 78.21% (4.23% absolute improvement), and improving the accuracy
of the Twitter dataset to 72.98% (0.87% absolute improvement).

Keywords: Target-oriented sentiment analysis ·
Multi-scale convolution · Transformer

1 Introduction

Target-oriented sentiment analysis is also known as aspect-term sentiment anal-
ysis, which is a central concern of the semantic web and the computational
linguistics in recent years [3,8]. The goal of target-oriented sentiment analysis is
to identify the sentiment polarity (i.e., negative, neutral, or positive) of a specific
opinion target expressed in a comment or review by a reviewer. For example,
in the sentence “great food but the service was dreadful!”, the polarity of target
“food” is positive while the polarity of target “service” is negative.

Recent years have witnessed the significant advances in sentiment analysis.
For the task of target-oriented sentiment analysis, most of the previous models
focus on three methods: attention mechanism, gate mechanism, and memory
network.
c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 310–321, 2019.
https://doi.org/10.1007/978-3-030-26075-0_24
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RNN with attention mechanism is becoming the most popular technique
for this task. For example, ATAE-LSTM [16] is an LSTM model taking both
the target embedding and sentence embedding as input and using an attention
mechanism to calculate the representation of the sentence; IAN [7] calculates
the target representation and the sentence representation in an interactive way
using attention.

There are two categories of gate mechanism: the first separates the sentence
using the target words, and uses gates to control the importance of each part, the
second uses gates to control the importance of each word. In the first category,
BILSTM-ATT-G [6] splits a sentence into three sections including the target, its
left contexts and its right contexts, and then represents words in the input using
a bidirectional gated recurrent neural network, and then uses three-way gated
neural network structure to model the interaction between the target and its
left and right contexts. In the second category, ACGE [17] is a model based on
convolution neural networks and gating mechanism, which is more accurate and
efficient. The gating mechanism can selectively output the sentiment features
according to the given target.

Memory networks make use of multiple computational layers to capture the
importance of each word. MemNet [12] takes the embedding of sentence words
as memories, each layer of the MemNet is a typical attention layer. To overcome
the shortcoming of attention mechanism that it cannot capture position infor-
mation, MemNet employs a position weight. Based on MemNet, RAM [14] uses
BiLSTM output as memories. A GRU cell is used to process the representation
of each layer in RAM. TNet [5] can also be viewed as a variant of MemNet.
It proposes a component to generate a target-specific representation of words
in the sentence as well as incorporates a mechanism for preserving the original
contextual information from the RNN layer.

These models use LSTM or CNN to process the sentence. LSTM is a sequen-
tial model, which is hard to be parallelized. And a single CNN layer does not
connect all pairs of input and output positions. To tackle this problem, we pro-
pose a model based on transformer and multi-scale convolution. Transformer [15]
is solely based on attention mechanisms. Previous works show that language
model which is pre-trained on large corpus can generalize well in many different
natural language processing tasks. Based on the transformers, OpenAI GPT [10]
is one of the best pre-trained language models. We use OpenAI GPT [10] to get
the representation of each word. Instead of using the representation of the start
token for classification and ignoring the representations of the other tokens, we
use a multi-scale convolution to extract n-gram features at many granularities.
We conduct extensive experiments on SemEval 2014 Restaurants and Laptops
dataset [3] and Twitter dataset, and our framework achieves state-of-the-art
results, including improving the accuracy of restaurant dataset to 84.20% (5.81%
absolute improvement), improving the accuracy of laptop dataset to 78.21%
(4.23% absolute improvement), and improving the accuracy of twitter dataset
to 72.98% (0.87% absolute improvement).
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Here are our main contributions:

First, we use transformer encoders instead of LSTM or CNN encoders to
improve the generalization ability of the model.
Second, multi-scale convolution can learn variable n-gram features flexibly.
Third, our model gets state-of-the-art performance on widely used datasets.

2 Transformer and Multi-scale Convolution
for Target-Oriented Sentiment Analysis

In this section, we will introduce our model which combines transformer and
multi-scale convolution. Figure 1 shows the structure of our model. We con-
catenate the sentence and the target. A multi-layer transformer is used the
process the input. The multi-scale convolution learns variable n-gram features
flexibly. We begin this section by presenting the problem formulation, and
then describe the structure of the transformer. At last, we talk about the
multi-scale convolution structure.

2.1 Problem Formulation

The input of this task is a target-sentence pair (wτ , w), where target wτ =
{wτ

1 , w
τ
2 , ...w

τ
m} is a subsequence of sentence w = {w1, w2, ...wn}. The aim of

target-oriented sentiment analysis is to predict the sentiment polarity y of the
sentence w over the target wτ , where y ∈ {P,N,O}, P,N,O denotes “positive”,
“negative” and “neutral”, respectively. For example, the sentiment polarity of
sentence “great food but the service was dreadful!” towards target “food” is pos-
itive, while the sentiment polarity towards target “service” is negative.

Fig. 1. Model structure
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2.2 Transformer

Recurrent and convolution layers are commonly used for mapping one variable-
length sequence of symbol representations to another sequence of equal length.
Recurrent layers typically factor computation along the symbol positions of the
input and the output sequences. Aligning the positions to steps in computa-
tion time, they generate a sequence of hidden states. This inherently sequential
nature precludes parallelization within training examples, which becomes crit-
ical at longer sequence lengths, as memory constraints limit batching across
examples. A single convolution layer does not connect all pairs of input and out-
put positions, which makes the path length between long-range dependencies in
convolution layer much longer.

Transformer [15] is the first transduction model relying entirely on self-
attention to compute representations of its input and output without using
sequence aligned RNN or convolution. In this part, we will give a brief introduc-
tion to the transformer.

Transformer follows an overall architecture using stacked self-attention and
point-wise, fully connected layers, shown in Fig. 2.

Fig. 2. Structure of transformer

Dot-Product Attention. The scaled dot-product attention is different from
the conventional attention mechanisms as its attention weights are computed
by a dot-product operation. Given queries Q ∈ RTq×dk , keys K ∈ RTv×dk and
values V ∈ RTv×dv , the attention output is

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)
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where Tq is the sequence length of queries and Tv is the sequence length of queries
and Tv is the sequence length of keys and values. dk is the vector dimension of
queries and keys, and dv is the vector dimension of values. The sequence length
of keys Tv and the sequence length of values Tv are equal. The vector dimension
of queries dk and the vector dimension of keys dk are equal.

√
dk is used for

scaling here, which guarantees the numerical stability.

Multi-head Attention. Instead of performing a single attention function with
keys, values, and queries, we linearly project the queries, keys, and values h
times with different, learned linear projections. Multi-head attention allows the
model to jointly attend to information from different representation subspaces
at different positions. With a single attention head, averaging inhibits this.

MultiHead(Q,K, V ) = Concat(head1, ..., headh)WO

where headi = Attention(QWQ
i ,KWK

i , V WV
i )

(2)

where the projections are fully connected layers without biases. WQ
i ∈

Rdmodel×dk , WK
i ∈ Rdmodel×dk , WV

i ∈ Rdmodel×dv and WO ∈ Rhdv×dmodel

are the parameters to be learned, where dmodel is the dimension of token
embeddings.

Position-Wise Feed-Forward Networks. In addition to attention sub-layers,
each of the layers in a transformer block contains a fully connected feed-forward
network, which consists of two linear transformations with a ReLU activation in
between.

FFN(x) = relu(xW1 + b1)W2 + b2 (3)

Embeddings and Softmax. Similarly to other sequence transduction models,
we use learned embeddings to convert the input tokens and output tokens to
vectors of dimension dmodel. We also use a learned linear transformation and
softmax function to convert the decoder output to predicted next-token proba-
bilities. In the embedding layers, we multiply those weights by

√
dmodel.

Positional Encoding. Since the multi-head attention and feed-forward net-
work contain no convolution layers or recurrent cells, positional encoding is
essential for leveraging the relative position information in sequence. We use
learned position embedding instead of the sinusoidal version proposed in the
original work [10].

In this paper, we use a language model which is based on transformers,
and the language model is pre-trained on large corpus without supervision. The
output of the language model is used as auxiliary features, and then we fine-tune
it on target-oriented sentiment analysis task with supervision [10].
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2.3 Multi-scale Convolution

We regard the target-oriented sentiment analysis task as a sequence pair clas-
sification problem. We concatenate the sentence w = (w1, w2, ..., wn) and the
target wτ = (wτ

1 , w
τ
2 , ..., w

τ
m), and then add a start token start at the begin-

ning, add an end token end at the end, add a delimiter token del between the
sentence and the target. The concatenated sequence is denoted as X, where
X = (start, w1, w2, ..., wn, del, w

τ
1 , w

τ
2 , ..., w

τ
m, end) = (x1, x2, ..., xL). X is fed

into a multi-layer transformer to get the representations of each token, where
L = m + n + 3. For simplicity, the multi-layer transformer can be denoted as
follows.

u1, u2, ..., uL = transformer(x1, x2, ..., xL) (4)

Typically, the representation of the start token u1 is used to represent the
sentence and the target. This method ignores the representations of the other
tokens, which may be helpful to predict the correct sentiment polarity. To tackle
this problem, we use a multi-scale convolution to make use of the representations
of all the tokens. Instead of using a single convolution layer, we use a multi-scale
convolution. In the sentence, there are phrases of different lengths. To extract
the representation of phrases in different length, we use convolution layers with
different filter sizes. We pad the input sequence to keep the length of the output
sequence same as the input sequence. K is the number of different filter sizes.

ci,j = tanh(ui:i+kj
∗ Wj + bj) (5)

where Wj and bj are the parameters of the j-th convolution, kj is the filter
size of the j-th convolution. A max pooling layer is then used to get the most
important feature.

rj = max(c1,j , ..., ci,j , ..., cL,j) (6)

We concatenate all the max pooling outputs and get the final representation of
the input.

r = concat(r1, ..., rj , ..., rK) (7)

At last, a fully connected layer with softmax activation is used to predict the
sentiment polarity of this sentence.

ŷ = softmax(Wr + b) (8)

where W and b are the parameters of the fully connected layer.

2.4 Loss Function

The model is trained by minimizing the sum of the language model loss and
classification loss.

Loss = Losslm + Lossclf (9)

x̂i is the i-th output of the language model, where i ∈ [1, L]. The language model
loss is

Losslm =
∑

i

∑

n

x̂i,nlog(xi,n) (10)
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where n is the index of a data sample, i is the index of word. The classification
loss is a cross-entropy loss between the ground-truth y and the predicted value
ŷ for all data samples.

Lossclf =
∑

i

∑

j

ŷi,j log(yi,j) (11)

where i is the index of a data sample, j is the index of a sentiment class.

3 Experiments

We describe the experimental setting and report experimental results in this
section.

3.1 Experimental Setting

We conduct experiments on three datasets: Restaurant and Laptop are from
SemEval ABSA challenge [3]; Twitter is a target-oriented sentiment analysis
dataset [2] which contains twitter posts. Table 1 shows the statistics of these
datasets. These datasets are the most widely used datasets in target-oriented
sentiment analysis. Following other previous work [5,11], we remove some exam-
ples having the “conflict” label. All tokens are lowercased, and we do not remove
any stop words, symbols or digits. All the sentences are padded to the max length
using token “PAD”. Accuracy and macro-averaged F1 score are used as the main
evaluation metric. For each class, precision is defined as P = TP

TP+FN , recall is
defined as R = TP

TP+FP and the F1 score is computed by 2PR
P+R . TP , TN , FN

and FP are the number of true positives, true negatives, false negatives, and
false positives, respectively. The macro-averaged F1 score is the average F1 score
across all classes [13].

Table 1. Statistics of the datasets.

Dataset Positive Negative Neutral

Laptop-Train 994 870 464

Laptop-Test 341 128 169

Restaurant-Train 2164 807 637

Restaurant-Test 728 196 196

Twitter-Train 1567 1563 3127

Twitter-Test 174 174 346

Our model is compared with the following models:

– Majority is a fundamental method which assigns the majority sentiment label
in training set to each instance in the test set.
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– SVM uses a traditional support vector machine using n-gram features, parse
features and lexicon features [4].

– AE-LSTM is a simple LSTM model that takes the target embedding and
sentence embedding as input [16].

– ATAE-LSTM extends AE-LSTM with attention mechanism [16].
– IAN calculates the target representation and sentence representation in an

interactively way [7].
– BILSTM-ATT-G uses gates to measure the importance of the left context

and the right context, which is separated by the target [6].
– ACSA-GCAE is a model based on convolution neural networks and gating

mechanisms, which is more accurate and efficient [17].
– MemNet takes the word embeddings as memory and uses a multi-layer atten-

tion mechanism to get the final representation of the sentence. Attention
mechanism cannot capture position information, MemNet also uses position
weights to overcome this shortcoming [12].

– RAM is an extension of the MemNet model. Different from MemNet, it uses
BiLSTM hidden states as memory. A GRU cell is used to process the sentence
representation of each layer. A different position weight is used for RAM [14].

– TNet propose a component to generate target-specific representations of
words in the sentence, meanwhile incorporate a mechanism for preserving
the original contextual information from the RNN layer [5].

We re-implemented most of these baseline models using pytorch1 to make
their results as similar as possible to those in the original papers. Each model is
optimized independently. For these models, we use pre-trained GloVe vectors [9]
to initialize the word embeddings and the embedding dimension is 300. We follow
the parameter settings in the original paper of the baselines. The implementation
of these models are available2.

We use a 12-layer transformer with self-attention heads (768 dimensional
states and 12 attention heads). We first load the pre-trained weights from Ope-
nAI GPT, and then we fine-tune the parameters with the follow-up structures.
We use five different filter sizes (from 1 to 5) for the multi-scale convolution
layer. And the convolution channel is set to 100. We use Adam optimizer, and
the learning rate is set to 6.25e-5. The model gets the best result within 20
epochs. The source code of our model is open and available3.

3.2 Main Result

Table 2 shows the main results of our experiments. As the table shows, our model
gets the best performance on Restaurant, Laptop, and Twitter dataset. We get
84.20% accuracy (5.81% absolute improvement) on restaurant dataset, 78.21%
accuracy (4.23% absolute improvement) on laptop dataset, and 72.98% accuracy
(0.87% absolute improvement) on twitter dataset.
1 https://pytorch.org/.
2 https://github.com/Cppowboy/ABSC APWEBWAIM.git.
3 https://github.com/Cppowboy/APWEB-WAIM.git.

https://pytorch.org/
https://github.com/Cppowboy/ABSC_APWEBWAIM.git
https://github.com/Cppowboy/APWEB-WAIM.git
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LSTM has the worst performance of all neural networks. ATAE-LSTM
improves its performance by taking the target into account and using the atten-
tion mechanism. IAN works better because it uses two attention layers. For the
twitter dataset, BILSTM-ATT-G and RAM cannot perform as efficiently as they
do in restaurant and laptop dataset, because they are heavily rooted in LSTM,
which is not good at processing ungrammatical sentences. TNet is a model based
on LSTM and CNN, which makes it works well on all the three datasets. Differ-
ent from previous models, our model is based on transformers, which can solve
long term dependencies and can be easily parallelized. The multi-scale convolu-
tion layer in our model can extract multi-grained features. The transformer and
multi-scale convolution structure help our model get the best performance on all
the three datasets.

Table 2. Experiment results (%). The result with symbol “*” is retrieved from the
original paper.

Models Restaurant Laptop Twitter

ACC Macro-F1 ACC Macro-F1 ACC Macro-F1

Majority 65.00 - 53.45 - 50.00 22.22

SVM 80.89 - 72.10 - 63.40 63.30

LSTM 76.70 63.57 69.28 63.30 66.04 63.46

ATAE-LSTM 77.23 63.73 69.44 63.46 71.24 69.19

IAN 78.60∗ - 72.10∗ - - -

BILSTM-ATT-G 79.20 67.07 71.32 64.88 71.68 70.37

GCAE 78.12 62.50 70.38 64.02 72.40 70.89

MemNet 77.86 64.47 68.18 62.46 69.80 66.86

RAM 78.30 65.42 71.63 66.73 71.24 68.75

TNet 78.39 65.37 73.98 68.64 72.11 70.01

Ours 84.20 76.35 78.21 73.31 72.98 71.40

3.3 Effectiveness of Pretraining

To show the effectiveness of the pre-training procedure, we train our model twice:
the first time we use pre-trained parameters from the OpenAI GPT and then
fine-tune the parameters, the second time we train the model from scratch. The
experiments are conducted on the restaurant and laptop dataset. Table 3 shows
the result of the experiments.

As the table shows, training from scratch works poorly, and the pre-trained
work has a significant performance gain. We observe that the lack of pre-training
hurts performances, resulting in a considerable performance decrease compared
to our full model.
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Table 3. Effectiveness of pre-training

Models Restaurant Laptop

ACC Marco-F1 ACC Marco-F1

w/o pre-training 69.20 48.16 64.89 59.25

w/ pre-training 84.20 76.35 78.21 73.31

3.4 Effectiveness of Multi-scale Convolution

In this part, we design a simple model without multi-scale convolution. The sim-
plified model uses the representation of the first token as the representation of
the input and uses a fully connected layer for classification. Another model we
used is our full model. The experiments are conducted on the restaurant and lap-
top dataset. Table 4 shows the result of the experiments. As the table shows, the
multi-scale convolution layer improves the performance of our model (including
0.81% improvement for the restaurant dataset and 0.78% improvement for the
laptop dataset).

Table 4. Effectiveness of multi-scale CNN

Models Restaurant Laptop

ACC Marco-F1 ACC Marco-F1

w/o cnn 83.39 74.40 77.43 72.42

w/ cnn 84.20 76.35 78.21 73.31

3.5 Case Study

Table 5 shows some sample cases. The input targets are wrapped in the brackets
with the correct labels given as subscripts. The notations P , N and O in the
table represent positive, negative and neutral respectively. For example, for the
target “coffee” in the first sentence, the sentiment polarity is positive.

Our model can predict target sentiment more accurately than ATAE-LSTM
and GCAE. ATAE-LSTM is an LSTM based model, which relies on sequential
information. It can perform well for formal sentences. For the first two sen-
tences, ATAE-LSTM gets the correct prediction, while GCAE fails to get the
correct prediction. GCAE is a CNN based model, which is good at processing
ungrammatical text. For the third and the fourth sentence, GCAE get the cor-
rect prediction, while ATAE-LSTM fails to get the correct prediction. Our model
is a transformer based model, which can process both grammatical and ungram-
matical sentences. And our model can solve some difficult cases. For the fifth
and the sixth sentence, our model can extract the sentimental relation between
context words such as negation and comparison. For the last sentence, because of
the multi-scale convolution layer, our model can deal with the noncompositional
sentiment expression “what I go for” and make the correct prediction.
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Table 5. Example predictions. The input targets are wrapped in brackets with the
true labels given as subscripts. ✗ indicates incorrect prediction.

Sentence ATAE-LSTM GCAE Ours

[Coffee]P is a better deal than overpriced
sandwiches

P O✗ P

But make sure you have enough room on
your credit card as the [bill]P will leave a
big dent in your wallet

P O✗ P

Aww, it’s okay... You have a [PSP]P . :D
That’s good already

O✗ P P

I hate my [iPod]N ! It’s dead! dead dead
dead! ! ! Someone wanna fix it for me?

O✗ N N

I have never had a bad [meal]P (or bad
service) at pigalle

N✗ N✗ P

The [staff]N should be a bit more friendly P ✗ P ✗ N

It’s a basic pizza joint, not much to look at,
but the [pizza]P is what I go for

N✗ O✗ P

4 Conclusion

In this paper, we proposed a model, which combines transformer and multi-scale
convolution. The transformer can solve long term dependencies and can be eas-
ily parallelized. The multi-scale convolution can extract multi-grained features.
The performance of our model consistently dominates previous state-of-the-art
methods on different types of data. The experiments show the efficacy of different
modules of our model.
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Abstract. The feature selection is an important step which can reduce
the dimensionality and improve the performance of the classifiers in text
categorization. Many popular feature selection methods do not consider
the difference in the distribution of different categories on a feature. In
this paper, we propose a new filter based feature selection algorithm,
namely fused distance feature selection (FDFS), which evaluates the sig-
nificance of a feature by taking account of the difference in the distri-
bution of different categories and selects more discriminative features
with the minimal number. The proposed algorithm is investigated both
inside and outside perspectives on four benchmark document datasets,
20-Newsgroups, WebKB, CSDMC2010 and Ohsumed, using Linear Sup-
port Vector Machine (LSVM) and Multinomial Näıve Bayes (MNB) clas-
sifiers. The experimental results indicate that our proposed method pro-
vides a competitive result, where its average ranking is 1.25 on LSVM
and 1 on MNB.

Keywords: Feature selection · Text classification · Text mining

1 Introduction

The number of digital documents available on the Internet has been growing
significantly in recent years. In every minute of 2018, Google receives 3,877,140
search queries, Twitter users send 473,400 tweets and people send 159,362,760
emails [6]. It is necessary to develop more efficient techniques to process such a
large amount of text data. Text classification is described as a construction prob-
lem of models which can classify new documents into pre-defined classes [8] and
it finds applications in a wide variety of domains in text mining such as document
retrieval, opinion mining and spam filtering [4]. Text classification contains three
stage processes: feature preprocessing, feature selection/projection and classifica-
tion [11]. Many text mining methods use the bag-of-words representation where
the frequency of each word is used as a feature due to its simplicity in feature
c© Springer Nature Switzerland AG 2019
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preprocessing. However, the feature vector of every document using the bag-of-
words model is sparse and high dimensional. Therefore, feature selection is a
very important task for text classification and it ensures that the features which
are most relevant to particular class labels can be picked out for model training.

Feature selection techniques are generally divided into three categories: filter,
wrapper, and embedded. The filter methods first use an evaluation function to
compute the score of every feature. Then all features are sorted according to the
score, and top-k features are selected to form a feature subset for model train-
ing. Thus, it only relies on the data itself and is independent of any classification
algorithm. The wrapper methods use the performance of the classifier as the
evaluation criterion to select a feature subset. It selects the feature subset that
yields the best performance for the learning algorithm. Thus, it may significantly
increase computation time and overfitting risk. The embedded methods combine
feature selection steps with the learning algorithm. It becomes an implicit part
of their learning algorithm. The wrappers and embedded methods require a fre-
quent classifier interaction in their flow, thus, filter-based methods are preferred
more in comparison to wrappers and embedded methods [5].

Many classical feature selection methods such as Information Gain, improved
Gini Index and Chi-square, usually consider the probability of class ci when term
tk is present or absent, and select the representative terms of a class. However,
they may ignore the difference in the distribution of different categories on a
term. For example, both class ca and class cb contain term t1. Word frequency
of term t1 of all samples in class ca is 1 and word frequency of term t1 of all
samples in class cb is 5. If we use Information Gain method to select features, the
information gain on term t1 is zero because both class ca and class cb contain
term t1. It is difficult to distinguish the instances of the class ca and class cb
in this case. While term t1 is also a discriminative feature due to the enormous
difference between class ca and class cb on term t1. Our proposed method focuses
on two kinds of difference in the distribution of categories and avoid the above
situation. Besides, we also adopt two-stage greedy strategy to take full advantage
of the two kinds of category difference.

Our main contributions are listed as follows:

– we present a new metric, fused distance, using two kinds of difference on a
term, to measure the representation of every feature more accurately.

– we present a new filter based feature selection algorithm, FDFS, using the
proposed evaluation function and two-stage greedy strategy, to pick out more
discriminative features with the minimal number.

The rest of this paper is organized as follows. The related work is discussed
in Sect. 2. The details of our approach are described in Sect. 3. The experimental
results and discussion are presented in Sect. 4. Finally, the paper is concluded in
Sect. 5.
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2 Related Work

There are some commonly used feature selection methods such as Informa-
tion Gain [10], Improved Gini Index [12], Chi-square [19], Orthogonal Cen-
troid Feature Selection [15] and Distinguishing Feature Selector [14]. Information
Gain and Chi-square are the two most effective feature selection methods [19].
Improved Gini index is an improved feature selection based on Gini index and it
is reported that Improved Gini Index performs more effective than Information
Gain and Chi-square [12]. Orthogonal Centroid Feature Selection optimizes the
objective function in a discrete solution space and outperforms Information Gain
and Chi-square in terms of classification accuracy and computation [15]. Distin-
guishing Feature Selector selects distinctive features which frequently occur in a
single class or occur in some of the classes and rarely occur in the other classes
[14].

There are also many significant works about feature selection for text catego-
rization. Pinheiro et al. [9] proposed a feature selection method called ALOFT,
which ensures every document is represented by at least one feature. Yang et al.
[17] proposed a feature selection method called CMFS that measures the score of
a term both in inter-category and intra-category. Rehman et al. [11] improved the
feature selection method ACC2 by taking account of the relative document fre-
quencies and proposed a new feature selection method named NDM. Zhang et al.
[20] proposed a combined feature selection method with inter-category and intra-
category divergence. Labani et al. [7] took advantage of minimal-redundancy and
maximal-relevancy concepts to reduce redundant features and select relevancy
ones. Variable Global Feature Selection Scheme (VGFSS) selects a variable num-
ber of features from each class to introduce more important features in the final
feature set [5]. Meaning Based Feature Selection (MBFS) selects the meaningful
features based on the Helmholtz principle from the Gestalt theory of human
perception [13]. However, many classical feature selection methods ignore the
difference in the distribution of different categories on a feature. These methods
may miss some important features. Different from previous work, our method
utilizes two kinds of category difference and selects more representative features.

3 Feature Selection Method

In this section, we firstly describe three basic distance methods in Sects. 3.1,
3.2 and 3.3, respectively. We then present our fused distance metric and FDFS
algorithm in Sect. 3.4.

3.1 Global Distance Method

To improve the above predicament, centroid uik and standard deviation sdik are
used as the representative of the distribution of class ci on a feature (term) tk.
More exactly, centroid uik is used to measure the difference between categories
and standard deviation sdik is used to find out clusters on a feature. For example,
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as seen in Fig. 1(a), the difference of centroid on feature 2 is the same as on
feature 1. However, the clustering effect of class a and b on feature 2 is more
obvious, in other words, the sum of standard deviation on feature 1 is larger
than on feature 2. Thus, feature 2 is more valuable than feature 1.

Fig. 1. Two examples for distance method

Mathematically, global distance is defined as:

GDk =
1

∑N
i=1 sdik

N∑

i=1

N∑

j=i+1

|uik − ujk| (1)

where N is the number of categories, uik and sdik is the centroid and standard
deviation of class ci on a feature (term) tk.

Global distance algorithm firstly obtains centroid uik and standard deviation
sdik for each class, then calculates the sum of the distance between different
category pairs (Eq. (1)), and finally selects top-K features (terms) based on the
score of the metric method.

3.2 Type-Based Distance Method

The global distance method may have a problem that sometimes a class is lack
of their representative features and is difficult for the classifier to distinguish it.
The global distance method may neglect the distance between a specific category
and others, and cause an imbalance problem in text categorization [18]. Thus,
it is necessary to ensure the balance of representative features for each class. To
solve this problem, type-based distance is defined as:

TDik =
1

∑N
i=1 sdik

N∑

j=1

|uik − ujk| (2)

For each class ci, we calculate the distance TDik between this class and
others, then average the requested number of features to each class to ensure



326 W. Zhang et al.

the balance of their representative features. In other words, we just select K/N
(K is the total requested number of features and N is the total number of
categories.) features for each class based on their TDik scores. It ensures that
every class obtains equal and enough representative features.

3.3 Combined Distance Method

The feature selection algorithm based on type-based distance ensures the balance
of representative features for each class. And we also want to pick out the features
that are discriminative for all of the categories besides selecting the balanced and
representative features for each class. Thus, we can combine global distance with
type-based distance, and define combined distance as:

CDik =
2GDk

N(N − 1)
+

TDik

N − 1
(3)

3.4 Fused Distance Method

Sometimes, it’s not accurate to find out the main difference in the distribution
of different categories on a feature by using the above distance method. The
distribution of different categories may be very complicated. For example, as
seen in Fig. 1(b), although global distance on feature 2 is more larger, there is
less overlap between class a and b on feature 1. Thus, feature 1 is more valuable
than feature 2. This is due to the deviation of centroid. We should pick out
the features that contain unique and enough representative difference for every
category especially when the number of selected features is small. Thus, we define
type-based difference rate as:

DRik =
1

N − 1

N∑

j=1

1
2

∑

x∈Xk

|pik(x) − pjk(x)| (4)

where Xk is a set of all values on feature k, pik(x) is the probability of class i
having value x on feature k. By fusing difference rate, we define fused distance
as:

FDik = CDik ∗ DRik (5)

However, we can’t just select features based on their FDik scores due to
the inherent characteristics of probability. Type-based difference rate can find
the difference in probability, thus, we introduce it into combined distance and
pick out the features that contain unique and enough representative for every
category. We utilize type-based difference rate to compensate for the deviation
of centroid. However, fused distance scores are of little value when difference rate
is small.

Thus, we introduce two-stage greedy strategy to make up for the above faults.
The two-stage greedy strategy is introduced as shown in Fig. 2. The motivation
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is to take advantage of the fused distance containing the difference information
in probability and clustering effect information to find the main representative
characteristics of each category, then use combined distance to find the remaining
bits and pieces of representative characteristics of each category. Fused distance
method not only introduces the difference information in probability, but also
fuses another distance information. We present the fused distance feature selec-
tion algorithm as follows (see Algorithm 1).

Fig. 2. Two-stage greedy strategy

The fused distance feature selection algorithm first select features from FDik

list. At the same time, we calculate the mean value of original DRik values in
current sliding window. If continuous m mean values are smaller than θDR, we
consider that the remaining features in FDik list are of little value. We present
the relationships of four distance methods in Fig. 3.

The computational complexity of FDFS consists of two parts. The calculation
of four distance methods requires O(|Di|NM), where |Di| is the average size
of each class ci, where N is the total number of categories, M is the total
number of features. And the selecting features costs O(NM2). Thus, the total
time complexity is O(|Di|NM + NM2).

Fig. 3. The relationships of four distance methods
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Algorithm 1. fused distance feature selection algorithm
Input: D - the preprocessed data set, K - the requested number of

features, θDR - minimum threshold for difference rate, Δwin - the
size of sliding window, m - the number of continuous mean values
of difference rate in sliding window

Output: S - the selected feature subset
1 S={};
2 averages the requested number of features and sets the selected number of

each class ci as ni;
3 foreach term tk do
4 foreach class ci do
5 obtains the centroid uik and standard deviation sdik of class ci;
6 obtains pik(x) for ∀x ∈ Xk;
7 end
8 calculates the TDik, DRik by using Equation (2)(4);
9 end

10 calculates the GDk, CDik and FDik;
11 foreach class ci do
12 arranges all terms in descending order based on their FDik and CDik,

respectively, then get FDi and CDi list;
13 numFD = 0;
14 while numFD < ni do
15 select current feature from FDi list into S;
16 numFD + +;
17 calculates the mean value of original DRik values in current sliding

window (from current index to current index+Δwin);
18 if continuous m mean values are smaller than θDR then
19 convert to CDi list;
20 break;
21 end
22 end
23 if convert to CDi list and ni > numFD then
24 rest = ni − numFD;
25 selects top-rest terms into S according to CDi list;
26 end
27 end
28 return S;

4 Evaluation

In this section, we use four datasets to fully verify the presented feature selec-
tion algorithm, and show the experimental results on 20-Newsgroups, WebKB,
CSDMC2010 and Ohsumed datasets in Sects. 4.1, 4.2, 4.3 and 4.4, respectively.
Finally, we discuss the above experiments in Sect. 4.5.
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We employ two famous different classification algorithms, Linear Support
Vector Machine (LSVM) and Multinomial Näıve Bayes (MNB), to prove the
efficacy of the proposed method. The above classification methods have been
widely used in text classification research and proved to be very successful [4].

In all experiments, two well known F1 measures, Macro-F1 and Micro-F1 [14],
were used to evaluate the performance. Mathematically, Macro-F1 and Micro-F1
can be formulated as:

Macro-F1 =

∑N
k=1

2∗pk∗rk
pk+rk

N
(6)

Micro-F1 =
2 ∗ p ∗ r

p + r
(7)

where N is the total number of categories. pk and rk correspond to precision and
recall values of class ck, respectively. p and r correspond to the accuracy and
recall values of all classification decisions within the entire data set, respectively.

We set m = 2 and Δwin = 10 in all experiments. We suggest the value of θDR

ranges from 0.01 to 0.2. We removed stop words and used bag-of-words model
to preprocess the datasets.

4.1 20-Newsgroups

The 20-Newsgroups [3] dataset collects about 20,000 newsgroup documents and
is evenly divided into 20 different categories. In this experiment, we used by date
version of the dataset, which contains 18846 documents and is sorted by date
into training (60%) and test (40%) sets. After preprocessing, the dimension of
the features is 129326. We set θDR = 0.1 in this experiment.

Fig. 4. The performance curves of four distance methods on 20-Newsgroups
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The performance curves of four distance methods on 20-Newsgroups are
drawn in Fig. 4. It shows that fused, combined and type-based distance methods
are always superior to global distance method with 6 exceptions on MNB classi-
fier. Fused method is significantly superior to combined method when the number
of selected features is small, combined method is a bit superior to type-based
method, and there is no obvious difference between the above three methods
when the number of selected features is large.

The performance curves of fused distance methods and five classical meth-
ods (Information Gain, Improved Gini Index, Chi-square, Orthogonal Centroid
Feature Selection and Distinguishing Feature Selector) on 20-Newsgroups are
drawn in Fig. 5. The curve of fused method approaches unselected curve first.
Specifically, fused distance method using LSVM classifier produces the highest
macro-F1 values in 15 out of 16 cases and the highest micro-F1 values in 16 out
of 16 cases. And it also produces the highest macro-F1 values in 12 out of 16
cases and the highest micro-F1 values in 13 out of 16 cases on MNB classifier.

Fig. 5. The performance curves of fused methods and classical methods on 20-
Newsgroups

4.2 WebKB

The WebKB [1] dataset collects 8282 webpages from four different college web-
sites. These webpages are unevenly divided into 7 categories: student (1641),
faculty (1124), staff (137), department (182), course (930), project (504), other
(3764). In the experiment, we just selected 4 categories: course, faculty, project
and student. After preprocessing, the dimension of the features is 48909. 10-fold
validation was adopted in this experiment. We set θDR = 0.2 in fused distance
method.



A New Feature Selection Algorithm 331

Fig. 6. The performance curves of four distance methods on WebKB

As seen in Fig. 6, fused, combined and type-based distance methods are
always superior to global distance method. Fused distance method is also supe-
rior to combined distance method when the number of selected features is small.
As for combined and type-based distance methods, their curves are indented
and intertwined. However, averaged Macro-F1 and Micro-F1 values of combined
method are higher than type-based method.

Fig. 7. The performance curves of fused methods and classical methods on WebKB
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The performance curves in Fig. 7 illustrate that fused distance method using
LSVM classifier produces the highest macro-F1 values in 8 out of 10 cases and
the highest micro-F1 values in 8 out of 10 cases. And it also produces the highest
macro-F1 values in 7 out of 10 cases and the highest micro-F1 values in 7 out of
10 cases on MNB classifier.

4.3 CSDMC2010

The CSDMC2010 dataset is a spam corpus, which is one of the datasets for
the data mining competition at the International Conference on Neural Infor-
mation Processing (ICONIP 2010) [16]. It contains 1378 spam and 2949 normal
messages. After preprocessing, the dimension of the features is 79212. 10-fold
validation was adopted in this experiment. We set θDR = 0.15 in fused distance
method.

Fig. 8. The performance curves of fused method, global method and classical methods
on CSDMC2010 (This dataset has only two categories, combined, type-based and global
distance methods are the same ones.)

The performance results for CSDMC2010 dataset are shown in Fig. 8. It
can be seen that fused distance method is superior to global distance method
on LSVM and MNB especially when the number of selected features is small.
And there is no obvious difference between the two distance methods when the
number of selected features is large. As for fused distance method and the other
classical method, their curves of LSVM classifier are intertwined. To be exact,
the experiments show that distance method using LSVM classifier produces the
highest macro-F1 values in 3 out of 11 cases and the highest micro-F1 values in
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3 out of 11 cases. And it also produces the highest macro-F1 values in 10 out of
11 cases and the highest micro-F1 values in 10 out of 11 cases on MNB classifier.

4.4 Ohsumed

Ohsumed [2] includes medical abstracts from the MeSH categories. We use the
first 20,000 documents and remove duplicate documents. It remains 13929 (6286
for training and 7643 for testing) abstracts. After preprocessing, the dimension
of the features is 29809. We set θDR = 0.08 in this experiment.

Fig. 9. The performance curves of four distance methods on Ohsumed

The performance curves in Fig. 9 illustrate that fused distance method out-
performs the other methods with 2 exceptions on LSVM classifier. Fused distance
method is significantly superior to three distance method especially when the
number of selected features is small. And combined distance method is a bit
superior to type-based distance method. Global distance method is not good
enough in most cases.

As seen in Fig. 10, the experiments show that fused distance method using
LSVM classifier produces the highest macro-F1 values in 9 out of 9 cases and
the highest micro-F1 values in 6 out of 9 cases. And it also produces the highest
macro-F1 values in 9 out of 9 cases and the highest micro-F1 values in 6 out of
9 cases on MNB classifier.

4.5 Discussion

In order to compare the performance of the proposed method with the previous
approaches, the rankings of the six algorithms are shown in Table 1. The aver-
age ranking of our algorithm is 1.25 when using the LSVM classifier. And the
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Fig. 10. The performance curves of fused methods and classical methods on Ohsumed

average ranking of our algorithm is 1 on MNB. The results show effectiveness
of our algorithm. The ranking of the algorithm is determined by the number of
reaching highest F1 values among the compared curves. If the above numbers
are the same, we just compare the mean values of the average-F1 curves. We
give the current ranking to the algorithm with the best results, then eliminate
this algorithm and compare the remaining algorithms again until all algorithms
have their own rankings.

Table 1. Algorithm ranking table

LSVM MNB

FD IG IGINI CHI2 OCFS DFS FD IG IGINI CHI2 OCFS DFS

20-ng 1 2 5 4 6 3 1 5 2 4 6 3

WebKB 1 3 5 2 6 4 1 4 5 3 6 2

CSDMC 2 4 3 5 6 1 1 2 5 6 4 3

Ohsumed 1 4 2 3 5 6 1 4 2 3 5 6

Average ranking 1.25 3.25 3.75 3.5 5.75 3.5 1 3.75 3.5 4 5.25 3.5

In general, the results of 20-Newsgroups, WebKB, CSDMC2010 and
Ohsumed show that our method, FDFS, outperforms the other classical metrics
in 87.50%, 75.00%, 59.09% and 83.33% cases, respectively. This result also shows
effectiveness of our algorithm. Among the four distance methods, we observe that
fused, combined and type-based methods are superior to global distance method
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in most cases. This demonstrates the importance of picking out balanced features
for different categories. We also observe that combined method is a little better
than type-based method. This reveals that it is beneficial to introduce global
information not just based on local information. As seen in above experiments,
fused method outperforms the other three distance methods especially when the
number of selected features is small. It shows the significance of firstly picking
out the features that contain the main distinguishing information.

5 Conclusion

In this paper, we present a new filter based feature selection algorithm, which
focuses on fusing the difference in the distribution of different categories, to
improve the performance of text classification. The experimental results show
that FDFS, that fuses two kinds of distance between categories, outperforms five
classical methods (Information Gain, Improved Gini Index, Chi-square, Orthog-
onal Centroid Feature Selection and Distinguishing Feature Selector) on 20 news-
groups, WebKB, CSDMC2010 and Ohsumed datasets in 87.50%, 75.00%, 59.09%
and 83.33% of the classification cases, respectively. And the average ranking of
our proposed method is 1.25 on LSVM and 1 on MNB. The above experimental
results also show the effectiveness of our algorithm. In the future, we will continue
to optimize the performance and computational efficiency of the algorithm.
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13. Tutkan, M., Ganiz, M.C., Akyokuş, S.: Helmholtz principle based supervised and

unsupervised feature selection methods for text mining. Inf. Process. Manag. 52(5),
885–910 (2016)

14. Uysal, A.K., Gunal, S.: A novel probabilistic feature selection method for text
classification. Knowl.-Based Syst. 36, 226–235 (2012)

15. Yan, J., et al.: OCFS: optimal orthogonal centroid feature selection for text catego-
rization. In: Proceedings of the 28th Annual International ACM SIGIR Conference
on Research and Development in Information Retrieval, pp. 122–129. ACM (2005)

16. Yang, J., Liu, Y., Liu, Z., Zhu, X., Zhang, X.: A new feature selection algorithm
based on binomial hypothesis testing for spam filtering. Knowl.-Based Syst. 24(6),
904–914 (2011)

17. Yang, J., Liu, Y., Zhu, X., Liu, Z., Zhang, X.: A new feature selection based
on comprehensive measurement both in inter-category and intra-category for text
categorization. Inf. Process. Manag. 48(4), 741–754 (2012)

18. Yang, J., Qu, Z., Liu, Z.: Improved feature-selection method considering the imbal-
ance problem in text categorization. Sci. World J. 2014(3), 17 (2014)

19. Yang, Y., Pedersen, J.O.: A comparative study on feature selection in text catego-
rization. In: ICML 1997, pp. 412–420 (1997)

20. Zhang, W., Bai, X., Chen, C., Chen, Z.: Booter blacklist generation based on
content characteristics. In: Gao, H., Wang, X., Yin, Y., Iqbal, M. (eds.) Collabo-
rateCom 2018. LNICST, vol. 268, pp. 529–542. Springer, Cham (2019). https://
doi.org/10.1007/978-3-030-12981-1 37

https://doi.org/10.1007/978-3-030-12981-1_37
https://doi.org/10.1007/978-3-030-12981-1_37


Opinion-Aware Knowledge Embedding
for Stance Detection

Zhenhui Xu1, Qiang Li2, Wei Chen3(B), Yingbao Cui2, Zhen Qiu2,
and Tengjiao Wang1,3

1 Center for Data Science, Peking University, Beijing, China
{xuzhenhui,tjwang}@pku.edu.cn

2 State Grid Information and Telecommunication Group, Beijing, China
{liqiang,cyb,qiuzhen}@sgitg.sgcc.com.cn

3 Key Lab of High Confidence Software Technologies (MOE), School of EECS,
Peking University, Beijing, China

pekingchenwei@pku.edu.cn

Abstract. As an emerging text classification task, stance detection is
much helpful in reviewing subjective text and mining expressed attitudes
of a person or organization towards an object. Due to the similarity
with other text classification tasks, stance detection is always tackled
by conventional classification methods. However, there is a big differ-
ence between stance detection and others, since stance detection depends
much on human background knowledge while others do not. Therefore,
to address such a unique problem, we propose a novel method, which
leverages knowledge graph and incorporates text-mentioned knowledge
with a deep classifier, by a key component named Opinion-aware Knowl-
edge Embedding (OKE). The proposed OKE can integrate the objec-
tive knowledge facts and subjective text opinion well by a customized
and effective attention mechanism. Our experiments also show that the
proposed method comprehensively outperforms all the baselines on real
datasets.

1 Introduction

In text mining area, stance detection, as a variant derived from sentiment anal-
ysis, is to identify the attitude instead of sentiment expressed by a person or
organization in written text, towards a target object or topic. Intuitively, the
big difference between the sentiment and attitude is that they are not always
consistent, when with some ironical or implicit expressions in the text. There-
fore, In many real applications like opinion poll, product review, social survey,
etc., stance detection plays a more vital role in automatically processing massive
data and therefore saving much human effort [1,11].

Although stance detection is one of the text classification tasks, we claim that
there is a great difference when handling it. Specifically, as we can notice, most of
the similar tasks can be tackled by textual features well, e.g., sentiment analysis
by the emotional polarity of words, while stance detection cannot do because of
c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 337–348, 2019.
https://doi.org/10.1007/978-3-030-26075-0_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26075-0_26&domain=pdf
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Fig. 1. The difference of stance detection. When meeting a task to detect the stance
towards “Donald Trump”, the machine cannot identify it by the single text, but can
do it with good use of both the text opinion and knowledge graph (KG).

its high dependency on background knowledge. For example in Fig. 1, it is rela-
tively easy to know the sentiment of “I like/unlike Republican Party.”, but the
implicit attitude towards “Donald Trump” in it will never be detected without
any background knowledge about the connection between “Donald Trump” and
“Republican Party”. Additionally, one’s attitudes towards the typical entities
are always closely related to his stance, such as the opinion towards “Republican
Party” is critical to detect his stance towards “Donald Trump”. To conclude, the
knowledge behind the entities and the opinions targeting the entities are much
important when dealing with stance detection.

Therefore, most of the existing methods, which only treat stance detection
as a common classification task, can hardly achieve good performance. Among
these methods, some [11] try the SVM, LR, or some other traditional mod-
els for this task while the others [1,8,20] employ deep models such like CNN,
LSTM or combination of them to detect the stance. Generally, both traditional
models and deep models only use statistical textual information to identify the
classification labels but without any background knowledge incorporated. And
essentially, regardless of the statistical features (e.g., TF-IDF) used in traditional
models or the well-known word embedding in deep models, neither of them can
contain much enough knowledge. Individually, even for the more powerful word
embedding, it is primarily driven by co-occurrence frequency of the words, but it
is not frequent enough in lexicons to leverage specific knowledge to word vectors
accurately.

To address such a challenging problem, in this paper, we propose a novel
stance detection method to incorporate background knowledge from the knowl-
edge graph into deep classification models. The key component of our method
is opinion-aware knowledge embedding (OKE). The proposed OKE realize the
integration of external knowledge and internal opinion by a customized attention
mechanism. Specifically, OKE takes the pre-trained knowledge graph embed-
dings (for entities) and trainable opinion embeddings into a multi-head atten-
tion mechanism, and get the weights of neighbor opinions towards each target
entity. After that, OKE produces distributed representations for all correspond-
ing entities by the weighted sum of opinion embeddings and their own entity
embeddings. Finally, the output of OKE can be utilized in various deep models
for the classification task. For the example as mentioned earlier, with the help of
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OKE, it is much easier to capture both the opinion towards “Republican Party”
(from the internal text) and its relation to “Donald Trump” (from the exter-
nal knowledge graph). As the experiments show, equipping with OKE, many
classification models achieve apparent improvement over all the benchmarks.

In conclusion, the main contributions of this paper are threefold:

– We first propose a novel method named OKE to leverage both the external
knowledge graph and internal opinion information, which can address the lack
of background knowledge for stance detection.

– We customize an effective attention mechanism in OKE for opinion-aware
knowledge integration, with well-decoupled neural structures, while giving
new insight into knowledge graph application.

– Experimental results show our proposed method obviously and efficiently
outperforms the baselines on multiple stance detection datasets.

2 Related Work

2.1 Background on NLP Tasks

Stance Detection Methods. Regarding stance detection, as long as a certain
classification model can be used for text, it may also be tried for this task.
Therefore, there are mainly two kinds of models applied, containing traditional
models and deep models.

Concerning traditional models, [11] tackles this task with the SVM model and
focuses much on feature combining, where the main contribution is in feature
engineering. As for the deep models, [20] proposes the most advanced method
at the time with a Convolutional Neural Network (CNN) model on the stance
detection competition. Also in this competition, [1] achieve a bidirectional con-
ditional encoder for this task. After that, [8] makes use of both CNN and Long
Short-Term Memory Network (LSTM) for further improving, where one is good
at feature extraction when the other benefit long sequence modeling.

To our best knowledge, there is no knowledge-based classification applied for
stance detection currently. Although in some similar area like sentiment analysis,
previous works [10,13] are more concentrate on making good use of semantics,
but not take background facts and opinions into careful consideration.

Attention Mechanism. Currently, Attention Mechanism plays a vital role
in Natural Language Processing (NLP) area, containing machine translation,
language modeling, text classification, etc. In [15], given queries’ matrix Q, keys’
matrix K and values’ matrix V , the typical attention function is defined as

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V. (1)

Based on it, state-of-art Transformer and its variants (e.g. BERT) [5,12] achieve
good performance on many tasks and also generate some pre-trained powerful
models which can be applied to other tasks.
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Besides, attention mechanism has also applied into deep classifier for senti-
ment analysis in some previous works. For aspect-level sentiment analysis, [13]
also employ attention mechanism to capture the context information around the
specific aspect in the text and lead to improved performance. However, it still
cannot capture any background knowledge if applied for stance detection.

2.2 Knowledge Graph and Its Application

Current Knowledge Graph (KG) is constructed typically by triplets, i.e. (head
entity, relation, tail entity), which demonstrates the relation between two enti-
ties. Therefore, the facts in the knowledge graph are high dimensional, which is
hard for application into current main classification models. So there are many
works dedicated to manipulating the knowledge graph for some NLP tasks, which
is introduced below.

Knowledge Graph Embedding. Knowledge Graph Embedding (KGE) aims
at projecting the aforementioned high-dimensional knowledge in KG to dis-
tributed representation, containing all of the entities and relations, while retain-
ing the structure information at the same time. To tackle this issue, most of the
existing available methods adopt the translational distance models beginning
with the most representative one, TransE [2].

In terms of TransE and its extensions, Given a fact (h, r, t), the relation is
interpreted as a translation vector r so that the embedded entities h and t can be
connected by r with low error, i.e., h + r ≈ t when (h, r, t) holds [18]. Specially,
the basic scoring function of TransE is defined as,

fr(h, t) = −||h + r − t||1/2. (2)

Improved from it, TransH [19] and TransR [9] try to overcome the disadvantages
of TransE in dealing with complex relations by optimizing the scoring function;
DKRL [22] and SSP [21] tend to add semantic information into the embedding
vectors.

Knowledge Graph Application. With the advancement of KGE, its related
applications for some NLP tasks have also gradually emerged. For example, DKN
[16] incorporates knowledge graph representation into News recommendation
and [23] applies it into topic models and makes the topics more interpretable.

Besides representing the facts into low-dimensional vectors, [4] propose
opinion-aware knowledge graph, which constructs more powerful opinion-aware
entities according to different stances, to identify the stances by matching the
trained entities and mentioned entities opinion in text.

In terms of some other types of knowledge embedding, also in aspect-based
sentiment analysis area, [10] proposed an LSTM-based hybrid network to lever-
age commonsense knowledge for the task, but the knowledge is from SenticNet
semantic network [3] containing less real facts but focus more on the semantics
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in natural language. On the other hand, the knowledge used in Sentic-LSTM
depends much on its customized structure and is different from the knowledge
graph embedding we adopted here.

3 Opinion-Aware Knowledge Embedding

In this section, we will introduce the details of the key method, Opinion-aware
Knowledge Embedding (OKE) and its application into deep models. With OKE
equipped on classifiers, the problem above can be addressed effectively.

3.1 Preliminaries

Fig. 2. Overview of OKE-based stance detection method. The brown circle “D” in
knowledge graph denotes “Donald Trump”, the target object of stance to detect, and
the circle “R” denotes “Republican Party”. (Color figure online)

The primary purpose of OKE we proposed here is to integrate the exter-
nal knowledge graph and the internal text opinions. So the first step of OKE-
based method is extracting the entities words and opinion words from the text,
where the former are recognized from knowledge graph and the latter are always
some subjective words from the text. Then, given entities and opinions, OKE is
used to blend them together and produces distributed representations. Finally,
the representations are input into deep classifier models with the normal word
embeddings. The overview of OKE-based method is shown in Fig. 2.

Importantly, we can notice that each one-dimensional vector of OKE is
assigned to each specific entity, which means that OKE focuses on catching the
context opinions towards each entity. Based on it, the representation produced
by OKE contains rich opinion information. Moreover, we use static pre-trained
knowledge embeddings, which are trained according to the triplets in the given
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knowledge graph, as the input of OKE. So it promises the external knowledge
can be contained continuously during the process.

To conclude, with the help of the above design, OKE can well address the
aforementioned challenges for stance detection task. And the details of OKE
is demonstrated in the next subsection, containing the detailed algorithm and
formulas.

3.2 Method

As shown overall architecture in Fig. 3, the bottom layers of OKE are the entity
embeddings and opinion embeddings, whose input words are both recognized
from the text. The entity embeddings are pre-trained by KGE models, which is
TransE in our implementation, while the opinion embeddings is a new individual
word embeddings input with objective words.

Fig. 3. Overall architecture of OKE.

The key process of OKE is a customized attention mechanism. Before this,
the embedded vectors are processed by positional encoding, which benefits the
opinion integration around the target entity. The positional encoding function
is defined as the sine or cosine functions of different frequencies. Consulting the
description in [15], given the entities’ matrix E, objective words’ matrix O, they
are first projected by a linear layer respectively, which is defined as

Ep = σ(WT
E E + bE),

Op = σ(WT
OO + bO),

(3)

where σ(·) denotes applying activation function, W and b mean the weights and
biases in linear layer. Then, let Q = Ep, K = V = Op in Eq. 1, the scaled
dot-product attention mechanism is
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H = softmax(
EpO

T
p√

do
)Op. (4)

Attention mechanism here aims to catch the relation between one target entity
and its neighbor opinion semantics. To make it more powerful, we also adopt
multi-head attention in OKE, the multiple outputs of multi-head attention are
concatenated first and projected into a new representation with the given dimen-
sion, which is

Hc = σ(WT
c (

n

‖
i=1

Hi) + bc), (5)

where ‖ denote the concatenate operation. The output of multi-head attention
is treated as the opinion integration for one target entity. Next, we combine
the opinion embedding together with the original entity embedding and put
them into the last linear projection. Then the final opinion-aware knowledge
embedding outputs are defined as

EO = WT (Ep ‖ Hc) + b. (6)

Finally, under the above architecture, we get the target representation EO

(called entity vectors below) for each entity, a vector containing both knowledge
from KG and opinion from the text. Therefore, on the one hand, OKE can
give optimized models the capacity to recognize the relations between different
entities; On the other hand, the models can also easily capture the opinion
towards one target entity from OKE, which is input as a good feature to identify
stance.

3.3 Application and Discussion

Given OKE, it is relatively easy to combine it with multiple deep models. Intu-
itively, a direct way is concatenation, that we can append the entity vectors into
the word vector matrix, which means

Vwe = Vw ‖ EO, (7)

where Vw is the original word vectors and Vwe is a new input for downstream deep
models containing CNN, LSTM, Transformer, etc. And undoubtedly, we can
also customize different method to add OKE according to structure difference of
models. For example, we can add a special channel for CNN, which is composed
of entity vectors and fix them to corresponding positions.

Since the process of OKE is differentiable, all of the parameters could be
updated by backpropagation. For the two embedding layers, the one for entities
is static which is initialized by external pre-trained knowledge graph embed-
ding, and the other one for opinions is trained dynamically by backpropagation.
Therefore, the trainable parameters of OKE mainly contain the weights and
biases in linear layers and opinion embedding layer.
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4 Experiment

We apply OKE to multiple models on various real datasets, which is demon-
strated below.

4.1 Experimental Setting

Datasets. We utilize three real datasets for stance detection to evaluate the
performance gaining from OKE. (1) Convote is the Congressional debates data
[14] that has annotation (“liberal” vs. “conservative”) on the author level. (2)
IBC is the Ideological Books Corpus which contains a million sentences written
by authors with well-known political leanings, whose annotated version [6] (“lib-
eral”, “conservative” and “neutral”) is adopted in our experiment. (3) Stock is
a 3-classes stock short reviews data from several stock forums, containing 14
thousand training samples and 3 thousands of test samples. It is a typical stance
detection dataset because the emotions of text are always inconsistent with the
stance of the reviewer on the stock. Some other details of the above datasets are
listed in Table 1.

Table 1. Statistics of datasets used in experiments.

Data #avgLength #Class #Train #Test

Convote 25.5 2 3.3K 0.8K

IBC 41.4 3 3.5K 0.9K

Stock 53.5 2 14K 3K

Models. To evaluate the effectiveness of OKE, we first benchmark multiple
baseline models for this task. Then, we applied OKE into these models and
evaluate their performance.

– SVM and OKG [4]. They are not deep neural models, and SVM is a basic
classification model for text, OKG is a state-of-art model for political ideology
detection, which is a special case of stance detection.

– TextCNN [7]. It is the first CNN model applied for text classification. Our
implementation contains three filters with different sizes, [3–5] exactly, then
the feature maps are flattened to a vector and input to the last hidden layer
and softmax layer.

– CB-LSTM [8]. It is a combination of CNN and Bi-directional LSTM. The
target-related representations are first extracted by CNN and then be fed to
LSTM. It was claimed as the state-of-art deep models at the time.

Besides, to evaluate the ablations effectiveness in OKE, we also try to apply
only entities vectors without opinion-aware component (denoted “+KGE”) into
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the baseline models. Especially, the “TextCNN+KGE” is essentially a more pow-
erful KCNN [17], or the component applied in DKN [16]. Additionally, to com-
pare the strength of OKE with the vanilla context attention, we add “+Atten-
tion” methods to each model, which means the entities embedding layer in OKE
is initialized randomly instead of the pre-trained KGE.

Note on Preprocessing. With the help of DBpedia1 and its annotation tool2,
we first recognize and extract a text-related sub-KG from DBPedia. Besides,
after that, TransE [2] is adopted to project the entities in KG to vector spaces.
In terms of subjective words, they are recognized by NLTK3.

Table 2. Test accuracy results. Notably, the symbol * denotes that the results of OKG
are reported by the authors, where IBC is simplified and used for binary classification.

Model Convote IBC Stock

SVM 68.1% 64.5% 69.5%

OKG∗ [4] 81.5% 81.4% -

TextCNN [7] 85.7% 66.7% 72.9%

TextCNN+KGE [16,17] 86.8% 69.7% 74.2%

TextCNN+Attention [13] 86.7% 68.2% 73.5%

TextCNN+OKE 88.1% 73.1% 76.4%

CB-LSTM [8] 86.1% 68.2% 73.3%

CB-LSTM+KGE 87.6% 69.8% 74.2%

CB-LSTM+Attention [13] 87.2% 69.2% 74.0%

CB-LSTM+OKE 89.1% 70.9% 76.1%

4.2 Experimental Result and Analysis

Overall Performance. The experimental result is shown in Table 2. Generally,
after applying OKE, all of the models are improved by about 3%. And compared
with the model only applied KGE, it can also increase by about 2%. Moreover,
we can find the attention mechanism exactly improve the performance, but its
performances are also below OKE. Therefore, the knowledge embedding from KG
benefits the performance much, and at the same time, the opinion integration is
also important (Table 3).

Additionally, as the example curve shown in Fig. 4, we can find that OKE
converges much faster than the normal one or the one with KGE. Moreover, the
convergence points of OKE are also much better.

1 https://wiki.dbpedia.org/.
2 https://github.com/dbpedia-spotlight/dbpedia-spotlight.
3 http://www.nltk.org/.

https://wiki.dbpedia.org/
https://github.com/dbpedia-spotlight/dbpedia-spotlight
http://www.nltk.org/
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Fig. 4. The iteration-accuracy curve over test set of convote, with TextCNN model.

Table 3. Some cases from IBC with TextCNN. Intuitively, the first sentence is against
“Bush”, who is a Republican member, so the normal model cannot detect it well;
Similarly, the second sentence is against a democratic member. Therefore, knowledge
is exactly much essential for stance detection.

Content Normal With OKE

As his job approval ratings dropped in 2005, White
House aides peddled the idea that, rather than being
a caretaker president, Bush is a revolutionary leader
who suffers low ratings only because he is unafraid to
fight for radical ideas like private Social Security
accounts or sweeping tax changes

Neutral Liberal

As the Democratic Grinches prepared to vote on
their version of the widely despised, destructive, and
chaotic health care bill, they tried to spice up their
fruitcake with distortions, distractions, and flat-out
lies

Neutral Conservative

Case Study. To intuitively observe the effectiveness of OKE in real data, we
give two cases where the normal classifier cannot identify the correct stance,
but the one with OKE gives the right label. These given cases are from IBC,
the 3-classes dataset. We can notice that the normal classifier always give the
sentence “Neutral” label because of its ability lack to deal with many strange
entities, though they are much critical to the detection. On the Contrary, with
the help of knowledge graph, the connections between the entities are captured
well by OKE, which leads to good performance as the cases show.

5 Conclusion and Future Work

To conclude, in this paper, we find that the stance detection needs more back-
ground knowledge compared with other text classification tasks, so the OKE is
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proposed to integrate the external information from knowledge graph (KG) and
internal opinion information. And our method can improve all of the models
effectively and efficiently in experiments as expected.

Moreover, we think incorporating the external knowledge from KG can also
benefit some other similar tasks, and the interaction of external and original
information can make big differences. Especially, with the appearance of pre-
trained models for NLP, there is a good insight to design effective and efficient
component to embed more external features so that enriching the inputs, espe-
cially when the textual features pre-modeling is becoming more and more pow-
erful.
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52110418002W).

References
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Abstract. Knowledge of entity histories is often necessary for compre-
hensive understanding and characterization of entities. In this paper we
introduce a novel task of history-based entity categorization. Taking a
set of entity-related documents as an input we detect latent entity cate-
gories whose members share similar histories, effectively, grouping enti-
ties based on the similarities of their historical developments. Next, we
generate comparative timelines for each generated group allowing users
to spot similarities and differences in entity histories. We evaluate our
approach on several datasets of different entity types demonstrating its
effectiveness against competitive baselines.

Keywords: Entity categorization · Entity comparison · Digital history

1 Introduction

Grouping is a common technique used for organizing and understanding entities.
For example, Wikipedia, which is considered to be the most comprehensive ency-
clopedia, contains over 1.13 million categories [2] consisting of multiple members
that share some common traits (e.g., list of cities in China, list of American Noble
Prize winners, etc.). However few such groups are explicitly constructed around
the common or similar histories of their included members. Yet, historical aspects
are often quite important as, in many cases, the history shapes and defines the
present characteristics of entities. Moreover, for certain kinds of entities, their
histories determine their perceived values (e.g., historical buildings in touristic
cities). We thus think that constructing history-centered entity groupings can
provide novel and useful ways of entity understanding and comparison.

How could Chinese cities be grouped according to their historical similarities?
What are the different types of biographies of American scientists in the 20th

century? Questions of this type are not easy to be answered because studying
the histories of all the members belonging to a given entity group is quite an
arduous task, not to say anything about its structuring. Note that currently
entities are usually not grouped based on their common histories. For example,
there are no dedicated list pages in Wikipedia for sub-groups of Chinese cities
or American scientists that would share similar historical developments.

c© Springer Nature Switzerland AG 2019
J. Shao et al. (Eds.): APWeb-WAIM 2019, LNCS 11642, pp. 349–364, 2019.
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To enable history-based entity grouping, we formulate the latent history-based
category hypothesis, which states that entities can be categorized based on the
similarity of their histories, such that entities included in the same category have
more similar histories to each other than to ones in other categories. In order to
group entities based on their histories, we propose a concise optimization model
inspired by the popular Affinity Propagation (AP) algorithm for exemplar-based
clustering. To the best of our knowledge, this is the first optimization formulation
presented aiming at history-driven entity-centric tasks.

Since history-based categories can be too large to allow users easily under-
stand common aspects of its members, we additionally propose to describe each
generated category. Cognitive science studies suggest two modes in which peo-
ple can effectively understand and memorize categories: exemplar theory [5] and
prototype theory [20]. Both modes embody the idea of graded structure of a cat-
egory, according to which some members of a category are more central than
others. Exemplar theory posits usage of real member entities as exemplars to
represent the category, while prototype theory is its alternative that proposes
describing category by constructing the “average” of all members as an abstract
prototype. Entities closer to the exemplar or to the prototype are considered
better examples of the category.

Inspired by this, in this study we first propose to represent each generated
latent category by the exemplar towards a more efficient understanding. The
advantage of using exemplars for category explanation is that they represent
the actual member of the category and are easy to be remembered [13]. What
is more, good exemplars are often more effective to describe shared aspects in
history than the descriptions of separate features (in our case events) because
of the high coherence of the former. Still however, the full comprehension of
category’s history cannot be done using only a single selected entity, and with-
out the comparison to the histories of other related categories. We then also
generate a summarized timeline (i.e., prototype) for each category indicating the
similarities of its members and dissimilarities to other categories for enabling
effective characterization and comparison. With such a dual representation of
each latent category we think that users should be able to more easily under-
stand the common and distinguishing historical aspects of the derived history-
based categories, and could benefit from the constructed historical knowledge
for supporting various kinds of analyses including evolution and causality analy-
sis, finding historical explanations, provenance investigation, and for answering
history-related questions.

To sum up, we make the following contributions in this paper:

1. We introduce a new research problem of automatically discovering history-
based latent categories.

2. We propose to represent the constructed categories by two means, by exemplar
which is the most representative entity belonging to each category, and by
prototype which is an informative timeline summarizing category history.

3. We develop an unsupervised approach for these tasks based on a concise
optimization formulation.
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4. The effectiveness of our methods is proved by experiments on 7 datasets and
by comparison with competitive baselines.

2 Problem Definition

2.1 Input

The input in our task are documents containing descriptions of entity histories.
Each such document “spans” over a certain range of time and each sentence is
assumed to refer to a historical event. The dates of events can be either explicitly
mentioned in the sentence or could be estimated based on nearby sentences.

2.2 Research Problem

Given a set of history-related documents [d1, d2, ..., dn], each about a partic-
ular entity and a pre-set time window [tbegin, tend], the first task is to detect
latent categories [c1, c2, ..., ck] and their corresponding exemplars [d1e, d2e, ..., dk

e ]
where entities within each category share similar histories. Moreover, for a set of
history-related documents [dj

1, dj
2, ..., dj

i ], each about a particular entity within
the same category j (j ∈ [1, ..., k]), the second task is to select m most important
events [e1, e2, ..., em] to form a concise timeline reflecting typical history of the
category.

3 Event Importance Calculation

Each category is going to be represented by its exemplar. The characteristics
of a category will be thus embodied in the history of its exemplar. Naturally,
those entities which have many important events in their histories are more
representative and should be chosen as exemplars.

The task of estimating historical significance of events is usually done by his-
torians. During this process several criteria are adopted to help them make judg-
ments. For instance, remarkable (the event was remarked on by people at its time
or after), remembered (the event is important within the collective memory of a
group or groups), resulting in change (the event had significant consequences for
the future) and so on. Manually estimating significance of any historical events
under the above-listed criteria is of course labour intensive, time consuming
and may require special expertise, hence, we attempt to estimate the impor-
tance automatically. As it is relatively easy to obtain publicly available datasets
of historical events marked as important (e.g., the list of important events in
1990s), we propose a method to compute event importance in a semi-supervised
way.

Given a set of historical events P = {p1, p2, ..., pk} where each event is
marked as important, and a set of unlabeled events U = {u1, u2, ..., ui}, the
task is to estimate the degree of importance of each event in U . We use I(ui)
to denote the importance of ith event in U . The key feature of this problem is
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that there is no negative example set (i.e., labeled unimportant events), which is
needed for accurate learning of features of important events. In the recent years,
PU-learning [15] studies the problem of building classifiers using positive and
unlabeled examples. A few algorithms [16,26] based on a two-step strategy were
proposed for solving the problem as follows.

Step 1: Identifying a set of reliable negative examples from the unlabeled set.

Step 2: Iteratively applying a classification algorithm for generating a set of
classifiers and then selecting the best classifier.

In this study, we adopt the 1-DNF technique [26] to identify a set of reliable
unimportant events from the unlabeled set U in step 1, and we use the EM
algorithm with a NB classifier for constructing the final estimator in step 2.

1-DNF. 1-DNF technique first constructs a set of positive features containing
words that occur more frequently in the labeled important event set P than in the
unlabeled set U . Then an event in U that does not contain any positive feature is
regarded as a strongly unimportant event, and is included in the reliable negative
set RN .

Naive Bayesian classifier. Let C = {c1, c2} be the two pre-defined classes
which are important events and unimportant events, respectively. Given a set of
training events E, we use xei,m to denote the word xt in position m of event ei,
where xt is a word in the vocabulary V = {x1, ..., x|v|}. The posterior probability
Pr(cj |ei) is computed to perform classification. We have:

Pr(cj) =
∑|E|

i=1 Pr(cj |ei)
|E| (1)

Pr(xt|cj) =
λ +

∑|E|
i=1 N(xt, ei)Pr(cj |ei)

λ|V | +
∑|V |

s=1

∑|E|
i=1 N(xs, ei)Pr(cj |ei)

(2)

where λ is the smoothing factor (typically set as 0.1), N(xt, ei) is the number of
times that word xt occurs in event ei. Finally, we obtain the NB classifier:

Pr(cj |ei) =
Pr(cj)

∏|ei|
m=1 Pr(xei,m|cj)

∑|C|
r=1 Pr(cr)

∏|ei|
m=1 Pr(xei,m|cr)

(3)

EM. Each event in P and RN is assigned the initial label 1 and −1, respectively.
Each event e ∈ U − RN will not be assigned to any label initially but it will
got assigned a probability Pr(1|e) at the end of the first iteration of EM. Then
the set U − RN will participate in EM with its assigned probabilistic labeles
in subsequent iterations. The EM algorithm consists of the Expectation step
and the Maximization step. In the Expectation step the probabilistic labels of
each event e ∈ U −RN are produced and revised based on Eq. (3), and then the
parameters of classifiers are re-estimated in the Maximization step using Eqs. (1)
and (2). This leads to the next iteration of the algorithm. When EM converges,
the degree of importance of each event u in the unlabeled set U takes the value
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in [0,1], which is equal to the probability of event to belong to the class P (i.e.,
the class of important events). Table 1 shows several examples of events with
their estimated importance scores.

Table 1. A sample of 4 historical events with their estimated importance scores from
the histories of Japanese cities.

Original sentence Importance

The tower of Karatsu Castle was built in 1966 0.015

1949 also saw the opening of Fukushima University 0.363

January 17, 1995: Great Hanshin earthquake causes more than
100 casualties

0.786

During World War II, the July 19, 1945 Bombing of Okazaki
killed over 200 people and destroyed most of the city center

0.937

4 History-Based Entity Categorization

4.1 Event Representation

We assume a historical event to be represented by a sentence and be associated
with a date of its occurrence. Each sentence is first normalized by pre-processing
steps such as removing stopwords, stemming and retaining the most frequent
5,000 unigrams and bigrams. In this study, we use word2vec [17] to represent
terms and events. We obtain the distributed vector representations of each word
by training the Skip-gram model on the entire English Wikipedia from 2016
using the gensim Python library [19]. The vector representation of an event in
our case is a weighted combination of the vectors of terms contained in the
normalized sentence that describes the event, where the weight of a term is its
TF-IDF value calculated based on the input histories of entities.

4.2 Entity Similarity Calculation

We now introduce the computation of similarity sij between entities di and dj .
Since cosine similarity is not a proper similarity measure for sequences such
as sequences of events, we propose a weighted dynamic time warping model
for measuring distances between entities’ histories. Dynamic time warping is
one technique utilized for computing similarity between two temporal sequences
which may vary in speed, by calculating an optimal match between them. Hence,
entities’ histories can be “warped” non-linearly in the time dimension so as their
similar events become aligned. Furthermore, when computing this similarity in
our case, events closer to each other and with higher importance score will be
more heavily weighted. Given the importance and the date of an event e denoted
by I(e) and T (e), respectively, the process is shown in Algorithm 1.
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input : Two sequences of events di = {ei
1, ei

2, ..., ei
n} and dj = {ej

1, ej
2, ..., ej

m}
output: Simlarity(di, dj)

1 M ← array[0..n, 0..m];
2 for i ← 0 to n do
3 M [i, 0] ← infinity;
4 end
5 for j ← 1 to m do
6 M [0, j] ← infinity;
7 end
8 for u ← 1 to n do
9 for v ← 1 to m do

10 cost ← I(di[u]) · I(dj [v]) · 2

e
|T (di[u])−T (dj [v])|

+1
· Distancecosine(di[u], dj [v]);

11 M [u, v] ← cost + minimum(M [u − 1, v], M [u, v − 1], M [u − 1, v − 1]);

12 end

13 end
14 Simlarity(di, dj) ← −M [n, m];

Algorithm 1: Weighted Dynamic Time Warping

4.3 Optimization Model for Exemplar Detection

In this section, we describe the method proposed for categories generation and
exemplar detection. The goal is to select a subset of entities as exemplars and
assign every non-exemplar entity to exactly one exemplar, so as to maximize the
overall sum of similarities between entities and their exemplars and the exemplar
importance. Then the objective can be expressed as follows:

Obj1 = λ ·
∑

i,j

sijhij + (1 − λ) ·
∑

i

piqi (4)

where sij is the similarity of entity di to entity dj , and pi denotes the average
importance of events contained in the histories of entity di. Furthermore, let
hij and qi be binary hidden variables where hij = 1 indicates entity di has
chosen entity dj as its exemplar, and qi = 1 indicates entity di is chosen as an
exemplar. λ is a trade-off parameter weighting the exemplar importance and the
similarities between non-exemplars to examplars1. Solving Obj1 is essentially a
hard combinational optimization problem, it can be transformed into a more
feasible optimization problem by introducing the following constraint functions:

C1(hi:) =
{

0
∑

j hij = 1,

−∞ otherwise
(5)

C2(h:j) =
{

0 qj = hjj = maxihij ,
−∞ otherwise

(6)

where hi: = hi1, ..., hin and h:j = h1j , ..., hnj . The constraint function (5) forces
each entity to be assigned to exactly one exemplar (which can be itself), while
(6) enforces that an entity must be an exemplar if other entities choose it as an
exemplar. Thus the goal is to maximize

Obj2 = λ ·
∑

i,j

sijhij + (1 − λ) ·
∑

i

piqi +
∑

i

(C1(hi:) + C2(h:i)) (7)

1 We experimentally set the value of λ to be 0.4.
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By running the max-sum algorithm [14], an approximate solution for the
above problem can be efficiently achieved. More explicitly, after normalizing all
similarities and importance to [−1, 0] range, two sets of messages are calculated
iteratively until convergence:

αij =

{
pj ·(1−λ)

λ +
∑

k �=j max(0, ρkj) i = j,

min[0,
pj ·(1−λ)

λ + ρjj +
∑

k/∈{i,j} max(0, ρkj)] i �= j
(8)

ρij = sij − maxk �=j(αik + sik) (9)

where αij = 0 and ρij = 0 initially. Intuitively, message αij corresponds to how
willing entity dj is to serve as the exemplar for entity di, while message ρij

conveys to which extent entity di wants entity dj to be its exemplar. Finally the
exemplar dj for entity di can be obtained by

dj = argmaxj{αij + ρij} (10)

4.4 Prototype Timeline Generation

Previously we explained the process of splitting entities into latent categories
from history viewpoint, where each category is represented by its exemplar. We
then generate a summarized timeline (effectively, a prototype) for each discovered
latent category using a mutually-reinforced random walk model [8] (Table 4 will
show examples of generated summary). Such summary includes not only events
similar between the category members but also considering differences from the
timelines of other categories.

5 Experiments

5.1 Datasets

We test our methods on entities of different types from different time peri-
ods and locations. In particular, we perform experiments on 7 Wikipedia cat-
egories including 3 city categories and 4 person categories. The city categories
are Japanese cities, Chinese cities and English cities (denoted by D1,D2,D3,
respectively), while for the person categories we use American scientists, French
scientists, Japanese Prime Ministers until the end of WW2 (1945) and Japanese
Prime Ministers after WW2 (denoted by D4,D5,D6,D7, respectively). Note
that, in general, our methods are not bound to Wikipedia categories as any
listing of entities can form an input, provided the historical description of each
entity is available. We use Wikipedia categories in this work as a convenient data
source.

Historical event extraction has some new research works recently [9]. For
preparing the city categories, each city history is extracted from the “History”
section in the corresponding Wikipedia article. To capture historical events,
we collect all sentences with dates using SUTime [7]. As further preprocessing,
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we reduce inflected words to their word stems and retain only the terms that
are among the most frequent 5,000 unigrams and bigrams, excluding stopwords
and numbers. Each historical event is then represented by the bag of unigrams
extracted from its sentence along with the corresponding date.

For the person categories, we utilize a dataset of 242,970 biographies publicly
released by Bamman et al. [3]. Every biography consists of several life events,
each represented by bag of unigrams and a date. Unlike in the city datasets, the
date here is a relative number when counting from a person’s birth year. The
basic statistics of all the datasets are shown in Table 2.

As for the set of labeled important historical events necessary for event
importance calculation, we have collected brief descriptions of key events from
Wikipedia year pages2 for each year from AD1 to the present. The total number
of the captured event descriptions is 39,881.

Table 2. Summary of datasets.

Dataset Wikipedia category # Entities Time range

D1 Japanese Cities 532 40–2016

D2 Chinese Cities 357 12–2016

D3 UK Cities 68 1–2016

D4 American Scientists 141 0–103

D5 French Scientists 41 0–101

D6 Japanese PMs (pre WW2) 32 0–98

D7 Japanese PMs (post WW2) 30 0–93

5.2 Analyzed Methods

To compare with our proposed optimization formulation, 4 competitive mod-
els including AP, MMR, DFP and K-Means clustering are set up as baseline
methods. All the analyzed methods are briefly discussed below:

(1) Affinity Propagation (AP) [11] views the clustering as identifying a subset of
representative exemplars. In particular, it assigns each non-exemplar entity to
an exemplar entity under the objective of maximizing the sum of similarities
between non-exemplar entities and their assigned exemplar entities.

(2) Maximal Marginal Relevance (MMR) [6] is a typical instance of implicit search
result diversification techniques. To obtain the optimal list of exemplar enti-
ties, it applies greedy strategy that follows a heuristic criterion of making the
locally optimal choice at each round.

2 For example, https://en.wikipedia.org/wiki/1939.

https://en.wikipedia.org/wiki/1939
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(3) Desirable Facility Placement (DFP) [27] uses greedy best k strategy for gen-
erating the desired exemplars’ list L based on a two-step process. It initializes
L with an arbitrary solution, and then iteratively refines L by swapping an
entity in L with another one outside L.

(4) K-Means Clustering (K-Means) [12] is a popular method used for cluster
detection. It partitions all entities into k clusters in which each event belongs
to the cluster that has the nearest mean (given k as the size of exemplars).

5.3 Evaluation Criteria

Quantitative Evaluation Criteria. For a given Wikipedia category composed
of n entities that become partitioned into k groups [C1, C2, ..., Ck], we use dt

i

and dt
e to denote the ith entity in the tth group and the exemplar in the tth

group, respectively. We then evaluate the representativeness of the identified set
of exemplars De in terms of the following metrics:

Intra-Similarity (IntraSim) which measures how similar an exemplar is to
the entities in its category. The higher IntraSim, the more effective the adopted
algorithm is.

IntraSim(De) =

∑k
t=1

∑
dt
i∈Ct,dt

i �=dt
e
Simcosine(dt

i, d
t
e)

n − k
(11)

Inter-Similarity (InterSim) which describes how similar an exemplar is to
the other exemplars. The lower InterSim, the better the performance is.

InterSim(De) =

∑k
t=1

∑k
s=1,s �=t Simcosine(ds

e, d
t
e)

k ∗ (k − 1)
(12)

Ratio of intra-similarity to inter-similarity (Ratio) which takes into account
both IntraSim and InterSim, thus reflecting the degree of representativeness of
an exemplar.

Ratio(De) =
IntraSim(De)
InterSim(De)

(13)

Saliency (AveImp) which measures how important the events in the histories
of exemplars are.

Sailency(De) =
∑k

t=1

∑|dt
e|

i=1 I(edt
e,i)

k
(14)

where we use edt
e,i to denote the ith event of entity dt

e.

Qualitative Evaluation Criteria. We also ask users to evaluate the qual-
ity of identified categories and corresponding exemplars. Each category in the
summary is graded in terms of:

– Saliency which measures how sound and important each exemplar is.



358 Y. Duan et al.

– Comprehensibility which measures how easily the generated category can be
understood.

– Novelty which measures how varying and diverse information the annotators
could acquire after viewing the result.

We have 5 methods here to be tested (1 proposed method and 4 baseline
methods). 5 annotators (4 males, 1 female) who have significant interest in his-
tory were asked to evaluate the generated categories. Each category was ensured
to be evaluated by 3 annotators. During the assessment, the annotators were
allowed to utilize any external resources including the Wikipedia, Web search
engines, books, etc. All of the scores were given in the range from 1 to 5 (1: not
at all, 2: rather not, 3: so, 4: rather yes, 5: definitely yes). Lastly, we averaged
all the individual scores given by the annotators to obtain the final scores per
each category.

5.4 Evaluation Results

Evaluation Results for Quantitative Metrics. Table 3 shows the perfor-
mance in terms of InterSim, IntraSim, Ratio and AveImp. We can observe
that the proposed optimization framework has better performance than all the
baseline methods in terms of two main evaluation metrics, Ratio and AveImp.
Besides, we can also notice that two search result diversification models MMR
and DFP outperform two clustering models K-Means and AP in terms of
AveImp.

Table 3. Performance of different models on the city and person datasets w.r.t. quan-
titative metrics. The best result of each setting is in bold.

Model Data IntraSim InterSim Ratio AveImp

K-Means Cities 0.888 0.780 1.139 0.697

Persons 0.535 0.462 1.190 0.722

AP Cities 0.884 0.770 1.148 0.732

Persons 0.619 0.476 1.330 0.779

MMR Cities 0.820 0.563 1.490 0.898

Persons 0.572 0.344 2.084 0.879

DFP Cities 0.874 0.809 1.080 0.912

Persons 0.770 0.738 1.044 0.879

Our model Cities 0.859 0.543 1.620 0.939

Persons 0.758 0.478 2.152 0.914

Now we investigate the possible reasons for the above findings. MMR relies
on the best first strategy, making it simple and computationally efficient. How-
ever at a particular round, the heuristic criterion may incur error propagation.
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DFP can alleviate such problem, but it is based on hill climbing algorithm.
A potential problem is that hill climbing may converge to a local maximum.
On the other hand, though AP shares many similar characteristics with our
model, it does not guarantee to globally identify the optimal subset of impor-
tant exemplars, hence its lower performance. As for K-Means, it suffers from
strong sensitivity to outliers and noise, which leads to varying performance.

Both MMR and DFP models take importance of entities into consideration
during the process of identifying exemplars, which can explain why they have
better performance in terms of AveImp than the two clustering methods. The
last finding is that cities may have larger homogeneity than persons, as supported
by the observation that generally all methods achieve larger scores in terms of
IntraSim on city datasets than on person datasets.

Evaluation Results for Qualitative Metrics Figure 1 shows the average
scores of summaries in 3 criteria by all the methods generated on all the city
and person datasets, respectively. We first note that our optimization model
outperforms the baselines based on almost all the criteria (the only exception
is that our method achieves worse results than AP and MMR in terms of com-
prehensibility by 4% on person datasets). On average, our model outperforms
all baselines by 16.9% and 11.9% across all the metrics on the city and person
datasets, respectively. In particular, it achieves better results than all the base-
lines by 8.1%, 10.0%, 22.7% in terms of saliency, comprehensibility and novelty,
respectively.

Fig. 1. Performance of different models on city and person datasets w.r.t. qualitative
metrics.

5.5 Example Categorization

We present in Fig. 2 and Table 4 the summary of three identified latent history-
based categories of Japanese cities (dataset D1) using our approach. The sum-
mary of each category consists of a timeline containing 10 events ordered chrono-
logically (see Fig. 2), followed by a table (see Table 4) which includes up to 10
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top scored words representing each event. For every event in Fig. 2, we display its
manually created label based on the extracted terms that are shown in Table 4. In
addition, each summary event is associated with two numbers indicating, respec-
tively, the median date and the standard deviation of the occurrence years of
the event instances it covers.

Fig. 2. Typical histories of 3 latent history-based categories of Japanese cities learned
from 532 instances.

As we can notice, cities in category-1 form the largest number of Japanese
cities. Most of these cities had their key events quite recently as shown in Fig. 2.
In the past, the cities within this group tended to be dominated by power-
ful local clans, as reflected by the event Clans. The modern transportation
infrastructure in Japan started to advance from the early 20th century. After
WW2 (Militarization), these Japanese cities were largely transformed by rapid
Urbanization , and were affected by rapid social development and economic
growth, embodied in the events of Media , Autonomy and Sports. During
such process, the society once had occasional political protests and violent oppo-
sitions, as reflected by Civil Unrest . Besides, it can be observed that these
Japanese cities often suffered from Natural Disasters such as earthquakes,
typhoons and tsunamis. Matsubara and Tokyo serve as good examples of the
group.

Histories of cities in category-2 express more features of ethnic culture of
Japan. These traditional cities have typical regional characters and local culture
and, generally, they are not as modern as cities in the first category. For example,
Shoguns was the type of military dictator and dominator of Japan for around
700 years until Meiji Restoration , which began Japan’s transformation from
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Table 4. Events in the summary of 3 identified latent history-based categories of
Japanese cities. For each event we show up to top 10 words due to space limit.

Event Terms

1

District matsubara, village, district, amami, area, part, incorporated, city, tannan, prefectures
Civil Unrest occurred, end, widely violent, strike protest, opposed, matsukawa, incident, demonstration

Transportation sapporo, route, completed, megumino, built, meter, main, linking, highway, bypass building
Natural Disasters killed, earthquake, suffered, damage, light, left, tsunami, mikawa, february, dead, typhoon

Urbanization renamed, irino, neighborhood, hall, split, respectively, mura, elevated, status new, incorporated
Militarization japanese, industry, navy, military, imperial, center area, works, warehouse, training, support

Media continued, television, spring largescale, included, firebombing, expo, broadcasts, bombing, nhk
Sports shizuoka, held, sport, park, national, garden university, pacific, international, high, competition
Clans clan, shimazu, province, local, vassal takada samurai, ruled, powerful, perished, lord, unified

Autonomy core, autonomy, system prefectural, government, city, establishment designation, structure

2

Meiji Restoration abolition, period kuroda dazaifu, uetsu, reppan part, meiji, joined, edo, dispossessed, daimyo
Battles navy, japanese, satsuma, royal, refusal, punish previous, pay, indemnity, compensation, charles
Wars japanese, navy, imperial, base, air, togos, russojapanese, orient nickname, nelson naval, military

Festivals festival, first, took, snow, place, maple, lantern, held, chrysanthemum cherry blossom, castle
Construction warehouse, stone, torn, stonework, reconstructed original, form, date, constructed, builder

Transportation railway, development, increase, via, scale, sagami rapid, railroad, rail, connected, led
Universities university, taught, matsue lafcadio, learn, author, hirosaki, established
Commerce much, fire, consumes, area, replanned, maritime, ginza, commerce, canal, accommodate, city

Natural Disasters earthquake, volcano, throughout, spread, relatively, outages, numerous, morioka, hit, extensive
Shoguns daimyo tokugawa, shogun shigeharu, sakamoto, rule, position, newly, metsuke, income

3

Wars war, zenkunen, yoriyoshi, takenori, reinforced, dewa, defeated, abe, province, minamoto
Government city, suggests, reliable, publicly, point, notices, legal, issued, governing, council

Battles summer, battle, ground, burned, osaka, sakai
Commerce wealthiest, residents, population, people, living, enterprise, earned, commercial, almost, japan
Christianity went, outlawed, hiding, escape, christianity, capture

Merge isawa, city, village, modern, merger, maesawa, koromogawa, established, district, town
Christianity xavier, prosperity, priests, including, francis, documented, christian, sengoku, period, visited
Missionary stand, sent, sendai reach, portugal, padre, new, missionary, many, jesuit hour, diogo

Trade trade, using, richest, muromachi, mouth, location, inland connect, became, foreign, sengoku
Business & Power weaken toyotomi, stronghold, seized, reportedly, power, nobunaga, move, merchant, central

a feudal society to a modern industrialized state, and is regarded as the most
significant turning point in the history of Japan. Many cities in this group were
involved in continuous Battles in the middle and late 19th century. Hundreds of
Japanese castles were constructed throughout the whole country, as reflected by
the event Construction . Festivals relates to major traditional cultural activ-
ities in lives of city residents, such as viewing the cherry blossom and autumn
colors. Cities such Dazaifu and Kyoto represent this category well.

Histories of cities in the third category embody the multi-ethnic side of the
Japanese society, by showing the pattern of assimilating foreign culture. As evi-
dence, the corresponding summary includes events such as Christianity , Mis-
sionary and Trade3. Cities in this category played a vital role in enhancing
the international exchange of Japan in the past, such as Oshu and Nagasaki.

Finally, some events appear in more than one category, e.g., Natural Dis-
asters, Transportation and Wars. Such events can be regarded as a common
characteristic shared by all the categories.

6 Discussions

We discuss here several relevant aspects to the task of history-driven entity
categorization and characterization as well as the limitations of our approach.

– Latent groups can be detected for different time periods (e.g., histories of cities
during Renaissance or histories of famous persons during their early careers).

3 Note that the standard deviations of event occurrence times are 0 here as the total
number of used events is quite small.
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Different input time periods will usually result in different discovered latent
groups.

– Currently, the exemplars are selected on the basis of the similarities of their
histories to histories of other entities. However, other attributes could be also
considered in the process of exemplar selection - for instance, popularity or
familiarity among users (e.g., while Dazaifu may be a good exemplar for its
latent group, Kyoto which belongs to the same group is more known and
recognized by potential users). Hence, entity popularity or importance could
serve as an additional component for the exemplar selection.

– We would like to emphasize that the proposed task is a novel kind of historical
knowledge generation and organization. This could offer interesting insights
to historians, especially, as they can provide more complete data as an input.
Furthermore, based on history-based entity grouping, a history of any given
entity could be now seen not independently but rather in relation to the
typical history of an underlying latent group it belongs to.

7 Related Work

To the best of our knowledge, the research problem of forming history-based
entity groups has not been proposed neither approached so far. Our work is
nevertheless connected to the research area: exemplar detection for entity cate-
gorization that is surveyed below.

Cognitive science studies suggest that people tend to understand and mem-
orize categories through the exemplar theory [5], which argues that individu-
als make category judgments by comparing new stimuli with exemplars already
stored in their memory. There are several determinants of exemplars, such as cen-
tral tendency [4] and stimulus similarity [18]. The exemplar theory was widely
adopted in many research fields, such as conceptual modeling [1] and entity
summarization [10].

The work of exemplar detection is closely related to two different areas: affin-
ity propagation for clustering and cluster-based information retrieval. Under the
Affinity Propagation (AP) algorithm [11], clustering is viewed as the process of
identifying a subset of representative exemplars. The AP algorithm is widely
deployed in many research fields such as image categorization [23], image seg-
mentation [24] and so on. A large body of work on cluster-based approach for
IR aims for returning a ranked list of a set of exemplar documents representing
the clusters of documents relevant to a given query. The research problem here
can also be considered as search result diversification (SRD). The MMR model
[6] applies the greedy best first strategy to obtain the ranked list of exemplars.
Later on, the Modern Portfolio Theory (MPT) [22] model and the Exp-1-call@k
[21] model were proposed for improving implicit SRD. The well-known Desirable
Facility Placement (DFP) [27] model uses the greedy best k strategy for ranking
the exemplars in a more general way. Recently, an integer linear programming
model [25] formulates implicit SRD as a process of ranking k exemplar docu-
ments from the top-m documents of an initial retrieval.
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8 Conclusions

It is natural for humans to categorize entities based on their common traits.
Given the importance of history on shaping the characteristics of many enti-
ties, a useful way to form categories is by considering similarities in the entity
historical developments. In this paper we introduce for the first time a novel
research problem of categorizing entities into history-based categories for cate-
gory characterization and understanding. To solve this problem we propose an
unsupervised approach based on a concise optimization framework. The effec-
tiveness of our methods is demonstrated in experiments on 7 Wikipedia category
datasets through both qualitative and quantitative analysis.

In future, we plan to design more problem-specific optimization model (e.g.,
integer linear programming model) with better scalability based on its intrinsic
flexibility for the purpose of entity summarization and understanding.

Acknowledgements. This research has been supported by JSPS KAKENHI grants
(#17H01828, #18K19841, #18H03243).
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Abstract. In the text classification task, besides the text features, labels
are also crucial to the final classification performance, which have not
been considered in most existing works. In the context of emotions, labels
are correlated and some of them can coexist. Such label features and label
dependencies as auxiliary text information can be helpful for text clas-
sification.

In this paper, we propose a Multivariate Bernoulli Mixture Network
(MBMN) to learn a text representation as well as a label representation.
Specifically, it generates the text representation with a simple convo-
lutional neural network, and learns a mixture of multivariate Bernoulli
distribution which can model the label distribution as well as label depen-
dencies. The labels can be sampled from the distribution and further
used to generate a label representation. With both text representation
and label representation, MBMN can achieve better classification per-
formance.

Experiments show the effectiveness of the proposed method against
competitive alternatives on two public datasets.

Keywords: Mixture density networks · Sentiment analysis ·
Label emebedding

1 Introduction

The promise of AI is to make work and life more productive, which requires
AI to better understand humans. However, a significant limitation, to date, is
to understand human emotions. Fortunately, abundant user-generated emotion-
labeled data has been available thanks to the active development of web appli-
cations. Mining such data is of great help in modeling emotions and developing
the intelligence of machines.

Extensive research has been conducted to identify the emotions expressed in
tweets [1], blogs [2] and stories [3]. However, in many scenarios where the context
is less subjective and emotional words are rare, it is difficult to extract affective
information for emotion prediction, which motivates us to explore emotions on
the less subjective text, such as news articles. There are various news websites
providing ‘mood meter’, as shown in Fig. 1, with which readers can express how
c© Springer Nature Switzerland AG 2019
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they feel after reading the news by clicking one of the emotion buttons. Existing
research on emotion analysis mainly focuses on identifying emotional words [4,5]
or extracting emotion-related features [6–8]. However, these models neglect the
useful knowledge contained in emotion labels, which can directly influence the
final emotion prediction. Emotions are intrinsically correlated and can coexist.
The emotion dependencies thus can be useful as a type of auxiliary information
to the text. Recent work [9,10] on label embeddings built text representations
by projecting the labels and words into the same embedding space. However,
the correlation between labels has not been discussed.

Fig. 1. The emotion votes for a Rappler news article.

In light of the above, we model the label distribution by a mixture of Bernoulli
distribution which can automatically take care of the label dependencies by its
covariance matrix. We propose a Multivariate Bernoulli Mixture Network to
generate both label representation as well as text representation for a
better emotion classification result. The main contributions are two folds:

– propose a novel mixture density network structure based on multivariate
Bernoulli distribution, which can specifically encode the label dependencies
by its covariance.

– given the text, sample labels from label distribution and use label embedding
as well as neural network to generate a label representation. We utilize both
label representation and text representation to do text classification.

It is worth noting that our task is a multi-class classification problem instead of
a multi-label one because the data is not multi-labelled. We evaluate our method
by not only measuring the accuracy of top-one emotion prediction but also the
error of distribution prediction. The experiment results prove that the proposed
model outperforms other text/sentiment classification baselines on two public
online news datasets.
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2 Preliminaries

Different from the existing work, we learn a label distribution where label depen-
dencies can be encoded. This can be achieved by using mixture of Bernoulli
distribution which learns binary variables and their dependencies with its non-
diagonal covariance matrix. Therefore, we propose MBMN which incorporates
the mixture of multivariate Bernoulli and the mixture density networks. In this
section, we briefly introduce the distribution and the network.

2.1 Mixture of Multivariate Bernoulli

Observations of multiple discrete binaries are usually assumed to be generated
from a mixture of Multivariate Bernoulli distribution [11]. Consider a binary
label set Y = {y1, . . . ,yN} with N observations and the number of label (emo-
tion) classes C, where y = {y1, . . . , yC}T , y is governed by a Bernoulli distribu-
tion with parameter μc, so that

p(y|μ) =
C∏

c=1

μyc
c (1 − μc)1−yc (1)

where μ = (μ1, . . . , μC)T . Noted that we use characters in bold to represent vec-
tors in the paper. A mixture model is a probability function having K compo-
nents. Each component is a multivariate Bernoulli distribution, which is weighted
by πk, where

∑K
k=1 πk = 1. The probability function for each observation can

be formed as:

p(y|μ,π) =
K∑

k=1

πkp(y|μk) (2)

where π = {π1, . . . , πK}, μ = {μ1, . . . ,μK }. For each observation, although
C classes (emotions) are assumed to be independent in each component, the
dependencies can be captured by the mixture in general by the covariance matrix
cov [y] which is no longer diagonal. In particular, the number of components can
be viewed as the number of types of dependencies.

cov[y] =
K∑

k=1

πk{Σk + μkμT
k } − E[y]E[y]T (3)

where Σk = diag{μki(1 − μki)}, and mean of the mixture distribution E[y] =∑K
k=1 πkμk.

2.2 Mixture Density Networks

Mixture Density Network (MDN) [12] trains a neural network as well as a mix-
ture of Gaussian distribution. The parameters of Gaussian mixture are gener-
ated by the neural network. An MDN M first takes a set of input features x and
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outputs a set of parameters for the Gaussian mixture, including the weight of
components wm, mean μm and variance σ2

m. The full probability density function
of an output y, conditioned on the input features, p(y|x,M)1 is given as:

p(y|x,M) =
M∑

m=1

wm(x) · N (y;μm(x), σ2
m(x)) (4)

where M is the number of mixture components and wm(x), μm(x) and σ2
m(x)

correspond to the component weights, mean and variance of the m-th Gaussian
component, given x. The GMM parameters can be derived from the MDN as

wm(x) =
exp

(
z
(w)
m (x,M)

)
∑M

l=1 exp
(
z
(w)
l (x,M)

) (5)

σm(x) = exp
(
z(σ)m (x,M)

)
(6)

μm(x) = z(μ)m (x,M) (7)

where z
(w)
m (x,M), z

(σ)
m (x,M), and zμ

m(x,M) are the activations of the output
layer of the MDN corresponding to the mixture weight, variance, mean for the
m-th Gaussian component, given x and M, respectively. The use of the softmax
function in Eq. 5 constraints the mixture weights to be positive and sum to 1.
Similarly, Eq. 6 constraints the standard deviations to be positive. Training of
the MDN aims to maximize the log-likelihood of M given the data as

M̂ = argmax
M

N∑

n=1

T (n)∑

t=1

logp(y(n)
t |x(n)

t ,M) (8)

where N is the number of instances and T is the size of output features y. Once
the MDN has been trained, we can predict conditional density function of the
target data for a given value of input vector.

Bernoulli mixture can depict the correlation among labels with its non-
diagonal covariance matrix, while Gaussian mixture cannot as its covariance
is diagonal. Therefore, in this paper, we use mixture of Bernoulli to build a mix-
ture density network, so that the emotion dependencies can be better captured.
Accordingly, we describe emotions with binary variables (1 if the emotion with
the highest probability, 0 otherwise) which can be better modeled by Bernoulli
distribution.

3 Approach

In this section, we present the proposed network MBMN, as shown in Fig. 2.
MBMN is to build a neural network which generates the parameters for a mixture
1 For simplicity of notation, here the output feature is assumed to be a scalar value.

The extension to a vector is straightforward.
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of multivariate Bernoulli distribution, which is represented in Eq. 2. It has a
word embedding layer and an emotion embedding layer. Convolutional neural
network (CNN) is used to extract features from words and labels. In particular,
the text representation is generated by a CNN layer. With the same CNN and
a fully connected layer, the parameters are generated and the Bernoulli mixture
can thus be initialized. The emotions are sampled from the Bernoulli mixture
and vectorized by the emotion embedding layer. Another CNN will be used to
generate a label representation. The final representation is the concatenation of
text representation and label representation.

Fig. 2. Architecture of the proposed MBMN. Y represents the ground truth and Ŷ is
the prediction. The data X starts to flow from the left. The first CNN is to generate a
text representation, and is followed by a fully connected layer which outputs parameters
π and μ. With parameters, the mixture of multivariate Bernoulli distribution can be
set up so that emotions can be sampled. The labels can be transformed into a label
representation by label embedding and the second CNN module. The concatenated
text and label representation will be fed to a softmax layer for final prediction.

3.1 CNN Feature Extraction

We design a feature extraction module based on CNN structure proposed in [13].
The input word sequence of news article will be projected into a low-level rep-
resentation by a d-dimensional word embedding layer into S. Then we extract
feature maps for ngrams with a 2-dimension convolution operation with filter
W1, where f is the number of filters and (n, d) is kernel size.

U = ELU(W1 · Si:i−n+1 + b)
V = Maxpooling(U)

(9)

b is the bias item. We use the exponential linear unit (ELU) as activation to
reduce the bias shift effect. Then we apply the Maxpooling operation to maintain
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the most salient features. Noted that we use the same CNN structure to extract
label features but with different kernel size.

A fully connection layer is used in order to generate parameters π and μ. It
takes V as input, and output X through (K+K×C) units which are activated by
a non-linear function (tanh is used in the experiment). K parameters are mixture
component weight π, and K × C parameters are used in Bernoulli distribution
p(y|μ).

X = W2 · V + b (10)

where the weight matrix W2 and bias b are trainable parameters.

3.2 Bernoulli Mixture Module

The obtained K and K × C outputs are transformed by non-linear function
f(x) and g(x), respectively. As in Eq. 5, f(x) can be formulated as a softmax
function so that the component weights will be larger than 0 and sum to 1. On the
other hand, the K ×C binary units are parameters of the Bernoulli distribution
p(y|μ) in Eq. 2. We define p(g|x) = B(p = g(Wx)), where each unit g is sampled
independently with rate g(Wx) set by the non-linear activation function g. We
implement g with the Sigmoid function σ(Wx + b) as the rate of sampling 1.

With the sampling operations g ∼ B(p = g(Wx)), the binaries can be
obtained. However, it is difficult to train networks with these binary stochas-
tic neurons. Here we use a lower variance estimator introduced by [14]. The
approach decomposes the stochastic neurons into

g = g(Wx) + ε, with ε =
{

1 − g(Wx)
−g(Wx) (11)

which expresses Bernoulli unit as the sum of the deterministic term g(Wx)
and the stochastic term ε. The strategy propagates the gradient only through
the deterministic term which is the output of the gating function and ignores
the gradient coming from ε. The term ε has zero mean, as E[g] = g(Wx).
Therefore, training stochastic binary units can be simple when the forward pass
accumulates the training loss with sampled binaries while the backporpogation
will only go through the Sigmoid activation functions as if there was no sampling.
The method has been proved to be effective in practice and incurs only a small
bias.

The sampling process is straightforward. We sample from each multivariate
Bernoulli in K components to obtain K × C binaries, weight them by the com-
ponent weights π and sum up the weighted binaries. The weighted and summed
results contain 1s and decimals, where only the 1s are kept. As 1 can only be
derived when all the components generate 1 after weighted by π. In this scenario,
all the components ‘agreed’ upon the decision of sampling 1. All the other con-
ditions will derive a decimal, or 0 when all the components give 0. This sampling
procedure obeys the Bernoulli mixture because the sample from a Bernoulli mix-
ture also satisfies all its components, as Eqs. 1 and 2. Therefore, in the forward
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pass, the binary samples are derived by

E =
{

1, if
∑K

k=1 πkgk = 1
0, else

(12)

where E denotes the emotion multivariate binary samples, and gk denotes the
multivariate Bernoulli in ith component. The sampled emotion labels E will be
projected into vectors by an emotion embedding layer. Another CNN feature
extraction module will be used to generate a label representation. Finally, the
text representation and label representation will be concatenated and fed to a
label-size fully connected layer with Softmax activation. Then the output will
be the predicted distribution over emotions.

3.3 Training MBMN

During the training phase, the samples are governed by Bernoulli mixture with
parameter π and μ. The raw sample is represented by

∑K
k=1 πkgk, which should

be close to 1 for the true labels and close to 0 for the false labels. This prediction
loss can be calculated by the binary cross entropy. On the other hand, the final
prediction is a distribution over emotions, the prediction error is a typical cross
entropy loss.

Therefore, we optimize our network with two objectives, loss from the final
predictions and the closeness between μ and true labels. The first part is a binary
cross entropy loss and the second is a cross entropy loss. Assuming θ contains
all the parameters of the network, the training loss is computed as follows:

L(θ) = − 1
N

N∑

i=1

B(yi,

K∑

k=1

πikgik) − 1
N

N∑

i=1

H(yi, ŷi) (13)

where B is the binary cross entropy loss and H is the cross entropy loss between
the gold one-hot labels yi and the rates

∑K
k=1 πikgik or predicted labels ŷi for

document i. N is the number of news articles in training dataset.

4 Experiment

In this section, we introduce two public online news datasets, baseline models,
model configurations and experiment results.

4.1 Datasets

We conduct experiments and evaluate the proposed approach on two datasets:
Rappler2 and Yahoo3, both datasets are publicly accessible. Rappler is devel-
oped by [15] with English news articles over 8 emotion categories, and Yahoo is
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Table 1. Datasets statistics: number of articles that the emotion has the highest
number of votes.

Rappler # of articles Yahoo # of articles

Happy 12,304 Happy 17,023

Sad 4,571 Sad 1,545

Angry 3,003 Angry 12,884

Amused 3,449 Surprised 3,001

Afraid 2,576 Bored 2,429

Annoyed 1,311 Warm 521

Inspired 2,729 Awesome 2,123

Don’t care 1,164 – –

Total 31,107 Total 49,000

a Chinese Yahoo Kimo news dataset with 7 emotions (originally 8 emotion cat-
egories, but we excluded label “informative” as it is not related to an emotional
state). Table 1 summaries the statistic of the datasets.

We split the data into training, development, testing by 7/1/2. Because the
data is highly imbalanced, stratified sampling is applied to keep the proportion
of each category the same in training, development, testing.

4.2 Baselines

The main contribution of our work lies in the way of feature extraction. In par-
ticular, we use a Bernoulli mixture to model label distribution to obtain a better
representation for classification. Hence, we compare our method with popular
and effective feature extraction methods for text classification. We also compare
MBMN with a state-of-the-art text classification work using label features [10].
We organized these baselines into four groups. The first group is based on tra-
ditional machine learning models.

– LG +BoW, Logistic Regression with 50,000 most frequent words weighted
by tf-idf.

– SVM + ngrams, SVM multi-class classifier is applied to unigram and bigram
features.

Group 2 has RNN-based neural networks.

– GRNN, a Gated RNN structure proposed in [16].
– SelfATTN, a structured self-attentive sentence embedding for text classifi-

cation proposed in [17].
– BLSTM-ATTN, Bidirectional LSTM with an attention layer over the hid-

den outputs.
2 https://www.rappler.com.
3 https://tw.news.yahoo.com.

https://www.rappler.com
https://tw.news.yahoo.com


MBMN: Multivariate Bernoulli Mixture Network for News Emotion Analysis 373

– HAN, a hierarchical attention structure proposed in [18] for modeling words
and sentences with GRU.

Group 3 contains CNN-based neural networks.

– CNN, a CNN model for sentence classification, proposed in [13].
– CNN-ATTN, an attention-based CNN model with label embedding tech-

nique for sentiment classification, proposed by [10].
– Inception, proposed in [20] with a deeper architecture of convolutions.

Group 4 has neural networks without RNN/CNN structures for text classifica-
tion.

– Transformer an attention-only model proposed in [19].
– FastText, a simple neural network to learn task-specific embedding for text

classification, proposed in [21].

4.3 Model Configuration

All the neural networks including the proposed one are using 200-dimension
word embedding initialized with Glove [22] pre-trained word vectors. The label
embedding size is 200. The number of the hidden layers existing in the models is
set as 256. Dropout is set as 0.3. All the models are optimized by Adam optimizer
with a proper learning rate of 0.001. The kernel size in CNN-based structures,
including the proposed MBMN, is set as 3, 4, 5, as [13] suggested. The kernel size
for filters used in label feature extraction is chosen among {2, 3} and we only
report the best result. The number of components is set as 2, 3, or 4.

Some uncommon parameters, such as the number of attention heads, are set
properly according to the original papers.

4.4 Measures

We use Accuracy and RMSE to evaluate the performance of models. Accuracy
is a standard metric to measure the overall emotion classification performance.
T denotes the number of news articles that are correctly classified and D is
the total number of news in the test dataset. RMSE measures the divergences
between predicted and the ground truth emotions, where ŷi , yid are vectors
representing the predicted output and gold emotion distribution, respectively.
N is the number of news articles in training dataset. The Accuracy and RMSE
are defined as:

Accuracy =
T

D
(14)

RMSE =

√∑N
i=1 (ŷi − yid)2

N
(15)
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Table 2. Emotion classification on different models.

Models Rappler Yahoo

Accy% RMSE Acc% RMSE

LR 57.93 0.234 70.04 0.187

SVM 72.99 0.234 78.43 0.234

GRNN 75.07 0.232 83.04 0.203

SelfATTN 75.01 0.229 83.86 0.223

BLSTM-ATTN 78.37 0.215 84.67 0.193

HAN 75.08 0.221 82.16 0.214

CNN 78.23 0.191 85.09 0.189

CNN-ATTN 78.18 0.214 85.27 0.225

Inception 75.38 0.222 80.45 0.227

Transformer 77.98 0.183 84.72 0.277

FastText 75.99 0.226 84.23 0.227

MBMN-2 80.24 0.181 85.50 0.165

MBMN-3 79.22 0.204 83.70 0.236

MBMN-4 79.14 0.210 85.70 0.228

4.5 Results

We summarize the experiment results in Table 2, from which we can observe that
the machine learning models are comparably weaker than deep learning models.

By in-group comparison, BLSTM-ATTN performs the best among all the
RNN-based models, owing to the strengths of bidirectional encoding and atten-
tion mechanism. HAN is proposed by introducing sentence-word structure infor-
mation, however, it does not improve the prediction results. This indicates that
the information conveyed in the sentence-word structure is not really helpful
in differentiating the emotions in news articles. MBMN, without bidirectional
encoding, attention mechanism, or sentence structure information, still outper-
forms BLSTM-ATTN and HAN.

From the third group, we can observe that simple CNN structure outperforms
all the other CNN models. The evaluation of accuracy and RMSE shows that our
model can achieve better performance in all scenarios. In particular, CNN-ATTN
also builds a representation with label embedding. However, because MBMN not
only encodes the label information to interact with text features but also encodes
the label-label dependencies, it receives a better result than CNN-ATTN in the
experiment.

As for the models in group 4, MBMN outperforms these baselines that have
no CNN/RNN structure. This indicates that CNN based density network with
Bernoulli mixture is more effective in extracting text features and label features
than CNN/RNN-free neural networks, so that the prediction is more accurate.
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We also experiment with different settings for the proposed MBMN by using
a different number of components K. As shown in Table 2, when K = 2, MBMN
performs the best on Rapper. When K = 4, MBMN shows to be the best on
Yahoo with regards to the accuracy. When K = 2, it has the smallest RMSE
on Yahoo. Generally, when K = 2 the model performs better on two datasets.
This implies that the emotions or their dependencies can be roughly grouped
into two categories.

Fig. 3. π given the number of components K as 2, 3, 4. Best viewed in color.

Fig. 4. μ given the number of components K as 2, 3, 4. Best viewed in color.

5 Discussion

5.1 Influence of K on μ and π

We have applied different K = 2, 3, 4 in the experiment. In Figs. 3 and 4 we
show the different weights of components π and the expectation μ of multivariate
Bernoulli distribution in each component. The result is based on Rappler dataset.

In Fig. 3, it can be observed that there are two major proportions in all
three pie charts. When K increases, the newly created proportion is fairly small.
Especially when K = 4, the smallest weight is only 0.047 while the two major
components have around 0.4 proportion of the pie chart. This indicates that the
8 emotions can be roughly grouped into two categories, which also explains the
experiment result on Rappler dataset where MBMN-2 achieves the best results
compared to results given K = 3, 4.



376 X. Zhao et al.

Figure 4 shows the parameter of multivariate Bernoulli distribution in each
component. The probability of an emotion being sampled depends on both com-
ponent weights (pie charts) and the Bernoulli distribution. In all three bar charts,
happy always obtains a spike in one of the components and the corresponding
component has a large weight which can be observed in Fig. 3. This means happy
has a higher probability to be sampled in the mixture distribution. When K = 3,
because the smallest component (in grey) only contributes 0.08 proportion of
pie chart, although its Bernoulli distribution has a spike on category afraid, the
probability of sampling afraid is still small. This also happens when K = 4, the
spikes of sad and annoyed will not be as influential as the spike of happy because
their corresponding component weights are small, as shown in Fig. 3.

Fig. 5. The covariance matrix when K = 3, 4, 5, respectively.

5.2 Influence of K on Emotion Correlations

The mixture structure assigns different weights to the multivariate Bernoulli
distribution, by which the correlations of variables can also be captured by its
covariance matrix. We calculate the covariance by Eq. 3 and the matrices are
displayed in Fig. 5. Surprisingly, the covariance has no significant change with a
varying K. It is worth mentioning that as long as the covariance in the matrix
is non-zero, the matrix can capture certain correlations between variables.

6 Related Work

6.1 Emotion Analysis

Emotion analysis aims to identifying the emotions from the text, which requires
the ability to extract features from the text. Traditional machine learning meth-
ods, such as Logistic Regression and SVM, use word units as features to do clas-
sification, which serve as strong baselines for text analysis task. On the other
hand, there are many effective neural-based methods for text feature extraction.
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For example, RNN-based methods can model the word sequence features [16–
18], CNN-based methods [10,13,20] are able to extract local and global features
in the text. Specifically, a RNN-based method [18] is to build attention layers
not only on word level, but also on sentence level. The hierarchical attention
mechanism can better capture important words as well as important sentences.
Differently, a CNN-based approach [10] builds an attention layer on both text
representation and label representation, by first projecting text and labels into
same vector space with word embedding and label embedding, then applying
attention mechanism on the word-label representation. The proposed MBMN
shares the same idea of building a word-label joint representation. More impor-
tantly, with the mixture of Bernoulli distribution, the proposed model can also
encode latent label-label dependencies into the final representation.

6.2 Mixture Density Networks

Mixture density networks (MDN) can give full probability density functions over
real-valued output features conditioned on the corresponding input features. This
is achieved by modeling the conditional probability distribution of output fea-
tures given input features with a Gaussian mixture model, where its parameters
are generated using a neural network trained with a log likelihood-based loss
function.

MDN has been widely used in voice conversion [23] and speech synthesis [24,
25] tasks. WaveNet [26], as a neural network-based waveform generation model, is
popular in voice conversion areas [27,28]. However, MDN has not been applied
to text classification tasks. In our work, we apply a Bernoulli-based mixture
density network to model the label distribution, then use a label embedding and
a neural network to further extract the features of labels.

7 Conclusion

In this paper, we predict emotional responses evoked by news articles by propos-
ing a new density network, which takes advantage of the rich information embed-
ded in the labels. We combine the CNN networks and a multivariate Bernoulli
mixture distribution to generate a label representation and a text representation.
Specifically, the network first extracts text features with CNN and output text
representation as well as the parameters for the Bernoulli mixture model. The
emotion labels can be sampled from the Bernoulli mixture distribution and will
be further vectorized by a label embedding layer. Another CNN will be used to
generate a label representation. The text representation and label representation
will be concatenated and further fed into a classification Softmax layer.

However, the number of labels in our case is small, which can be a limit to
our proposed method. In the future, we will work on data with more labels where
labels can be much more important and helpful.
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Abstract. Multi-label classification is a challenging task in natural lan-
guage processing. Most of existing methods tend to ignore the semantic
information of the text. Besides, different parts of the text contribute
differently to each label, which is not considered by most of existing
methods. In this paper, we propose a novel model for multi-label text
classification. This model generates high-level semantic understanding
representations with a multi-level dilated convolution. The multi-level
dilated convolution effectively reduces dimension and expands the recep-
tive fields without loss of information. Moreover, a hybrid attention
mechanism is designed to capture most relevant information of the text
based on trainable label embeddings and semantic understanding. Exper-
imental results on the dataset AAPD and RCV1-V2 show that our model
has significant advantages over baseline methods.

1 Introduction

Multi-label classification (MLC) refers to assigning multiple labels for a given
text, which can be applied in a number of real-word scenarios, such as text
categorization [21], tag recommendation [10], information retrieval [6], and so
on. As a significant task of natural language processing (NLP), many methods
have been proposed and achieved satisfactory performance.

Binary relevance (BR) [1] is one of the earliest attempts to solve the MLC
task by transforming the MLC problem into multiple single-label classification
problems. However, BR ignores the correlations among labels. Classifier chains
(CC) [19] converts the MLC problem into a chain of binary classification prob-
lems to capture the correlations among labels. However, it is computationally
expensive for large datasets. Other methods such as MLKNN [30], Rank-SVM
[4] and Adaboost. MR [21] can only used to model first-order or second-order
label correlations or are computationally intractable when high-order label cor-
relations are considered.

The original version of this chapter was retracted: The retraction note to this chapter
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With the development of deep learning, neural networks have achieved amaz-
ing success in the field of NLP. Some neural network models have been applied
in the MLC task. For example, [29] utilizes fully connected neural network
with pairwise ranking loss function.Convolutional neural network (CNN) [13]
and recurrent neural network (RNN) [2] are proposed to perform classification.
Recently, [27] regards the multi-label text classification as a sequence generation
model (SGM) to capture the correlations among labels, while the performance
of SGM can be affected by the order of label easily. In these models, they either
only learn a shared and medial representation for all labels instead of considering
the distinctness in the contributions of textual contents for different labels or
neglects the high-level semantic information of textual contents.

For text classification, human does not assign labels to textual contents sim-
ply based on the word-level information but usually based on their understanding
of the salient meanings in textual contents. For example, regarding the text “The
beautiful girls are dancing with great excitement and obviously they enjoy the
fun of feast”, it can be found that there are two salient ideas, which are “the girls
are beautiful” and “feast is full of happiness”. We call the two salient ideas as
“semantic understanding” of the text. The semantic understanding along with
word-level information can be better for classifying the text into the target cat-
egories “beauty” and “sociality”. In order to capture semantic understanding in
the text, we find that these high-level semantic information are often wrapped
in phrases or sentences, connecting with other semantic understanding with the
help of contexts. Inspired by the application of convolution in NLP [8], therefore,
we design a multi-level dilated convolution for textual contents to capture these
semantic understanding without loss of coverage as we do not apply any form of
pooling or strided convolution.

Meanwhile, for all labels, most of neural network models only learn a shared
presentation, with the purpose of multi-label text classification. However, as the
above, the label “beauty” should pay more attention to “the beautiful girls” and
the label “sociality” should pay more attention to “the fun of feast”. Inspired by
[27], it is significantly important to select the most relevant information of textual
contents automatically for different labels. Therefore, we implement a hybrid
attention mechanism for all labels based on trainable label embeddings with the
purpose of capturing the relevant information each label itself have to attends
to. Furthermore, different labels can extract distinct word-level information and
high-level semantic understanding representations from textual contents.

In brief, our contributions are illustrated below:

• We propose a multi-level dilated convolution to capture high-level semantic
understanding representations of textual contents.

• We design a hybrid attention mechanism to extract the most distinct word-
level information based on label embeddings and semantic understanding for
different labels.

• Experiments results demonstrate that our model outperforms the baseline
methods and achieve the state-of-the-art performance on the dataset AAPD
and RCV1-V2.
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Fig. 1. The Overview of Our Proposed Model. get denotes the global embedding of the
t-th label. The inputs of our model are word embeddings imported into the bidirectional
LSTM and h is hidden states of the bidirectional LSTM. MDC denotes the multi-
level dilation convolution for capturing semantic understanding and g is the output of
the MDC. The hybrid attention mechansim is composed of two parts: st is the most
relevant semantic understanding of the t-th label and s′

t is the most relevant word-level
information based on semantic understanding st.

The whole paper is organized as follows. We describe our model in Sect. 2. In
Sect. 3, we present the experiments and make analysis. Section 4 introduces the
related work. Finally, in Sect. 5, we conclude this paper and explore the future
work.

2 Proposed Method

In the following, we introduce our proposed method to improve the conven-
tional neural network models for multi-label text classification. First, we give an
overview of our model. Second, we explain the details of the proposed model,
consisting of two components: multi-level dilated convolution (MDC) as well as
hybrid attention mechanism.

2.1 Overview

Multi-label text classification can be formulated as below. Given the label space
with L labels ζ = {l1, l2, . . . , lL}, a text sequence x containing n words, the task
is to assign a subset y in the label space ζ to x.

An overview of our proposed model is shown in Fig. 1. First, all labels will be
initialized into global embeddings, which can be trainable. Then, a text sequence
x is encoded to the hidden states using a bidirectional LSTM. After capturing
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the semantic understanding of the text by the MDC layer, we design a hybrid
attention mechanism with the purpose of extracting the most distinct infor-
mation for different labels. Finally, results can be predicted based on semantic
understanding representations and word-level information.

2.2 Multi-level Dilated Convolution

Let (w1, w2, . . . , wn) be a sentence with n words and wi is the index of the i-
th word in vocabulary. We first embeded wi to an embedding vector xi by an
embedding matrix E ∈ R

k×|V |. Here, V is the size of the vocabulary and k is
the dimension of the embedding vector.

We use a bidirectional LSTM [7] to read the text sequence x from both
directions and compute the hidden states for each word,

−→
hi =

−−−−→
LSTM(

−−→
hi−1, xi) (1)

←−
hi =

←−−−−
LSTM(

←−−
hi−1, xi) (2)

We obtain the final hidden representation of the i-th word by concatenat-
ing the hidden states from both directions, hi = [

−→
hi ;

←−
hi ], which embodies the

information of the sequence centered around the i-th word.
On top of the representations generated by the bidirectional LSTM, we apply

a multi-layer convolutional neural network to generate semantic understanding
representations. To be specific, our CNN is a three-layer one-dimensional CNN
without any form of pooling or strided convolution. Following the previous work
[9], we use one-dimensional convolution with the number of channels equal to the
number of units of the hidden layer, so that the information at each dimension
of one representation will not be disconnected.

A special design for the CNN is the implementation of dilated convolution.
Dilation has achieved great developments in semantic segmentation in computer
vision in recent years [25,28] and it has been applied in NLP [8]. Dilated con-
volution refers to convolution inserted with “holes” so that it can remove the
negative effects such as information loss and expand the receptive fields at the
exponential level without the increasing number of parameters. Thus, the dilated
convolution can capture the long-term dependency. Therefore, we implement a
multi-level dilated convolution with different dilation rates at different levels.

Since the same dilation rates with common factor, which can cause gridding
effects, we apply MDC with different dilation rates. Following the work in [25],
which has given the relationship of dilation rates in each layer, we set the dilation
rates to [1, 2, 3] and the number of convolution layers to 3 in our experiments.
Thus, the gridding effects can be avoided and the top layer to process information
between longer distance can also be allowed without loss of coverage. Therefore,
our MDC can generate semantic understanding representations at phrase level
with small dilation rates and those at sentence level with large rates.
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Fig. 2. The Structure of Multi-level Dilated Convolution. The kernel size is 2 and
dilation rates is [1, 2, 3].

As Fig. 2 shows, on top of the word-level information from the bidirectional
LSTM, the semantic understanding representations g can be formulated as
follows.

g = MDC(h) (3)

Here, MDC is a three-layer dilated convolution and dilation rates are set to
[1, 2, 3]. The final output of semantic understanding by MDC is set to g =
{g1, g2, . . . , gj , . . . , gm} and the word-level information is hidden states from the
bidirectional LSTM, where h = {h1, h2, . . . , hi, . . . , hn}. Besides, the dimension
of semantic understanding gj is equal to the one of hi.

2.3 Hybrid Attention Mechanism

As we have obtained the word-level information from the bidirectional LSTM and
semantic understanding representations from MDC, we design a type of attention
mechanism to capture distinct word-level and high-level semantic information for
different labels. Different from most of multi-label neural network models, which
only obtain a shared representation, we initialize global embeddings for each
label, helping capture the most relevant textual information corresponding to
the label itself.

Motivated by multi-step attention [5] (i.e., a type of multi-hop attention
mechanism), we design two hops attention. The first hop attends to the high-level
information from MDC and the second hop attends to the word-level information
based on the first attention. Details of this process can be described as follows.

For each label embedding, it not only attends to the word-level information
from the bidirectional LSTM but also attends to the semantic understanding rep-
resentations from MDC. In our model, each label first pays attention to semantic
understanding representations from MDC to obtain the most relevant semantic
information with itself and generate a new representation based on the atten-
tion. Then, the new representation from the global embedding of label and the
semantic understanding attends to the word-level information from the bidirec-
tional LSTM with the guidance of the semantic understandings, mitigating the
irrelevance and redundancy of textual contents.
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To be specific, the global label embedding matrix can be initialized randomly
as a trainable matrix GE, where GE ∈ R

k×L. For each label embedding get, it
first attends to the semantic understanding g and generates a new representation
st, where t ∈ {1, 2, . . . , L}.

st =
m∑

j=1

αtjgj (4)

αtj =
exp(etj)∑m
k=1 exp(etk)

(5)

etj = vT
a tanh(Wa[get; gj ]) (6)

Then the new representation st attends to the word-level information h from the
bidirectional LSTM and generates another representation s′

t, which is below.

s′
t =

n∑

i=1

αtihi (7)

αti =
exp(eti)∑n

k=1 exp(etk)
(8)

eti = vT
a tanh(Wa[st; hi]) (9)

In the final, we obtain the distinct representation s′
t for each label t, containing

word-level information and high-level semantic understanding representations.

2.4 Output Layer

we use a fully connected layer to get a new representation rt for each label.
Thereafter, we use the sigmoid cross entropy loss as the loss function for the
model, which is formulated as:

ε =
L∑

t=1

[ytlogŷt + (1 − yt)log(1 − ŷt)] (10)

where
ŷt = 1/(1 + exp(−rt)), ŷt ∈ [0, 1] (11)

where ε is the loss, ŷt is the probability of that r belongs to the t-th label, yt is
the target probability.

3 Experiments

In this section, we evaluate our proposed methods on two datasets. We first
introduce the datasets, evaluation metrics, experimental details, and all base-
lines. Then, we compare our model with those baseline methods. Finally, we
give the analysis and discussion of experimental results.
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3.1 Datasets

Arxiv Academic Paper Dataset (AAPD)1: This dataset is provided by
[27]. It contains the abstract and corresponding subjects of 55,840 papers in the
computer science field from Arxiv 2. An academic paper may have multiple sub-
jects and there are 54 subjects in total. To be specific, the training set contains
around 53,840 samples, while the validation and test set contain 1000 samples.
Reuters Corpus Volume I (RCV1-V2)3: This dataset is provided by [14].
It consists of over 800,000 manually categorized newswire stories available by
Reuter LTd for research purpose. Multiple topics can be assigned to each
newswire and there are 103 topics in total. To be specific, the training set con-
tains around 802,414 samples, while the validation and test set contain 1000
samples.

This statistical characters of the two datasets are shown in Table 1.

Table 1. Statistical characters of dataset AAPD and dataset RCV1-V2.

Dataset Total samples Label sets Words/Sample Labels/Samples

AAPD 55, 840 54 163.42 2.41

RCV1-V2 804, 414 103 123.94 3.24

3.2 Evaluation Metrics

Following the previous work [2,30], we choose hamming loss and micro-F1 to
evaluate the performance of our model. Micro-precision and micro-recall are
also reported in experimental results. Hamming loss [20] evaluates the fraction of
misclassified instance-label pairs, where a relevant label is missed or an irrelevant
is predicted. Micro-F1 [16] refers to the weighted average of the precision and
recall, which is calculated by counting the total true positives, false negatives,
and false positives.

3.3 Experimental Details

The word vectors are initialized using 300 dimensional Glove vectors [18]. Mean-
while, the trainable label embeddings are initialized randomly as 300 dimen-
sion vectors. We extract the vocabularies from the training sets. For the AAPD
dataset, the size of the vocabulary is 30,000 and the unfound words in word vec-
tors are replaced with unk. Each text is truncated at the length of 250. Besides,
the hidden sizes of the LSTM are 150 and the number of LSTM layers is 2. For
the RCV1-V2 dataset, the size of vocabulary is 50, 000 and the unfound words
1 https://github.com/lancopku/SGM/.
2 https://arxiv.org/.
3 http://www.ai.mit.edu/projects/jmlr/papers/volume5/lewis04a/lyrl2004 rcv1v2

README.htm.
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are replaced with unk. Each text is truncated at the length of 250. There are
two LSTM layers and its size is 150.

We implement our experiments in Tensorflow on an NVIDIA 1080Ti GPU.
In the experiments, we use Adam [12] optimization method to minimize the
cross entropy loss on the training data. For the hyper parameters of the Adam,
we set the learning rate α = 0.0001, two momentum parameters β1 = 0.9 and
β2 = 0.999 respectively, and ε = 1 × 10−8. In addition, we utilize the dropout
regularization [22] to avoid overfitting problems and clip the gradients [17] to
the maximum norm of 10.0. During the training process, we train the model
for fixed epochs and monitor its performance on the validation set. Once the
training is finished, we will select the model with the best micro-F1 score on the
validation set as our final model, which can be saved in the training process, and
evaluate its performance on the test set.

Table 2. Comparison between our model and baseline methods on two datasets. HL,
P, R and F1 denote hamming loss, micro-precision, micro-recall, micro-F1. The symbol
“↑” indicates that the higher the value is, the better the model performs. The symbol
“↓” is the opposite.

Method HL (↓) P (↑) R (↑) F1 (↑)

(a) Performance on the dataset AAPD.

BR 0.0316 0.644 0.648 0.646

CC 0.0306 0.657 0.651 0.654

LP 0.0312 0.662 0.608 0.634

CNN 0.0256 0.849 0.545 0.664

CNN-RNN 0.0278 0.718 0.618 0.664

SGM 0.0245 0.748 0.675 0.710

Our Model 0.0233 0.741 0.730 0.736

(b) Performance on the dataset RCV1-V2.

BR 0.0086 0.904 0.816 0.858

CC 0.0087 0.887 0.828 0.857

LP 0.0087 0.896 0.824 0.858

CNN 0.0089 0.922 0.798 0.855

CNN-RNN 0.0085 0.889 0.825 0.856

SGM 0.0075 0.897 0.860 0.878

Our Model 0.0073 0.881 0.887 0.884

3.4 Baseline Methods

In the following, we introduce the baseline methods for comparison for both
datasets.
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• Binary Relevance (BR) [1] transforms the MLC tak into multiple single-
label classification.

• Classifier Chains (CC) [19] transforms the MLC task into a chain of binary
classification problems to model the correlations between labels.

• Label Powerset (LP) [24] creates one binary classifier for every label com-
bination attested in the training set.

• CNN [11] uses multiple convolution kernels to extract text feature, which
then input to the linear transformation layer followed by a sigmoid function
to output the probability distribution over the label space.

• CNN-RNN [2] utilizes CNN and RNN to capture both global and local
textual semantics and model label correlations.

• Sequence Generation Model (SGM) [27] is a sequence-to-sequence model
with the attention mechanism for multi-label classification respectively.

Following the previous work [2], we adopt the linear SVM as the base classifier
in BR, CC and LP, which are implemented by Scikit-Multilearn [23], an open
source library for the MLC task. Additionally, We tune hyper parameters of all
baseline methods on the validation set based on the micro-F1 score.

3.5 Experimental Results

In this section, we report the results of our model and all baseline methods on
the test sets. The experimental results of our model and baseline methods on the
dataset AAPD are shown in Table 2. Results show that our proposed model give
the best performance in the hamming loss and micro-F1. Our model achieve a
reduction of 26.26% hamming loss and an improvement of 13.9% micro-F1 score
over the most ordinarily used baseline method BR. Besides, our model outper-
forms other traditional deep learning models by a large margin. For example, the
proposed model achieves a reduction of 8.98% hamming loss and an improvement
of 10.8% micro-F1 score over traditional CNN model.

Table 2 shows the results and the baselines on the RCV1-V2 test set. Similar
to the experimental results on the AAPD test set, our model still performs all
baseline methods by a large margin in main evaluation metrics. This further
confirms that our model can have significant advantages over previous work on
large datasets.

3.6 Ablation Test

To evaluate the effectiveness of our proposed model, we propose an ablation test
for our model. We remove some certain modules so that their effects can be
obviously compared. To be specific, we evaluate the performance of five models
on the dataset RCV1-V2, which are model without attention, one with only
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Table 3. Performance of the models with different modules on the dataset RCV1-V2
test set. HL, P, R, F1 denote hamming loss, micro-precision, micro-recall, micro-F1.

Method HL(↓) P(↑) R(↑) F1(↑)

Without 0.0087 0.914 0.821 0.865

Word-level 0.0086 0.889 0.847 0.867

Semantic 0.0078 0.881 0.875 0.878

Conventional 0.0077 0.884 0.870 0.877

Our Model 0.0073 0.881 0.887 0.884

attention to word-level information from LSTM, one with only attention to
high-level semantic understanding from MDC, one with conventional atten-
tion based on MDC and our model. Thus, each module of our model, including
MDC and hybrid attention, can be evaluated well without the influences of the
other modules.

The results in Table 3 report that our model still performs the best. We can
find that the high-level semantic understanding from MDC contributes much to
the performance of our model for multi-label text classification, which achieves
an improvement 1.50% micor-F1 score over the model without attention. More-
over, the model with a conventional attention mechanism based on MDC, which
learns a shared representation for each label, only achieves similar performance
with the model based on MDC. Therefore, the conventional attention mechanism
makes little contributions in multi-label text classification. Our proposed model,
consisting of MDC and the hybrid attention mechanism, can improve the per-
formance of multi-label text classification based on the word-level information
and high-level semantic understanding of textual contents.

3.7 Attention Visualization

When our model predicts different labels, there are distinctness in the contribu-
tions of different words. Our model can select the most relevant words for each
label by utilizing the hybrid attention mechanism. The visualization of the word-
level attention mechanism is shown in Table 4. According to Table 4, when our
model predicts label “CL”. It can automatically assign larger weights to more rel-
evant words are like “sentence”, “memory”,“recurrent”, and so on. For the label
“CV”, Table 4 shows that the selected words are “image”, “visual”, “videos”,
etc. This shows that our proposed model is able to consider the differences in
the contributions of word-level contents and select relevant words automatically
based on semantic understanding and label embedding when predicting different
labels.
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Table 4. An example abstract in the dataset AAPD. We extract three informative
sentences. This abstract is assigned two labels: “CL” and “CV”, which are denoted as
computational language and computer vision.

(a) Visual analysis when predicting label “CL”.

• generating descriptions for videos has many applications

including assisting blind people and human robot interaction
•many of the proposed methods for image captioning rely on pre trained

object classifier cnns and long short term memory recurrent networks

• we show how to learn robust visual classifiers from the weak
annotations of the sentence descriptions

(b) Visual analysis when predicting label “CV”.

•generating descriptions for videos has many applications
including assisting blind people and human robot interaction
•many of the proposed methods for image captioning rely on pre trained

object classifier cnns and long short term memory recurrent networks

• we show how to learn robust visual classifiers from the weak
annotations of the sentence descriptions

4 Related Work

The current methods for the MLC task can be categorized into three types:
problem transformation, algorithm adaptation, and neural network models.

Problem transformation methods regard the MLC task into multiple single-
label learning tasks. BR [1] algorithm is a straightforward method to decompose
a multi-label learning problem into independent binary classification problems.
In order to model label correlations, CC [19] transforms the MLC task into a
chain of binary classification problems, where subsequent binary classifiers in
the chain are build upon the predictions of preceding ones. LP [24] transforms
the MLC task into a multi-class problem with a classifier trained on all unique
label combinations. However, the computational efficiency and performance of
these methods are challenged by applications with massive labels and samples.

Algorithm adaptation methods extend specific learning algorithms to han-
dle multi-label data directly. Multi-Label Decision Tree [3] adopts decision tree
technology to deal with multi-label problems by utilizing an information gain
criterion. Ranking Support Vector Machine [4] minimizes the empirical ranking
loss and enables to handle nonlinear cases with kernel tricks to adapt maximum
margin. Multi-Label k-Nearest-Neighborhood [30] is the first lazy learning app-
roach, which utilizes maximum a posteriori to determine the label sets for the
unseen instances instead of considering label correlations. Adaboost. MR [21]
is an improved boosting algorithm to tackle the MLC task on text and speech
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categorization tasks. [15] propose a novel joint learning algorithm that allows
the feedbacks to be propagated from the classifier for the current label.

In recent years, some neural networks models have been used for the MLC
task. [29] utilizes fully connected neural network with pairwise ranking loss
function. [13] utilizes word embeddings based on CNN to capture label cor-
relations. CNN and RNN are combined to perform classification in [2]. Recently,
[27] regards the multi-label text classification as a sequence generation prob-
lem to capture the correlations among labels. For reducing the dependence on
the label order in [26,27] proposes a sequence-to-set framework utilizing deep
reinforcement learning.

5 Conclusion

In this paper, we propose our model based on the multi-level dilated convolution
and the hybrid attention mechanism, which can extract the word-level informa-
tion and high-level semantic understanding representations. Experimental results
show that our model can significantly outperform the baseline methods. Further
analysis of experimental results demonstrate that our model not only can cap-
ture the semantic understanding from MDC but also can select the most distinct
words automatically for different label. In the future work, we plan to conduct
more experiments on other multi-label datasets to fully prove the usefulness of
our model.
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Abstract. This demo designs and implements a system called FMQO
that can support multiple query optimization in federated RDF systems.
Given a set of queries posed simultaneously, we propose a heuristic query
rewriting-based approach to share the common computation during eval-
uation of multiple queries. Furthermore, we propose an efficient method
to use the interconnection topology between SPARQL endpoints to fil-
ter out irrelevant sources and join intermediate results during multiple
query evaluation. The experimental studies over both real federated RDF
datasets show that the demo is effective, efficient and scalable.

1 Introduction

Many data providers publish their datasets using open standards such as RDF
[1]. RDF is a self-describing data model that represents data as triples of the form
〈subject, property, object〉 for modelling information in the Web, while SPARQL
is a query language to retrieve and manipulate data stored in RDF format. Many
data providers publish and store their RDF dataset at their own autonomous
sites some of which are SPARQL endpoints that can execute SPARQL queries.

To integrate and provide transparent access over many SPARQL queries,
federated RDF systems have been proposed [2–4,6], in which, a control site is
introduced to provide a common interface for users to issue SPARQL queries.
A popular federated RDF benchmark—FedBench [5]—is often used to evaluate
the performance of the federated RDF systems.

However, existing federated RDF systems only consider query evaluation for
a single query and miss the opportunity for multiple query optimization. In real
application, many SPARQL queries are often posed simultaneously, and there is
room for sharing computation when executing these queries. Thus, it is desirable
to design a system that can support multiple SPARQL query optimization.

In this demo, we design and implement a system called FMQO that can
rewrite a set of SPARQL queries posed simultaneously into a smaller set of
rewritten query and then send it to relevant SPARQL endpoints, which can save
both the number of remote accesses and query response time. As we rewrite

c© Springer Nature Switzerland AG 2019
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multiple queries with commonalities, we consider both “OPTIONAL” and “FIL-
TER” clauses of SPARQL. This allows us significant rewrite opportunities.

In addition, FMQO optimizes source selection and partial match joins in
federated RDF systems. FMQO utilizes the topology structures of SPARQL
endpoints for source selection, and merges partial match joins during multiple
query processing to avoid duplicate computation in federated RDF systems.

Technical details of FMQO have been published in our previous paper [2] and
are summarized in Sect. 2 of this paper. In this demonstration paper we present
the prototype system architecture and functionality.

2 System Architecture

FMQO consists of a control site as well as some SPARQL endpoints. The control
site is amenable to receive a SPARQL query Q and decomposes it into several
subqueries that are sent to relevant SPARQL endpoints. Assume that several
subqueries that are sent to the same SPARQL endpoint share common sub-
structures. To improve the query performance, the control site rewrites them
into fewer rewritten queries. Results of decomposed subqueries are returned to
the control site and joined together to form complete results presented to users.

There are five components in FMQO: query decomposition and source selec-
tion, query rewriting, local evaluation, postprocessing and partial match join (see
Fig. 1). Note that only local evaluation is conducted over the remote SPARQL
endpoints and the other four steps work at the control site.

Fig. 1. Scheme for federated SPARQL query processing

Query Decomposition and Source Selection. FMQO first decomposes a
query Q into a set of subqueries expressed over relevant SPARQL endpoints.
FMQO utilizes the interconnection structure among different SPARQL end-
points to filter out irrelevant SPARQL endpoints. Given a query Q and the topol-
ogy graph of SPARQL endpoints, the system find all homomorphism matches.
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If a subquery of Q does not map to a SPARQL endpoint s in any match, s is
not a relevant endpoint of the subquery.

Then, given a batch of SPARQL queries {Q1, ..., Qn}, the system obtain
subqueries Q = {q11@S(q11), ..., q

m1
1 @S(qm1

1 ); q12@S(q12), ..., q
m2
2 @S(qm2

2 ); ...;
q1n@S(q1n), ..., qmn

n @S(qmn
n )}, where {q1i @S(q11), ..., q

mi
i @S(qmi

i )} come from orig-
inal SPARQL query Qi and S(qji ) is the set of relevant SPARQL endpoints for qji .

Query Rewriting. After the first step, there are multiple subqueries. The set
of subqueries that are planned to be sent to the same SPARQL endpoint provides
an opportunity for multiple query optimization. The control site uses FILTER
and OPTIONAL operators to rewrite these subqueries as a single query. Figure 2
illustrates our rewiring strategy, using OPTIONAL followed by FILTER.

Given subqueries q11@{GeoNames}, q12@{GeoNames} and q13@
{GeoNames} in Fig. 2, the triple pattern “?l g:name “Canada”” is selected in
the first step. It hits the three subqueries. The system divide them into two
equivalence classes {q11}, {q12 , q13} according to the query structure. Then, q12 and
q13 are rewritten by using FILTER operator. Finally, the system rewrites the
three queries using OPTIONAL operator using “?l g:name “Canada””.

Fig. 2. Rewriting queries using OPTIONAL and FILTER operators

Assume that the SPARQL endpoint s is assigned a set of subqueries Qs =
{q1s , ..., qns }. After query rewriting, the system obtains a set of rewritten queries
Q̂s (|Q̂s| ≤ |Qs|) that will be sent to the SPARQL endpoint s. Each rewritten
query comes from a subset of Qs.

Local Evaluation. After query rewriting, the system rewrites subqueries into a
set of rewritten queries Q̂s. The system send the set of rewritten queries to their
relevant SPARQL endpoints and evaluate them there. Local evaluation results
will be return back to the control site.
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Postprocessing. The local evaluation results from evaluating Q̂s over the
SPARQL endpoints are a superset of evaluating the original subqueries Qs.
Therefore, the control site necessitates a postprocessing step to check each local
evaluation result against each query in Qs. In this demo, FMQO propose a
postprocessing method which only requires a linear scan on the local evaluation
results of the rewritten queries.

Partial Match Join. For each subquery qji in Q, collecting the matches at
each relevant SPARQL endpoint in S(qji ), we can obtain all its matches. Assume
that an original query Qi (i = 1, ..., n) is decomposed into a set of subqueries
{q1i @S(q1i ), ..., q

mi
i @S(qmi

i )}, we obtain query results of Qi by joining the results
of q1i , ..., and qmi

i . Considering the context of multiple SPARQL queries over a
federated RDF system, we can merge some joins to avoid duplicate computation
in join processing.

3 Demonstration

In this demo, we use a famous comprehensive benchmark suite for testing and
analyzing both the efficiency and effectiveness of federated RDF systems, Fed-
Bench [5], to show the demonstration of FMQO.

Figure 3 demonstrates the experimental result when users submit two queries
at once. In Fig. 3(a), users input two queries at one time. In Fig. 3(b), FMQO
decomposes them into multiple subqueries over relevant SPARQL endpoints,
rewrites the subqueries over the same SPARQL endpoint into fewer rewritten
subqueries, sends the rewritten queries to relevant SPARQL endpoints for eval-
uation and joins the results to form complete results. More demonstration could
be referred with “http://39.98.70.144:8088/FMQO”.

Fig. 3. Demonstration of FMQO

http://39.98.70.144:8088/FMQO
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4 Conclusion

In this demo, we design and implement a federated RDF system called FMQO
that can support multiple query optimization. FMQO rewrites queries into equiv-
alent queries that are more efficient to evaluate while optimizing source selection
and partial match joins in federated RDF systems.
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Abstract. In this paper, we present DataServiceHatch, a Web-based
system that semi-automatically converts relational databases and stream
data sources into Web Services and answers continuous queries on both
traditional database tables and data streams by composing Web Services,
rather than accesses databases or big data stream infrastructures directly.
This can help organizations to unify the access entrance of all their data
sources with just a few simple configurations and avoid exposing their
data directly. DataServiceHatch also provides mechanisms to remove the
need for manually writing a complex SQL-like query expression or service
composition plan to answer a continuous query on data streams.

Keywords: Data stream · Big data · Data service ·
Service composition · Continuous query

1 Introduction

Modern business organizations often have multiple application systems, and they
need to share data across various systems. Data services [1] provide a flexible,
controlled and standardized approach to access or query an organization’s data
sources without exposing its databases directly. There are some earlier research
work and tools on encapsulating data from relational databases based on Web
Services technologies [1,2], and on integrating the database tables based on Web
Services [3]. Recently, with the development of IoT (Internet of Things) sys-
tems and the emergency of distributed stream processing systems like [4–6],
data stream becomes a kind of important data source. However, the existing
work doesn’t support automatic encapsulation and integration of data streams,
especially the data streams generated from distributed stream processing sys-
tems. As a step towards automatically access and integration of any types of data
sources based on data services, in this paper, we demonstrate DataServiceHatch,
c© Springer Nature Switzerland AG 2019
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a Web-based system that supports semi-automatic service generation and com-
position for continuous query on data streams. DataServiceHatch is designed to
be used by developers to reduce their burden of manually writing code to encap-
sulate data sources into data services and manually compose the data services
to answer a continuous query on multiple data streams.

2 System Overview

DataServiceHatch abstracts “continuous data services” as views over streams.
Being the same as a table view in a database, a view over streams can be seen as
a function that maps a set of input data streams into an output data stream. In
Fig. 1, this is represented as that the continuous data service subscribes the input
streams and publishes the output stream. Each service has service operations
and data and/or time constraints description on the input/output streams. User
queries can be transformed into SQL-like query over data streams with time
constraints. The mediator selects the services that can be combined to answer
the submitted query using our continuous data service composition algorithm,
which is mainly based on the techniques of query rewriting on views over streams.
Then, it generates a composite service as an execution plan for the query, execute
the composite service and push results to the users continuously.

Fig. 1. Overview of the proposed approach

Implementation of the data service composition algorithm is available on
Github1. Different from the traditional data service model, data services for
queries on data streams need to continuously update service responses and con-
sider temporal constraints (and this is why we call it “continuous data service”).
In our approach, every service is implemented as a Spark Streaming [4] job.
The underlying data streams are subscribed (represented as “sub” in Fig. 1) by
1 https://github.com/declouddataservice/servicecomposition.

https://github.com/declouddataservice/servicecomposition


404 G. Wang et al.

continuous data services based on Kafka [6]. And the outputs of a service are
published (represented as “pub” in Fig. 1) to Kafka, which can be subscribed by
other services. For those Web based clients, we expose continuous data service
as REST-like APIs over HTTP protocol based on Web-based push technology.
It allows continuous data services to push query results to clients continuously.

Continuous Data Services Composition. In order to answer queries over
multiple data sources, one feasible solution is to model services as parameter-
ized views over data sources, and compose the services using a query rewriting
approach based on the service model. Every view has two components: data
part and time constraints part. So that We can find the containment relation-
ship by checking the containment relationship of both the data part and time
constraints part between the query and the rewriting. This method extends the
existing Bucket or MiniCon algorithm [7] for “answering queries using views”
on finite data that only checks the containment relationship of the data part. In
our algorithm, we determine input and output parameters and parameter values
of service operations and add new attribute constrains to the view of a service
when the service is instantiated.

Finding and composing the relevant services for answering queries is a NP-
complete problem. For efficiency, we not only make use of the methods from
Bucket or MiniCon algorithm to prune efficiently the set of data sources using
the source description, but also firstly prune those data services whose time
constrains are not compatible with the time constraint of the query, which can
often avoid a lot of computation. Details of the algorithm can be found in our
papers [8].

Fig. 2. User query interface
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3 Demonstration Overview

The demonstration (demo. video is presented at2) shows how a continuous query
can be answered by using the public services shared by other developers. In
the demonstration, we present a user “orgA” as a service producer and “orgB”
as a service consumer for simplicity. The user “orgA” registers several data
sources like vesselinfo, vesseltraj, vesseltravelinfo etc. as stream source services.
Then “orgA” creates several services and service instances and publishes them
to “service hall” to share with other applications. The user “orgB” submits a
query Q, asking every four seconds for vessels information (e.g. mmsi, draught,
destination, etc.) with speed greater than 40 km/h within the last five seconds.
Using DataServiceHatch, “orgB” can submit the query by selecting the output
attributes, data constraints and time constraints as shown in the left part of
Fig. 2, reducing the tedious work of editing a complicated SQL sentence (the
advantage is especially apparent when it involves multiple data sources in a
query). The candidate service composition plans can be generated automatically
and presented to users. Then the user “orgB” can select one from the candidate
plans, review the detailed services and service instances in this plan and execute
it. Results can be previewed and the composition plan can be published as a
new service for sharing.

Acknowledgments. This work is supported by Beijing Natural Science Foundation
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Abstract. Mobile phone data contain the information of each inter-
action between mobile phones and telecommunication infrastructures.
These data provide a wealth of information about urban dynamics and
human activities since each mobile phone can be seen as a sensor that
senses the geographic position of the subscriber holder in real time. In
this paper, we introduce an open-source and web-based data visualization
tool for analyzing and displaying people flow information using mobile
phone data. The developed tool provides users a user-friendly interface
for data visualization. We demonstrate how to install and display this
tool by using real mobile phone data.

Keywords: Data visualization · Mobile phone data · People flow

1 Introduction

Due to the increasing popularity of mobile phones, telecom companies have col-
lected a large amount of mobile phone data recording when people enter and
leave a specific area. That is, a mobile phone will interact with a base station
when the mobile user enters the base station range until the user leaves. Actu-
ally, mobile phone data are better than the social media communication data
for human mobility analysis because they reflect a larger set of users’ mobility
information at a high rate [1]. Therefore, how to visualize such large amounts of
mobile phone data effectively and efficiently becomes an essential challenge for
people who want to utilize these data. For example, urban managers can forecast
emergent events with the help of people flow visualization technology [2], if the
system detects that the population overgrows around a specific area, something
special will be likely to occur, e.g. an illegal gathering or a soccer match. Then
the government should take emergency measures for safety guarantee.

In the prior literature, there already exist some tools for visualizing mobile
phone data. The on-line visualization application BDP [3] can be used to display
spatio-temporal data. However, users need to upload their data to the server
when they use this application to perform a data presentation task. That may
infringe mobile phone users’ privacy potentially since this information reveals the
c© Springer Nature Switzerland AG 2019
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traces of mobile phone users. In addition, the on-line tool always has a limit on
the data volume. Displaying millions of tuples on the on-line data visualization
tool is not an easy task. Other visualization software such as [4,5] is designed
for a specific task and not applicable to general people flow analysis.

In this paper, we process the raw mobile phone data on the Spark platform. In
order to provide users a free and general mobile phone data presentation solution
for people flow analysis, we develop a visualization tool named People Flow
Analysis Visualization Tool (PFAVT for short) for people flow analysis and result
presentation. PFAVT is an open-source software that is available publicly on this
program’s GitHub homepage (https://github.com/godisfair/PFAVT). Users can
deploy PFAVT on Linux or Windows operation system since this tool is a cross-
platform software. With PFAVT, users are able to display millions of data and
no programming required anymore.

The rest of this paper is organized as follows: we introduce the system design
of PFAVT in Sect. 2, and the demonstration process will be covered in Sect. 3.

2 System Design

The PFAVT system follows the client-server architecture and is composed of
three components: data process, client and server, as shown in Fig. 1. Data pro-
cess pre-processes raw mobile phone data on Apache Spark. Client mainly con-
tains a browser and storage medium for storing data. Server consists of an HTTP
server and the Back-end. We present the main components as follows:

Fig. 1. PFAVT architecture

Data Process. Raw mobile phone data need to undergo a series of process
steps before being displayed on PFAVT. We use Apache Spark which is a unified
analytics engine for large-scale data processing as our data process platform

https://github.com/godisfair/PFAVT
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because raw mobile phone data size always reaches TB even PB level. For people
flow analysis, the data process generally consists of two steps: aggregation and
sorting. Those operations can be accomplished with the help of spark RDD and
DataFrame mechanism.

Client. PFAVT provides a user-friendly web interface for users to interact with
the server. We use web languages (HTML, CSS, JavaScript) to develop its inter-
face which provides useful visual feedback. We adopt a JavaScript library –
Echarts to display heatmap and statistical charts. In order to address low data
transmission rate problem between client and server, big data sets are usually
stored on the client side.

Server. To address cross-platform compatibility issues, we use Apache which
is an open-source HTTP server for modern operating systems including UNIX
and Windows as PFAVT’s HTTP server, whereas the Back-end is managed by
Hypertext Preprocessor–PHP. In the data access layer, we program on thinkphp
framework to control presentation logic and data flow.

3 Demonstration

In this paper, we use Windows 7 as our experiment platform. Our tool runs on
Apache 2.4.37, PHP 7.2.12 and MySQL 5.7.17. Users can also deploy PFAVT on
Linux or Windows since PFAVT is a cross-platform software. Our experimental
data are the mobile station data of Yancheng between September 1 and 30, 2018.

3.1 Installation and Deployment

Users need to install Apache to the server host the same as the installation
and deployment processes of other web-based applications. Then download our
program from PFAVT’s GitHub page, set its /public directory as Apache’s web
page directory. After that, users can access PFAVT on the same host through a
browser.

3.2 Processing Data

Mobile phone data is collected from thousands of base stations by China Mobile
Jiangsu (CMJC). The original mobile phone data set is not aggregated and out-
of-order. Hence it is essential to aggregate these data every hour and arrange
these data in chronological order. That work is done on the CMJS’s data center.
We process raw data on Spark using Python language, the processed data are
organized as a form of (lng, lat, time, num), which lng and lat are the longitude
and latitude coordinates of each base station, time represents the time interval
of every hour, num is the number of mobile phones connected to the base station
during that time interval.
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Fig. 2. The demonstration of effects

3.3 Data Visualization

Generally, the presentation process is divided into five steps as illustrated in
Fig. 2. First, PFAVT provides three choices for users to select the main map:
route map, heatmap, and dynamic heatmap. Then users need to select a map
type and upload corresponding formatted data. After that, we provide some
additional charts for users to choose from. Users can add some additional charts
to express their results by clicking on the button and upload corresponding data
once again. The presentation effect is shown in Fig. 2. Experiments show that
PFAVT is able to effectively display data up to millions of levels.
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Abstract. This demo presents NativeHelper, a bilingual Chinese-English
sentence search engine that aims to provide assistance for non-English
academic writers. As opposed to most existing bilingual sentence search
engines that rely heavily on parallel corpora, our system is built on mono-
lingual sentence corpus and bilingual dictionaries which are more readily
available. The system is implemented based on a large-scale English sen-
tence database and a simple yet practically efficient bilingual language
model. A screen cast is available at https://www.youtube.com/watch?
v=oNYOYPDeTyM.

Keywords: Sentence retrieval · Bilingual search engine ·
Academic writing · Bilingual language model

1 Introduction

As most high-quality academic papers are written in English, English writing
becomes a critical skill for researchers. However, for most researchers from non-
English speaking backgrounds, how to express ideas in English correctly and
natively is often a challenge. Recently, bilingual sentence search engines, e.g.,
Youdao and JuKuu, have become popular tools that provide assistance for non-
native English writers. The results of bilingual sentence search engines, which
is typically retrieved from parallel corpus provided by human annotators, is of
higher quality than that of automatic machine translation. However, construct-
ing a large scale parallel corpus is a labor-intensive and time-consuming work,
making parallel corpus generally of limited size. Therefore, most bilingual sen-
tence search engines may suffer from low coverage and insufficient diversity.

To address this problem, we introduce a novel bilingual Chinese-English sen-
tence search engine named NativeHelper. The proposed system reduces the need
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for bilingual resources by using monolingual sentence corpus combined with a
dictionary-based mapping technique. Because of the high quality and the large
scale of the monolingual corpus, the proposed system tends to provide more
precious and diverse results than existing bilingual sentence research engines.
Further, it supports interactive exploration of search results to provide compre-
hensive guidance for the usage of the target language.

2 System and Main Components

The architecture of the NativeHelper system is depicted in Fig. 1, in which two
major components are highlighted. The Sentence Database component aims to
construct a large number of high-quality English sentence database. The Sen-
tence Retrieval Engine component, is composed of two parts: Query Processing
and Sentence Matching, which are responsible for transforming the query in the
source language (Chinese) into the target language (English) and calculating the
relevance of each candidate sentence, respectively.

English 
Sentence

Corpus

Chinese Query

English 
Query 

ExpansionsBilingual 
Sentence  

Language Model

English
Sentence

Corpus

Chinese Query

English 
Query 

ExpansionsBilingual
Sentence

Language Model

Sentence Database

Sentence Matching Query Processing

Bilingual Word 
Embeddings

Sentence Retrieval Engine

Fig. 1. The system architecture of NativeHelper

2.1 Sentence Database

To ensure the quality of the English sentence corpus, several well-known online
academic digital libraries, i.e., ScienceDirect and Springer Link, are selected as
the data resources. We develop targeted crawler to download academic papers
from these websites and convert all the PDFs to text. The raw text generated is
often noisy as the layout information of PDFs cannot be always well recognized,
thus we apply sentence boundary detection techniques [1] combined with hand-
crafted rules to identify the whole sentences.
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2.2 Sentence Retrieval Engine

The key task of sentence retrieval engine is to evaluate the relevance of English
sentences w.r.t. user’s Chinese queries. To this end, we propose a simple yet
practically effective bilingual language model.

Formally, given a query Q in the source language (Chinese) and a sentence
S′ in the target language (English), the bilingual language model is defined as:

p(Q|S′) = max
Q′∈Q′

p(Q|Q′) · p(Q′) · p(Q′|S′) (1)

where Q′ is the set of all possible translations of Q in the target language.

Query Processing. This part aims to estimate the translation model p(Q|Q′)
and the translation prior p(Q′), which evaluate the reliability of a translation of
the query.

We implement query translation with bilingual dictionaries D. Suppose a
word w in the source language is associated with several translations, denoted
as Tw = {w′|(w,w′) ∈ D}. Given a query Q = {w1, · · · , wn}, the possible
translations can be written as Q′ = Tw1 × · · · × Twn

. Then, we estimate the
translation model and the translation prior based on the distributed representa-
tion of queries, which is learned on the sentence corpus constructed in the first
component. Based on the distributed representation, the translation prior p(Q′)
is calculated by the average similarity between pairs of words in the translation:

p(Q′) ∝
∑

w′
1∈Q′,w′

2∈Q′
1 − 〈vw′

1
,vw′

2
〉 (2)

where vw denotes the embedding vector of word w, and 〈·, ·〉 the dot product of
two vectors.

Similarly, the translation model p(Q|Q′) is calculated based on the Earth
Mover’s Distance (EMD) [2] between the distributed representations of the query
and the translation:

p(Q|Q′) ∝
∑

w′∈Q′

∑

w∈Q

cost(vw,vw′) · 〈vw,vw′〉 (3)

where cost(vw,vw′) is the transportation cost from the target word w′ to the
source word w, and can be obtained by solving a linear optimization problem.

Sentence Matching. This part aims to estimate the monolingual language
model p(Q′|S′), which evaluates the relevance of a candidate sentence w.r.t. the
translation of the query.

For the task of sentence retrieval, positions of matched query words is an
important factor in measuring the relevance of sentences. Thus we design a posi-
tional monolingual language model that takes matching positions into account.
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Given a query translation Q′ = {w′
1, · · · , w′

n}, the monolingual language model
can be estimated as:

p(Q′|S) = p(w′
1|S) ·

n∏

i=2

p(w′
i|S,pos(w′

i−1, S)) (4)

where pos(w′
i−1, S) is the matching position of w′

i−1 in S. p(w′
1|S) is traditional

unigram language model and p(w′
i|S,pos(w′

i−1, S)) is positional bigram language
model, which are estimated as follows:

p(w′
1|S) = tf(w′

1, S)

p(w′
i|S,pos(w′

i−1, S)) ∝ tf(w′
1, S) · exp

(−(pos(w′
i−1, S) − pos(w′

i, S) − 1)2

2σ2

)

(5)
where tf(w′, S) is the term frequency of the translated query word w′ in S. σ is
the parameter that controls the scope of rewarding.

3 Demonstration

We present the demo using an example query (data mining
wide application). The intent of the user is to find some example sentences that
states the wide applications of data mining. Figure 2 shows the web interface of
NativeHelper.

Fig. 2. The web interface of NativeHelper

The retrieved sentences are listed on the left side, with the translated query
words shown in different colors. The full translation will appear as a tooltip when
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the mouse moves over the words. Each sentence is attached with two hyperlinks
– context and source, which aims to provide users with context information and
meta information about the sentence. By clicking on context, the user will be
displayed with the paragraph of the original paper in which the sentence appears.
By clicking on source, the user can navigate to the paper’s publication page in
the online academic digital library.

Apart from the sentence list, the system provides a query refinement interface
on the right side. The possible translations of each query words are displayed
by tags. Users can specify the translation of a query word by clicking on the
corresponding tag. The search results will be updated after clicking or unclicking
the translation tags.
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Abstract. In this demo paper, we present the Product Knowledge
Retrieve System (PKRS), which can retrieve the large-scale product
knowledge efficiently. The PKRS has three features. Firstly, PKRS can
retrieve not only the objective knowledge (e.g. categories) but also the
subjective knowledge (e.g. users’ opinion). Secondly, a learned mapping
dictionary (LMD) is devised to accelerate the query parsing. Thirdly,
PKRS adopts optimized join strategy to improve the retrieval effec-
tiveness. For demonstration, we compare the performance of our PKRS
with a state-of-the-art knowledge management system. The experimental
results show that the PKRS can process the queries on product knowl-
edge more effectively.

1 Introduction

Online reviews have great reference value to both product/service providers and
potential customers, since they include rich users’ opinion. However, it is difficult
for users to retrieve the desired information due to the vast amount of reviews.
One of the most effective way to tackle this problem is to extract such information
from massive reviews and manage them with a structured manner like knowledge
graph. Many systems have been proposed to retrieve knowledge such as SW-store
[1], RDF-3x [3], Hexastore [4] and gStore [5]. The gStore is a state-of-the-art
graph based knowledge retrieve system, which keeps the original structure of data
and has good performance. However, gStore does not perform well in retrieving
product knowledge, because both the organization of product knowledge data
and queries on product knowledge have respective distinctiveness.

In this demo paper, we present a Product Knowledge Retrieve System
(PKRS) for users to retrieve the product knowledge efficiently. The PKRS can
retrieval the objective product category knowledge as well as the subjective users’
opinion knowledge. In order to reduce the query cost, a learned mapping dictio-
nary (LMD) is devised to convert literals to digital IDs. Moreover, we utilize an
optimized join order and strategy to speed up the query execution.
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2 System Overview

The overall of product knowledge graph is shown in Fig. 1(a). The data is orga-
nized by RDF triples which is recommended by W3C. The objective knowledge
is about categories and products, which is at the top two layers of the knowledge
graph. The subjective knowledge is about the user’s opinion on product aspect.
Figure 1(b) shows a simple example in which Tony bought an iPhone and wrote
a review on it. The review reflects that Tony thinks the iPhone has a good size
and a bright screen.

(a) Product Knowledge Graph (b) Example of opinion knowledge

Fig. 1. Overview of the product knowledge graph

The product knowledge can be retrieved by PKRS. Figure 2 shows the archi-
tecture of PKRS, which is divided into two stage of online stage and offline
stage. In the online stage, the system provides users with retrieval function. In
the offline stage, the system stores and updates the product knowledge.

– RDF Parser. The RDF parser loads the RDF data file and decomposed it
into a large collection of triples. Then we convert all literals in triples into
digital IDs, because the length of literal is long and not fixed. We preserve
the mapping between literal and ID through the LMD (see Fig. 3), which
integrates the state-of-the-art learned index [2] to reduce the conversion cost.
The first level of the LMD is shallow neural network model which is trained
through the data distribution. In the second level, the data are fragmented
according to the position predicted by the model in the first level and thresh-
old value s. The data of each fragment is stored in B+ tree separately.

– RDF Graph Builder. This module builds an RDF graph based on parsed
triples. As the graph is directed graphs, we store the graph through adjacency
list table and inverse adjacency list table. This can deal with different types
of query statements.

– Dictionary Maintenance. This module is used to train or retrain the model
in the first level of the LMD to maintain the performance. The training model
takes on the order of minutes. However, when storing the knowledge graph,
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Fig. 2. The architecture of PKRS

the RDF graph builder take much more time than training, so we can train
the model in parallel. Also, the knowledge graph is not real-time, and the
new data can be updated in batches periodically. So, the LMD is updated
infrequently. And the model in the LMD need to be retrain only when the
amount of data in each fragment of the second level is unbalanced. Otherwise,
the model does not need to be trained.

– SPARQL Parser. The SPARQL parser loads SPARQL query and generate
into query statements. All literals in query statement is converted into IDs
by using LMD. Then the system builds the ID-based query graph.

– Fetcher and Join. Firstly, each variable vertex obtains candidate set based
on the adjacent vertices. Secondly, variable vertices are joined according to
the structure of the query graph. We apply optimized join order and strategy
when querying opinion.

Fig. 3. The structure of learned mapping dictionary

3 Demonstration

In the demonstration part, there are two scenarios to be discussed. The PKRS
runs on a machine with an Intel i5 CPU and a memory of 8 GB without GPU.
We use the product knowledge graph mined from Amazon, which contains 211
million triples and 12 million literals. Literals are mainly the URI corresponding
to entities such as categories, products and users.
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– SPARQL Parsing. When a amount of queries are sent to the system, queries
should be parsed quickly. We focus on converting literals to digital IDs here
because it has I/O and comparison cost. We compare LMD with the tradi-
tional one with B+ tree through a large number of random access. Table 2
shows that the LMD is more effective than the traditional one in both hot
and cold cache. The LMD can reduce the I/O and comparison cost.

– SPARQL Answering. We compare the query performance with the state-
of-the-art RDF database system - gStore. Three SPARQL queries used com-
monly to retrieve the subjective knowledge are shown in Table 1. The first
one is used to query all opinion and aspects of the specific product. The
second is used to find out which product aspects of specific user are more
concerned about. And the third query is used to looking for relevant user not
only bought the same product as the specific user, but also had the same
preferences in product aspects. The query performance is show in Table 3,
our system has good performance on the queries. With the increase of query
complexity, query performance improvement is more obvious, since the join
strategy reduces the intermediate result set and avoid the I/O cost greatly.

Table 1. SPARQL query samples

Q1 SELECT ?f ?o WHERE {?r rdf:type Review. ?r reviewOn P1. ?r ?o ?f.}
Q2 SELECT ?f (count(?o) AS ?count) WHERE {?p rdf:type Product. ?p

productOf C1. ?r rdf:type Review. ?r reviewOn P1. ?r ?o ?f.} GROUP
BY ?f

Q3 SELECT ?u ?f ?o WHERE {?r1 rdf:type Review. U1 write ?r1. ?p
rdf:type Product. ?r1 reviewOn ?p. ?f rdf:type Aspect. ?r1 ?o ?f. ?u
rdf:type User. ?r2 rdf:type Review. ?u write ?2. ?r2 reviewOn ?p. ?r2 ?o
?f.}

Table 2. LMD vs B+Tree(Cost per Access)

Random access times Cold cache (µs) Hot cache (µs)

LMD B+Tree LMD B+Tree

1K 60.42 98.83 6.51 7.09

10K 45.12 64.82 3.31 4.04

100K 27.99 43.68 3.03 3.75

1M 10.23 10.97 2.99 3.73
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Table 3. Performance of query samples

Query PKRS gStore

Q1 269ms 913ms

Q2 2290ms >30 min

Q3 2389ms >30 min
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Abstract. Data share and exchange platform is an infrastructure of
data open and share. How to ensure the security of government data
in the exchange and sharing platform is a key problem. To solve this
problem, we developed a security monitoring system for data share and
exchange platform - DataSESec. A multi-layer graph model is provided to
realize multi-source heterogeneous security monitoring metadata organi-
zation, data tracking and forensics, and multi-dimensional security mon-
itoring data analysis. The system extracts network traffic data without
authorization, which can achieve early security warning. The deployment
of the security monitoring system is very flexible, the interface that inter-
acts with the existing platform is very flexible, and the impact on the
existing data share and exchange platform is very small.

Keywords: Data share and exchange · Security monitoring ·
Data provenance

1 Introduction

Government data share and exchange platform supports cross-level, cross-
regional, cross-system, cross-department, and cross-business data share and busi-
ness collaboration, it is the basic interconnection platform for government data
share and exchange.

Government data resource catalogue is the basis for the realization of govern-
ment data resource share, business collaboration and data openness, it is also the
basis for sharing data between government departments and the opening of gov-
ernment affairs data to the society. Government data resource metadata refers to
the description of data, including: identifier, data class number, data class name,
data type, presentation format, value range, providing department code, provid-
ing department name, providing department abbreviation, share class type, open
c© Springer Nature Switzerland AG 2019
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type, delivery method, and remarks. In the government data resource catalogs,
data can be classified into three types according to the type of data share, i.e.,
unconditional share data, conditional share data and non-share data.

Regarding to government data exchange share platform, the core security
issues include: (1) whether the user exchanges or shares data according to the
share and exchange regulation. (2) how to track data lineage [1,2] when data is
exchanged or shared in platform. Therefore, how to effectively and safely monitor
the data share and exchange platform is a key issue to ensure government data
security during government data share and exchange platform.

To solve the above problems, a government data share and exchange secu-
rity monitoring system – DataSESec based on open source implementations was
provided. DataSESec have three major functions:

1. Without requiring authorization from data share and exchange platform, this
monitoring system is able to collect monitoring metadata efficiently and pas-
sively, at the same time, have no effect the online services of sharing and
exchanging government data.

2. A multi-layer model is provided to organize multi-source heterogeneous mon-
itoring metadata, which supports multi-dimensional monitoring metadata
analysis.

3. The security monitoring platform is very adaptable and does not require
modification to the deployment of the online share and exchange platform.

2 System Overview

DataSESec adopts a hierarchical system architecture. The design of DataSESec
is shown in Fig. 1. In this system, multisource heterogeneous data are efficiently
collected and integrated during the integration layer. The analysis layer is the
core layer of the system, mainly to achieve the goal of monitoring and analysing
the security monitoring data. The application layer mainly implements business
logic and visualization, the results are displayed in the web.

Data Source. The data processed by the system mainly includes three types:
network traffic, data share and exchange system logs, and data resource cat-
alogue. Network traffic refers to network mirror data generated by the shared
switching platform. Data resource catalogue contains share class type, open type,
and delivery method. The data must be shared or exchanged according to open
type, sharing type, and delivery method in the data resource catalogue [3].

Integration Layer. Multi-source data integration primarily implement Kafka-
based integration for the data from different sources. The main integrated mes-
sage sources include: (1) Share or exchange logs generated by the share and
exchange platform are pulled from FTP; (2) Unauthorized passively obtain the
user behaviors and data contents extracted from the network traffic, and receiv-
ing data through the Socket interface; (3) The resource catalogue is pushed by
the HTTP API, which is updated real time in DataSESec. How can integrate the
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Fig. 1. System architecture.

data with other datasets? The platform is inspired by Data Lakes in realizing
data fusion between multi-source security monitoring metadata [4]. Multi-source
data enters data into Kafka cluster through multiple themes of Kafka cluster and
consumes data of Kafka cluster into ElasticSearch database at the back end of
the system. Kafka message transmission system can effectively analyze the back
end and front end of the system and keep the internal interface of the system
relatively simple.

Analysis Layer. At the analysis level, driven by the security monitoring meta-
data model, data provenance, security monitoring analysis and data regularity
audit are implemented. The data of the system is stored in MySQL database,
Neo4j, and ElasticSearch. In the exchange and share platform, the record infor-
mation of the whole life cycle can be tracked and forensic. Data regularity audit
performs regularity check based on metadata such as open type, shared type, and
delivery protocol in the data resource catalogue, and generates early warnings
and alarms.

Application Layer. The application layer implements functions such as data
tracking and forensics, multi-dimensional statistical analysis, and data security
alarms through Rest APIs.

2.1 Multilevel Graph Data Model

A multilevel graph data model shown in Fig. 2 is provided to organize the multi-
source heterogeneous security monitoring metadata. The model contains three
layers: data lineage graph, data version graph, data exchange and share model
graph. The data lineage graph records the data flow spanning across the depart-
ments or regions in the government data share and exchange platform.
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The data version graph records the version changes of the data. The data
share and exchange model graph records protocols or tools used for data
exchange or share. In this paper, HTTP and FTP protocols are considered in
the platform.
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Fig. 2. A multilevel graph data model for organizing the multi-source heterogenous
security monitoring metadata.

3 Demonstration Overview

We demonstrate a fully operational implementation of DataSESec through its
web-based user interface. The demo is targeted for Data Share and Exchange
Platform manager, they are interested in real-time data security risk warning or
alarm and querying data provenance graphs.

The user interface of DataSESec is shown in Fig. 3. Users can know warning
and alarm information, and as well as security statistical analysis results in

Fig. 3. The user interface of DataSESec.
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real time through the web interface. Moreover, users can also perform query
and interaction operations for specific warnings and alarms according to the
interface.

An example showing data lineage query result is given in Fig. 4. Users can
query historical lineage changes of the data object, including the change of meta-
data information, basic information, version information, and usage information.
Users can also display a certain part of the information according to label selec-
tion. When data is illegally exchanged, users can obtain forensics through data
lineage queries. The demo of the system’s core functionality can be viewed at
“https://github.com/DearDeer4869/DataSESec”.

Fig. 4. An example showing data lineage query result.

4 Conclusions

In this demonstration, we designed a system to realize the functions of data
traceability, data security monitoring and data regularity audit in the data share
and exchange platform driven by the security monitoring metadata model. The
demonstration scenarios showed the effectiveness of our system in government
data share and exchange platform.
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