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In Memory

This volume is dedicated to Anatoly Faenov who left us in November 2017.
Anatoly has been an unforgettable friend and an invaluable colleague during several
decades of collaboration. His contribution to the field discussed in this volume has
been truly outstanding and many seeds planted by his work continue to grow up and
to produce new knowledge and new endeavours and projects.

We Editors will always remember Anatory’s special attitude at collaborating
with many groups worldwide, including us. We were awaiting each of his visits,
always together with Tania, with great expectations and we always enjoyed his
collaboration and his unique attitude to experimental work and exploration, always
driven by curiosity. Often he used to come along with his magic X-ray spectrograph
and surprise us with his ability of obtaining amazing space-resolved spectra of
unprecedented resolution and contrast. Us, like many other groups around the
globe, were proud to host his skill and work hardly day and night, enjoying each
moment in the lab. More recently we were very enthusiastic to get with Anatoly and
Tania electron and ion radiography using particles accelerated by laser interaction
with clusters. He was always optimistic during experiments and actually he had
good reasons for that; his deep knowledge and his terrific skill in making the
experiment work, no matter how complex the setup was, made each measurement a
success. His face, his smile, his dedication to the lab will remain a sweet memory
forever.
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Preface

New ultra-intense laser facilities with unique specifications, like the Extreme Light
Infrastructure, will soon be on-line and will deliver laser performances never
achieved before, based on the Chirped Pulse Amplification (CPA) concept [1]. It is
worth mentioning that the extraordinary importance of CPA was recognised with
the Nobel Prize in Physics in 2018, giving rise to a wave of interest from both the
academic world and the general public for this novel science and technology.
A number of dedicated laser installations are being built or upgraded across the
world to enter new regimes of laser-matter interaction for particle acceleration and
applications to generation of ionizing radiation. The major achievements in this
field are now motivating the development of an entirely new generation of compact
accelerator machines. This is a major leap that requires a new approach, similar to
the approach followed by other pioneering enterprises like the development of
radio-frequency accelerators occurred more than fifty years ago.

In this rapidly evolving context there is a compelling need of advanced training
for the community of young researchers involved in the various aspects of this
research, requiring theoretical, numerical and experimental skills.

The concept of the Advanced Summer School on Laser-Driven Sources of High
Energy Particles and Radiation originates from the need of delivering advanced
training in the field of novel acceleration techniques, gathering experts in optics,
lasers, plasmas, accelerators and particle beams. The community of laser-plasma
accelerator physics has traditionally been focusing on the extraordinary innovation
emerging from ever-increasing laser intensities and performances and the advanced
understanding of the physics of high-intensity laser-plasma interaction. Indeed, the
School was also intended to provide tutorials on these fundamental physics aspects,
introducing the theoretical framework and addressing the numerical approach to
laser-plasma acceleration.

The School was conceived to bring together distinguished scientists and moti-
vated young researchers, postdoc and Ph.D. students engaged or willing to enter
this field, to promote advanced training in the key areas of ultraintense lasers,
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interaction with matter at ultra-high field and laser-plasma acceleration, with a focus
on emerging, new, ground-breaking initiatives based on novel particle acceleration
techniques, like the EuPRAXIA project aiming at the construction of the first ever
industrial plasma- based particle accelerator. Novel accelerator techniques indeed
were one of the highlights of the School, where the best expertise from the
accelerator science was present to deliver fundamental notions and extraordinary
achievements of modern light sources based on the latest acceleration technology,
with a perspective view on novel accelerators. Also, specialists in generation of
advanced radiation provided the latest update on applications to major multidisci-
plinary fields, including medicine and biology, material science and space industry.

Beam quality and reliability in this context call for a wide range of skills to be
applied to overcome current issues in all aspects of laser-driven sources, from the
laser driver, to the target plasma, developing appropriate diagnostic techniques for
laser pulses, plasmas and beams and adopting appropriate stabilization and control
techniques. All this goes through modelling of all components, from start to end,
including all the relevant physical processes. This design approach, routinely fol-
lowed by conventional accelerators, synchrotron and free-electron laser facilities, is
now being extended to laser-plasma acceleration, defining a common knowledge
base and promoting advanced training.

A special attention goes to the impressive developments of laser technology,
now moving rapidly towards high average power systems, capable of higher rep-
etition rate and gradually integrating efficient pumping technology. Progress has
been very fast in this area, with laser labs promoting approaches ranging from
evolution of existing technology, to entirely new schemes, based on laser materials
capable of overcoming current limitations and aiming at performances compatible
with the most advanced power drivers of RF accelerators. The School aims at
delivering training in all these key areas of ultraintense lasers and laser-plasma
interactions, having in mind the development of novel accelerator machines.

In summary, the scientific programme of the course covered all aspects of
plasma acceleration, including fundamental laser-plasma interaction at high inten-
sity, beam driven and laser-driven electron acceleration and different flavours of
laser-driven ion acceleration. Leading experts guided participants through a journey
across the science and technology of intense lasers, including advanced laser
schemes for future high average power sources, fundamental aspects of
laser-plasma interactions, electron beam dynamics and advanced configurations of
radiation emission, from Thomson scattering to X-ray free electron laser. Ultrafast
measurements and ultimate diagnostic techniques for laser and plasma characteri-
zation were a key part of the course, with step-by-step training on laser pulse
amplification and compression, pulse duration and temporal contrast measurement,
phase control and frequency conversion, electron and ion detection. Basic and
advanced concepts of numerical modelling of laser-plasma interaction physics,
radiation emission and particles and radiation transport were presented in view
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of the development of full start-to-end simulation of radiation sources. An overview
was also given of the main laser facilities featuring the most advanced high power
and high energy laser sources.

The School took place at the Conference Facility of the Consiglio Nazionale
delle Ricerche (CNR) in Anacapri, on the island of Capri, in the south of Italy, off
the coast of the beautiful peninsula of Sorrento. The conference facility is located at
the premises of the former Solar Observatory of the Swedish Royal Academy, now
owned by the Italian National Research Council. Capri is a famous destination in
the Tyrrhenian Sea on the south side of the Gulf of Naples in the Campania region
of Italy. Anacapri is located on the slopes of Mount Solaro at a higher elevation
than Capri town. Points of interest include The Blue Grotto, the greatest attraction
of the island, Villa San Michele, the Villas of Tiberius and the Chairlift for Mount
Solaro which takes to the highest peak of the island from which you can enjoy the
most stunning panoramas.

Pisa, Italy Leonida Antonio Gizzi
Hamburg, Germany Ralph Assmann
Pisa, Italy Petra Koester
Pisa, Italy Antonio Giulietti

Reference

1. D. Strickland, G. Mourou, Compression of amplified chirped optical pulses. Opt. Commun.
56(3), 219–221 (1985)

Preface ix



Participants

Roman Adam, Forschungszentrum Jülich, Germany
Carmen Altana, INFN, LNS, Italy
Christopher Baird, University of York, UK
Andy Bayramian, LLNL, Livermore, CA, USA (lecturer)
Carlo Benedetti, LBNL, Berkeley, CA, USA (lecturer)
Marco Borghesi, QUB, Belfast, UK, (lecturer)
Giada Cantono, LIDYL, CEA, CNRS, Universitè Paris-Saclay, France
Uddhab Chaulagain, ELI Beamlines, IoP, ASCR, The Czech Republic
Pablo Cirrone, INFN-LNS, Catania, Italy (lecturer)
Gemma Costa, INFN-LNF, Italy
Emma-Jane Ditter, Imperial College of S. T. & M., London, UK
Ángel Ferran Pousa, DESY, Hamburg, Germany
Massimo Ferrario, INFN-LNF, Italy (lecturer)
Rory Garland, Queen’s University Belfast, UK
Elias Gerstmayr, Imperial College London, UK
Amin Ghaith, Paris-Sud University, Synchrotron SOLEIL, France
Dario Giove, INFN, Milano, IT (lecturer)
Jan-Niclas Gruse, Imperial College London, UK
Bernhard Hidding, SCAPA, University of Strathclyde, UK (lecturer)
Vojt�ech Horný, Czech Technical University, Prague, Czech Republic

x Preface

Fig. 1 Group Picture of the 2017 Capri Advanced Summer School



Malte Kaluza, IOQ, Jena, Germany (lecturer)
Masaki Kando, QST, JAEA, Kyoto, Japan (lecturer)
Stefan Karsch, MPQ, Munich, Germany (lecturer)
Kai Huang, Kansai Photon Science Institute, NIQRST, Japan
Luca Labate, CNR-INO, Pisa, Italy (lecturer)
Bruno Le Garrec, CNRS, Paris, France (lecturer)
Andrea Macchi, CNR-INO and Dip. Fisica, Pisa, Italy (lecturer)
Joel Magnusson, Chalmers University of Technology, Gothenburg, Sweden
Philip Martin, Queen’s University Belfast, UK
Paul Mason, Central Laser Facility, STFC - RAL, Chilton, UK (lecturer)
Zeudi Mazzotta, CNRS, Laboratoire LULI, France
Aodhan McIlvenny, Queen’s University Belfast, UK
Francesco Mira, Università degli studi di Roma “La Sapienza”, Roma, Italy
Seyed Mirfayzi, Queen’s University Belfast, UK
Annamaria Muoio, INFN, LNS, Italy
Zulfikar Najmudin, Imperial College of S. T. & M., London, UK (lecturer)
Ceferino Obcemea, NCI, Bethesda, MD, USA (lecturer)
Daniele Palla, CNR-INO, Pisa, Italy
Nicola Panzeri, Università degli studi di Milano, INFN, Milano, Italy
Gianfranco Paternò, INFN, Ferrara, Italy
Francesco Pisani, Università di Pisa, Dipartimento di Fisica, Italy
Savio Rozario, Imperial College London, UK
André Sobotta, Forschungszentrum Jülic Germany
Benjamin S. Wettervik, Chalmers U. of Technology, Gothenburg, Sweden
Elena Svystun, DESY, Hamburg, Germany
Davide Terzani, Università “Federico II”, Naples, Italy
Riccardo Tommasini, LLNL, Livermore, CA,USA (lecturer)
Christopher Underwood, University of York, UK
Paul Andreas Walker, DESY, Hamburg, Germany
Longqing Yi, Chalmers U. of Technology, Gothenburg, Sweden

Preface xi



Contents

1 Laser-Driven Sources of High Energy Particles and Radiation . . . . 1
Leonida Antonio Gizzi

2 Basics of Laser-Plasma Interaction: A Selection of Topics . . . . . . . 25
Andrea Macchi

3 Laser Wakefield Accelerators: Plasma Wave Growth
and Acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Zulfikar Najmudin

4 LWFA Electrons: Staged Acceleration . . . . . . . . . . . . . . . . . . . . . . 71
Masaki Kando

5 Fundamentals and Applications of Hybrid LWFA-PWFA . . . . . . . 95
Bernhard Hidding, Andrew Beaton, Lewis Boulton, Sebastién Corde,
Andreas Doepp, Fahim Ahmad Habib, Thomas Heinemann,
Arie Irman, Stefan Karsch, Gavin Kirwan, Alexander Knetsch,
Grace Gloria Manahan, Alberto Martinez de la Ossa, Alastair Nutter,
Paul Scherkl, Ulrich Schramm and Daniel Ullmann

6 Introduction to High Brightness Electron Beam Dynamics . . . . . . . 121
M. Ferrario

7 Ion Acceleration: TNSA and Beyond . . . . . . . . . . . . . . . . . . . . . . . 143
Marco Borghesi

8 Ultrafast Plasma Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Malte C. Kaluza

9 Particles Simulation Through Matter in Medical Physics
Using the Geant4 Toolkit: From Conventional
to Laser-Driven Hadrontherapy . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
G. A. P. Cirrone, G. Cuttone, L. Pandola, D. Margarone
and G. Petringa

xiii



10 Lectures About Intense Lasers: Amplification Process . . . . . . . . . . 209
Bruno LeGarrec

11 Diagnostics of Ultrafast and Ultraintense Laser Pulses . . . . . . . . . . 227
Luca Labate

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

xiv Contents



Contributors

Andrew Beaton Department of Physics, University of Strathclyde, Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK

Marco Borghesi Centre for Plasma Physics, Queen’s University Belfast, Belfast,
UK

Lewis Boulton Department of Physics, University of Strathclyde, Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK;
Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany

G. A. P. Cirrone INFN-LNS, Catania, Italy;
ELI-Beamline Project, Institute of Physics, ASCR, PALS Center, Prague, Czech
Republic

Sebastién Corde LOA, ENSTA ParisTech, CNRS, Ecole Polytechnique,
Université Paris-Saclay, Palaiseau, France

G. Cuttone INFN-LNS, Catania, Italy

Alberto Martinez de la Ossa Deutsches Elektronen-Synchrotron DESY,
Hamburg, Germany

Andreas Doepp Ludwig-Maximilians-Universität München, Garching, Germany;
Helmholtz-Zentrum Dresden-Rossendorf, Institute of Radiation Physics, Dresden,
Germany

M. Ferrario Frascati National Laboratory, National Institute for Nuclear Physics,
Rome, Italy

Leonida Antonio Gizzi Istituto Nazionale di Ottica, Consiglio Nazionale delle
Ricerche, Pisa, Italy;
Sezione di Pisa, Istituto Nazionale di Fisica Nucleare, Pisa, Italy

Fahim Ahmad Habib Department of Physics, University of Strathclyde,
Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK

xv



Thomas Heinemann Department of Physics, University of Strathclyde, Glasgow,
UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK;
Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany

Bernhard Hidding Department of Physics, University of Strathclyde, Glasgow,
UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK

Arie Irman Max Planck Institut ü Quantenoptik, Garching, Germany

Malte C. Kaluza Institute of Optics and Quantum Electronics, Jena, Germany;
Helmholtz-Institute Jena, Jena, Germany

Masaki Kando Kansai Photon Science Institute, National Institutes for Quantum
and Radiological Science and Technology, Kizugawa, Kyoto, Japan

Stefan Karsch Ludwig-Maximilians-Universität München, Garching, Germany;
Helmholtz-Zentrum Dresden-Rossendorf, Institute of Radiation Physics, Dresden,
Germany

Gavin Kirwan Department of Physics, University of Strathclyde, Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK;
Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany

Alexander Knetsch Deutsches Elektronen-Synchrotron DESY, Hamburg,
Germany

Luca Labate Istituto Nazionale di Otticam, Consiglio Nazionale delle Ricerche,
Pisa, Italy;
Sezione di Pisa, Istituto Nazionale di Fisica Nucleare, Pisa, Italy

Bruno LeGarrec LULI, Ecole Polytechnique, Palaiseau, France

Andrea Macchi National Institute of Optics, National Research Council
(CNR/INO), Adriano Gozzini laboratory, Pisa, Italy;
Enrico Fermi Department of Physics, University of Pisa, Pisa, Italy

Grace Gloria Manahan Department of Physics, University of Strathclyde,
Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK

D. Margarone ELI-Beamline Project, Institute of Physics, ASCR, PALS Center,
Prague, Czech Republic

Zulfikar Najmudin Blackett Laboratory, Department of Physics, The John
Adams Institute for Accelerator Science, Imperial College London, London, UK

Alastair Nutter Department of Physics, University of Strathclyde, Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK;
Max Planck Institut ü Quantenoptik, Garching, Germany

xvi Contributors



L. Pandola INFN-LNS, Catania, Italy

G. Petringa INFN-LNS, Catania, Italy

Paul Scherkl Department of Physics, University of Strathclyde, Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK

Ulrich Schramm Max Planck Institut ü Quantenoptik, Garching, Germany

Daniel Ullmann Department of Physics, University of Strathclyde, Glasgow, UK;
Cockcroft Institute, Sci-Tech Daresbury, Daresbury, Cheshire, UK;
Central Laser Facility, STFC Rutherford Appleton Laboratory, Didcot,
Oxfordshire, UK

Contributors xvii



Chapter 1
Laser-Driven Sources of High Energy
Particles and Radiation

Leonida Antonio Gizzi

Abstract Ultraintense lasers are now established as powerful drivers for high energy
particle, plasma based accelerators and unique compact radiation sources. Further
developments will require the coalescence of a wide range of fields, from optics
and lasers, to plasmas and particle beams, to deliver the first accelerator with reli-
able and reproducible operation and with extraordinary specifications. This volume
collects papers from key experts, covering the most crucial topics and offering
young researchers the reference source required to identify fundamental physical
aspects and the most advanced technology. In this chapter I will highlight some of
the most exciting developments of the field and their perspective, also in view of
multi-disciplinary applications.

1.1 Introduction

Since the “dream beam” results [1–3] emerged after the first impressive exploitation
of ultraintense lasers, laser-plasma acceleration has been developing at an unprece-
dented pace, with the most recent achievement of record electron energy exceeding
8 GeV [4]. Equally important is the demonstration of staging [5], were the concept
of acceleration module, required for scaling to high energy, is first put forward. At
the same time, effort continues in the understanding of the electron injection process,
separated from the wakefield generation and the subsequent acceleration process. In
fact, the major breakthrough in electron beam quality is expected from the control
of the electron injection to minimize beam emittance and energy spread, two of the
most important quality factors of the accelerated bunch. Here several milestones have
been achieved using different physical processes, and injection schemes continue to
evolve (see [6] and references therein), moving towards an “optical engineering”
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2 L. A. Gizzi

approach of the process where laser and plasma parameters are fine-tuned using
accurate three-dimensional numerical simulations. In view of this, the control over
laser and plasma input parameters and their stability is of paramount importance.

In parallel, a major effort is being dedicated to the electron beam transport and
secondary radiation generation via several mechanisms, ranging from simple target
impact for Bremmstrahlung emission [7] and positron generation [8], to Thomson
scattering forγ-ray emission [9], to undulator forX-ray free electron laser generation.
The latter requires a demanding combination of electron bunch specifications and is
currently among the main scientific objectives of the major laser-plasma acceleration
labs. From the point of view of transport of accelerated electrons, plasma lenses are
being studied [10] as powerful, tunable devices capable of cm-scale focal lengths
for high energy beams, thus allowing compactness of laser-plasma accelerators to
be preserved, while effectively transporting the electrons from one stage to another.

In this Chapter a review will be given of the main areas relevant for the devel-
opment of “Laser-Driven Sources of High Energy Particles and Radiation”, high-
lighting the current trend and identifying the science and technology paths currently
being followed to achieve the next milestones in Laser-Plasma Acceleration, Plasma
Diagnostics, Radiation Sources, Laser Drivers for Plasma Accelerators and Multi-
disciplinary Applications. The reader is addressed to the following chapters for a
detailed tutorial description of the main topics.

1.2 Laser-Plasma Acceleration

This was one of the main topics of the School and the core of this book includes four
lectures addressing the fundamental aspects of high intensity laser-plasma interac-
tions (see Lecture by A. Macchi) and acceleration (see Lecture by Z. Majmudin),
the extension of the concept to staged acceleration (see Lecture by M. Kando) and
the outstanding hybrid concept of particle wakefield acceleration driven by a laser-
driven electron beam (seeLecture byB.Hidding).Given theweight of this topic in the
School, a short introduction is given here to recall themain advantages and the current
limitations of laser-plasma acceleration, while bearing in mind the necessary com-
parison with high brightness electron beams and their current status in conventional
accelerators, as described in another tutorial lecture of the School (see lecture by
M. Ferrario).

In the classical picture of Laser Wakefield Acceleration (LWFA) [11], a longi-
tudinal electron plasma wave is excited by the ponderomotive force associated to
an ultra-short, ultraintense laser pulse. The electron plasma wave is characterized
by a longitudinal electric field and a phase velocity set by the group velocity of
the laser pulse, vg = c(1 − ω2

p/ω
2
L)

1/2
, where ωp = (nee2/εome)

1/2 is the electron
plasma frequency, with ne being the electron plasma density, e,me and εo the electron
charge and mass and the dielectric constant respectively and ωL is the laser angular
frequency. Electrons in phase with the wave are accelerated until, travelling faster
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than the electron plasma wave, overcome the accelerating field of the wave and start
experiencing a decelerating field. This mechanism yields a maximum accelerating
distance equal to the so-called dephasing length, given by:

Ld = ω2
L

ω2
p

λp � 3.2 n−3/2
18 λ−2

μm, (1.1)

where n18 is the electron density in units of 1018 cm−3 and λμm is the laser wave-
length in μm. At high laser intensity, this classical scenario is significantly modi-
fied and numerical simulations provide detailed description of plasma wave exci-
tation and evolution as well as electron injection and acceleration. The most com-
pact configuration to obtain GeV-range electron bunches from laser-plasma interac-
tion is based upon a gas-jet of a few millimeters, working in the so-called blowout
regime [12, 13]. A short (cτ < λp/2) and intense (a0 > 2) laser pulse expels the
plasma electrons outward creating a bare ion column. The blown-out electrons
form a narrow sheath outside the bubble and the space charge generated by the
charge separation pulls the electrons back creating a bubble-like wake whose size
is λb � 2

√
a0c/ωp and the de-phasing length becomes Ld = 2/3(ω2

L/ω
2
p)λb. Here

a0 = eA/mc2 = 8.5 × 10−10
√
Iλ2 is the normalized vector potential of the laser,

I and λ being the laser intensity in W/cm2 and the laser wavelength in µm. For
sufficiently high laser intensities (a0 > 3.5 ÷ 4) electrons at the back of the bub-
ble can be injected in the cavity and experience a maximum accelerating field of
Eacc[GV/m] � 100 n1/218 . It can be shown that the maximum energy gain is given
by [14]

Wmax [GeV ] = EaccLd � 0.37 P1/3
TW n−2/3

18 , (1.2)

According to this result, a matched condition (acceleration over the entire dephas-
ing length) to achieve 1 GeV electron energy, at a moderate laser power of 80 TW,
requires an electron density of 2 × 1018 cm−3. At this relatively high electron density,
experiments show that laser beam quality is the key parameter to enable a satisfac-
tory propagation, but a range of processes still play a crucial role in the propagation.
Diagnostic techniques aimed at characterizing the propagation dynamics and unveil-
ing the microscopic features of accelerating structures in the plasma are therefore
needed to gain control over the acceleration process. In this context, special atten-
tion is being dedicated to the control of self-injection of electrons. Recently, several
mechanisms have been identified and implemented to control injection of electrons in
a well-formedwakewavewhich can be broadly divided into three categories depend-
ing on the basic physical mechanism responsible for injection. The objective is to
achieve a localized injection of electrons with a limited longitudinal spatial extent, to
ensure reduced energy spread of accelerated electrons.Wave breaking is certainly the
most fundamental process leading to injection of electrons in a plasma wave. While
transverse wave breaking [15] suffers from a de-localized injection of electrons and
consequently large energy spread, longitudinal wave breaking via down-ramp [16]
density-transition [17] certainly providesmore localized injection and limited energy
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spread of electrons. Activation of such injection schemes required accurate control of
shape and profile of electron distribution that can be achieved using customgas targets
and plasma tailoring. Recent successful implementations of this principle yielding
very localized injection have been demonstrated which rely on plasma lensing [18]
and shock-front in gas jets [19]. Ponderomotive injection [20, 21] also enables a high
degree of control on the exact location of injection, but requires significantly more
complex experimental configurations with additional laser pulses.

A conceptually simple technique to enhance electron injection is the so-called
ionization-injection [22] in which field ionization properties of some gases are
exploited to increase electron density in the bubble. Recent advances of this scheme
also enable control of the spatial distribution of ionization injection and consequent
smaller energy spread.

Indeed, it is the dramatic development of these injection techniques which is
currently enabling generation of narrow energy spread electrons with high energy,
up to the multi GeV uniquely by laser techniques.

In the two-color ionization injection [23] two laser pulses are used. Themain pulse
has a long wavelength, five or ten micrometers, and a large normalized amplitude,
a0 > 1 anddrives the plasmawave in a lowZgaswith amediumZdopant. The second
pulse, the ionization pulse, is a shorter wavelength, typically a frequency doubled,
400nm Ti:Sa pulse. While the main pulse cannot further ionize the electrons in the
external shells of the large Z dopant due to its large wavelength, the electric field
of the ionization pulse is large enough to generate newborn electrons that will be
trapped in the bucket. This opens the possibility of using gas species with relatively
low ionization potentials, thus enabling separation of wake excitation from particle
extraction and trapping. Themain drawbacks of the two-color ionization injection are
the lack of availability of short, intense 100 TW-class laser systems operating at large
(≈10µm)wavelength and lasers synchronization jitter issues. These limitationmake
the two-color scheme currently unpractical for application to LWFA-based devices
that aim at high quality beams. More recently, a novel scheme was proposed, the
ResonantMulti-Pulse Ionization injection [6] inwhich instead of the longwavelength
driving pulse of the two-color scheme is replaced by a short wavelength, resonant
multi-pulse laser driver. Due to the resonant enhancement of the ponderomotive
force, a properly tuned train of pulses is capable of driving amplitude waves larger
than a single pulse with the same total laser pulse energy. Noticeably, since the peak
intensity of the driver is reduced by a factor equal to the number of train pulses, it
is also possible to match the conditions of both particle trapping and unsaturated
ionization (i.e. with low ionization percentage) of the active atoms level. In this way,
the practical limitations of the two-color ionization injection can be overcome. Based
on this scheme, accurate numerical simulations show that a GeV accelerator with a
normalized emittance of 80nm × rad and an rms energy spread below 0.5% could
be achieved, as shown in Fig. 1.1 [24]. More effort is needed in this direction and
perspectives in the near future are that injection and acceleration up to the 5 GeV
energy range will be stable and accurate as required to drive a new generation of
radiation sources for applications.
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Fig. 1.1 Longitudinal phase space of an electron bunch (red dot) accelerated with the Resonant
Multi-Pulse Ionization Injection [6], after 3.7cm of propagation is the plasma. The blue line shows
the electric field on axis (a.u.), while the red line represents the transverse focusing force at a radius
close to the beam radius (a.u.) [24]

1.3 Plasma Diagnostics

Laser-plasma acceleration relies heavily on the interaction of laser pulses with gases
and plasmas and, currently, the focus is on the reproducibility of the propagation pro-
cess to minimize effects on the acceleration process and the quality of the accelerated
electron bunches. Indeed, a lot remains to be investigated in this context concerning
the study of temporal and spatial features of the plasma during propagation, and the
school delivered tutorials on this crucial aspect (see Lecture by M. Kaluza).

As an appetizer, a basic discussion of plasma probing is given here on techniques
used to determine basic plasma parameters and to detect interaction processes during
propagation. These techniques are generally referred to as optical plasma probing
techniques and include schemes known as shadowgraphy, knife-edge (Schlieren),
interferometry and polarimetry (e.g. Faraday rotation). These schemes can provide a
map of basic plasma parameters and, if a pulsed probe beam is used with adjustable
time delay, temporal evolution can also be achieved. A full description of optical
probing techniques can be found elsewhere [25].Hereweprovide a basic introduction
with specific relevance to laser-plasma acceleration.

Optical probing techniques have been used in the past decades to diagnose plasmas
produced by nanosecond laser pulses in laser-produced plasmas and in laser-fusion
related experiments as discussed in [26]. The image of Fig. 1.2 shows a pioneering
example of shadowgraphy of laser produced shock waves in gas and the use of
holographic interferometry to study early stages of spark creation by laser, converging
shock waves and high Mach number shocks induced by collision of two spherical
shocks. The conceptual set up for a plasma probing experiment is shown in Fig. 1.3
with the “main” laser pulse incident on a plasma and the pulse propagating through
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Fig. 1.2 An example of a double-pulse holographic interferometry of plasma generated by a GW
laser pulse focused in a gas, showing the initial expansion (left) and convergence of a shock after
reflection off a flat surface (center). The interferogram of the freely expanding plasma is also shown
for comparison (right). Such interferometric techniques were crucial in this class of experiments to
map the electron density and its temporal evolution [27]

Fig. 1.3 Conceptual set-up of optical probing to study laser propagation in a plasma. The relative
timing between the arrival on the target plasma of the main laser pulse (T0) and the probe pulse (T1)
can be controlled using a time-slide (Δt). The probe pulse is then analyzed against the reference
pulse to extract phase changes due to propagation in the plasma due to refraction, phase shift,
polarization etc.

the same plasma along a preferred direction (e.g. perpendicular to the propagation
axis of the main laser pulse). The probe pulse undergoes changes of its properties due
to interactions with the plasma. Since the intensity of the probe is typically very small
(well below the intensity at which non-linear effects take place), the probe pulse will
mainly suffer changes due to the refractive properties of the plasma. In order to detect
density gradients in the plasma, the so-called Schlieren technique is used in which
a collimated probe pulse propagates through the plasma and is then focused using
a lens. In the focal region, a sharp (knife) edge is used to block all the unperturbed
probe rays going through the focal point. The remaining probe rays, deflected by
their original path by deflection in the plasma, will then be used to form an image
of the plasma in which all density gradients are visible. This approach provides a
qualitative analysis of the plasma density map, showing density perturbations in a
very effective way.

A quantitative analysis of the plasma density map can be obtained using plasma
interferometry. In this case, the probe pulse that has propagated through the plasma
will be analyzed to measure the phase shift induced by the plasma refractive effects.
The plasma refractive index of the electron density given by
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η = √
1 − ne/nc (1.3)

with ne and nc being the electron density and the critical density respectively. For
ne << nc the above relationship becomes

η � 1 − ne/2nc. (1.4)

According to (1.4) above, a ray of an optical beam passing through the plasma will
acquire a phase shift with respect to a ray which has travelled the same distance in a
vacuum given by:

Δφ = −(2π/λ)

∫

L
[η(x, y, z) − 1] dx � (π/λnc)

∫

L
nedx . (1.5)

Bymeasuring the phase shift, information about the electron density can therefore be
obtained. The final expression of the phase shift [26] belongs to a family of integrals
called Abel Integrals and for cylindrical symmetry can be inverted analytically to
extract the electron density. The resulting phase shift map will therefore be retrieved
using Abel inversion under a suitable assumption on plasma symmetry to generate
the density map. Interferometric techniques rely on the assumption that the electron
density is well below the critical density and that transverse density gradients are
small enough so that the probe pulse can propagate through thewhole plasmawithout
undergoing severe deflection.

Interferometric arrangements consisting of a Mach-Zehnder or a Nomarsky type
interferometer are shown schematically in Fig. 1.4, producing a fringe pattern. In
the Nomarski interferometer, a probe beam is set to propagate through the region of
interest. A lens is used to image the region of interest with the required magnification
and resolution. A Wollaston prism is then used to split the probe beam into two
partially overlapping beams, having relative orthogonal polarization and that appear
to be emerging from two separate virtual foci. As a consequence two laser beam
spots are projected on the detector, each enclosing an image of the plasma. By

Fig. 1.4 (left) A schematic layout of the Mach-Zehnder (left) and Nomarski (right) interferometer
analysis of plasmas. While the first is based on the classical two-arm configuration as shown in
Fig. 1.4 and provides a full aperture interferometric image of the plasma, the second provides a
simplified set-up due to its simple apparent “single” arm configuration
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appropriately setting the distance between the prism and the detector, the plasma
image from one of the spots is made to overlap with an unperturbed region of the
other spot. In the overlapping region interference is produced with the use of a pair of
polarizer selecting the same polarization and nearly equal intensities. In the typical
arrangement, P1 selects a linearly polarized component of the incoming probe beam,
while P2 is mounted with the polarization axis rotated by 45 with respect to the axis
of P1. In the overlapping region an interference pattern is produced with a fringe
separation given by:�z = λp/αq, where λ is the wavelength of the optical probe, α
is the angular aperture of the Wollaston prism, and q and p are the distances between
the prism and the detector plane, and between the Fourier plane of the lens and the
prism respectively. The fringe separation can be modified by changing the position
of the Wollaston prism relative to the lens. Figure1.5 shows the interferogram of
a pulsed gas-jet in vacuum acquired by means of a Nomarski interferometer. As
discussed in [26] numerical techniques can be used for the fringe pattern analysis to
extract phase-shift information as small as a fraction of wavelength and retrieve the
density map shown in the lower panel. The interferogram shows the positive phase
shift due to the refractive index of neutral atoms arising from the interaction of the
probe pulsewith bound electrons and resulting in a small refractive effect. In contrast,
in a plasma, the contribution of the free electrons to the phase shift is dominant. The
image of Fig. 1.6 shows the effect of the plasma on the probe pulse, visualizing the
propagation of a femtosecond, high intensity laser pulse from right to left, across the
focal region. Interestingly, further refining of these techniques in the context of laser
plasma acceleration has brought to the visualization of the wakefield formation and
generation in the plasma, as discussed in details in Chap.7 of this book.

Fig. 1.5 Interferogram of a pulsed gas-jet in vacuum with a rectangular nozzle, acquired by means
of a Nomarski interferometer [25] (left). The red marker shows the width of the nozzle. The cor-
responding average density map obtained with a phase-retrieval algorithm [28] is also displayed
(right)

http://dx.doi.org/10.1007/978-3-030-25850-4_7
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Fig. 1.6 Interferogram of the laser-plasma interaction region in a gas-jet interaction experiment.
The shot was taken in N2 at a backing pressure of 35 bar, with the laser focal plane located 50 µm
into the gas-jet and 400 µm from the nozzle output plane. The interferogram was taken 2 ps after
propagation, from right to left, of the laser pulse, showing the laser channeling through the focal
region

1.4 Radiation Sources

A new perspective for compact, all-laser driven X-ray and γ-ray sources is emerg-
ing, aiming at a brightness currently achievable only with large scale facilities like
synchrotron radiation facilities. Bremsstrahlung or fluorescence emission driven
from fast electron generation in laser interaction with solids was demonstrated to
provide effective ultrashort X-ray emission with unique properties. On the other
hand, laser-plasma electron acceleration is being considered in place of conventional
radio-frequency electron accelerators for a variety of radiation emissionmechanisms.
Broadband radiation generation schemes including betatron and Bremsstrahlung are
being developed while Thomson scattering by collision with a synchronized laser
pulse is being proposed for the generation of narrow band radiation. Moreover, with
the increasing quality of laser-driven electron bunches and the expected availabil-
ity of high repetition rate laser drivers, X-ray free electron lasers are also being
designed [29].

Bremsstrahlung emission is the simplest mechanism, based on Coulomb colli-
sions of charged particle with the nucleus of an ion, undergoing acceleration and
emitting radiation with a continuous photon energy spectrum that extends up to
approximately the electron rest energy times the γ factor of the incident electron.
For values of γ > 1, photons are emitted in the forward direction in a cone of aperture
of approximately 1/γ. The total radiated power scales as Z2 and can account for a
conversion of a significant fraction of the electron energy into photon energy. Prac-
tical Bremsstrahlung sources extend from the keV range, as in the X-ray tube, up to
the multi MeV range. In the latter case, the high energy electron bunch, accelerated
by a linac, hits a converter, typically a tungsten or a tantalum plate, and generates
γ-rays with photon density as high as 1 ph/eV/sec. Alternatively, high energy elec-
tron bunches produced using compact plasma accelerators driven by lasers can be
used in place of linac generated electrons. All-optical, laser-based bremsstrahlung
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X-ray and γ-ray sources have already been explored [30, 31] and successfully tested
using self-injection electron bunches [7, 32]. A typical laser-driven γ-ray source was
used in [33] to activate a gold sample in the 8–17.5 MeV photon energy range of
the giant dipole resonance. A total flux of 4 × 108 photons per Joule of laser energy
was estimated through activation measurements which makes this class of sources
the brightest Bremsstrahlung source in the considered photon energy range [34].
Photon yield can be significantly enhanced if multiple bunches are generated in laser
wakefield acceleration for a single laser pulse. In fact, in the experimental conditions
explored in [34], the laser pulse undergoes self-phase modulation and compression
that leads to the excitation of a non-linear plasma wave with multiple buckets with
a similar amplitude. Injection and acceleration occurs in each bucket and conse-
quently, multiple electron bunches of high energy electrons are generated at each
laser shot. When a similar set up is considered for applications like imaging and non
destructive testing of thick objects, the source size is a very relevant parameter that
must be optimized to enhance spatial resolution of the imaging technique. Recent
studies [35] show that a source size as small as 30 µm can be obtained placing the
Bremsstrahlung converter a few millimetres from the gas-jet downstream the bunch
propagation direction to perform high resolution γ-ray imaging of bulky and dense
objets [36]. An additional feature of all-laser driven sources is the intrinsic ultrashort
pulse duration which, combined with the potentially high degree of compactness,
makes this class of sources unique and potentially advantageous for applications in
a wide range of fields, both in industry and in basic research.

Betatron emission is another very effective mechanism of generation of X-ray
radiation during laser-plasma wakefield acceleration, originating from the transverse
oscillation of the electron bunch in the acceleration cavity due to the strong transverse
restoring force. The typical photon energy of this emission is similar to the undulator
type radiation characterised by a wavelength of the oscillation λβ = √

2γ0 λp, where
λp = 2πc/ωp = 1.05 × 1021n−1

e µm is the electron plasma wavelength, with ne
being the electron plasma density in units of cm−3. Photon energy up to the keV range
can be easily achieved for electron energy up to 1 GeV. This radiation mechanism
was first observed in 2004 [37] and is characterized by a small source size, enabling
phase contrast imaging, as recently demonstrated both at 5 keV [38] and earlier
at higher photon energies of 10 keV [39] and above 20 keV approximately [40].
Although betatron emission typically exhibits a broadband spectrum in the keV
range, higher photon energy can be achieved in conditions of enhanced transverse
electron oscillations as demonstrated in [41] where parameters of the accelerating
cavity were modified in such a way to enable overlapping of the electrons with the
rear of the laser pulse. In this way the betatron motion was resonantly excited and
the resulting oscillation amplitude was found to increase significantly, leading to an
enhanced X-ray photon energy.

Thomson scattering is being considered for the generation of higher energy pho-
tons when a high intensity laser pulse is set to collide with a relativistic electron
bunch. It was initially proposed in 1963 [42, 43] as a quasi monochromatic and
polarized photons source. With the development of ultra intense lasers the interest
on this process has grown and the process is now being exploited as a bright source
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Fig. 1.7 Thomson scattering geometry. The scattered radiation is emitted along the z axis, in a
small cone of aperture 1/γ. When αL = π the backscattering geometry occurs

of energetic photons from UV to γ-rays and atto-second sources in the full nonlinear
regime.

We consider the geometry described in Fig. 1.7. The three main parameters
governing the scattering process are the electron energy Eo = γomec2, the laser

pulse peak normalized amplitude ao = eA/(mec2) ≈ 8.5 × 10−10
√
Iλ2

µm , I being

the laser peak intensity in W/cm2, λµm is the laser wavelength in µm and αL is the
angle between the propagation directions of the laser pulse and the electrons.

The pulse amplitude controls the momentum transferred from the laser pulse to
the electron, i.e. the number of photons of the pulse absorbed by the electron. If
ao << 1, only one photon is absorbed and the resulting electron motion always
admits a reference frame in which the quivering is non-relativistic (linear Thomson
scattering) [44]. Assuming γo >> 1, scattered radiation is emitted forward with
respect to the electron initial motion within a cone of aperture 1/γo. Assuming
a laser pulse having a rise time much greater than the pulse period, the resulting
scattered radiation ωγ is spectrally shifted compared to the laser frequency ωL at a
peak energy given by [45]:

ωγ
∼= 2γ2

o(1 − cosαL)ωL (1.6)

Among the possible interaction geometries, the case of backscattering αL = π is
the most suitable for at least three aspects: (i) it produces photons with the highest
energy

ωγ
∼= 4γ2

0ωL; (1.7)
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(ii) it allows the highest overlap of the electron beam and the pulse; (iii) it mini-
mizes spurious effects induced by the transverse ponderomotive forces of the laser
pulse.

Thomson scattering in the linear regime has also been proposed to attain the
angular distribution of a monochromatic electron bunch [46]. Moreover, experimen-
tal methods have been proposed to measure the length of a monochromatic electron
bunch and to measure the energy spectrum of a single bunch eventually character-
ized by a wide energy spread or alternatively to measure the angular distribution of
a single bunch with a known energy spectrum [47].

In the nonlinear regime, a0 ≈ 1, the resulting strong exchange between the laser
pulse and electron momentum induces a complex and relativistic electron motion,
consisting of a drift and a quivering having both longitudinal and transverse compo-
nents with respect to the pulse propagation. In turn, the time dependent longitudinal
drifting results in a non-harmonic electron motion that produces scattered radiation
with a complex spectral distribution characterised by harmonics of the fundamental
frequency. If the electron interacts with a laser pulse with a constant amplitude, e.g.
a flat-top laser pulse, the spectral distribution of the scattered radiation consists of
equally spaced harmonics [44]. In the case of head-on collision, the peak energy of
each Nth harmonics in a back-scattering configuration reads now:

ωγ,N
∼= Nth

4γ2
oωL

1 + a2o/2
. (1.8)

As the intensity increases even further (a0 >> 1), radiation is emitted into many
closely spaced harmonics showing a typical synchrotron radiation spectrum. When
considering scattering from an electron bunch, harmonics produced by each electron
will be slightly shifted due to non-ideal beam effects like energy spread and beam
emittance. As a consequence, a continuous spectrum is generated which extends
up to the critical frequency that scales [48] as a30 .

Thomson scattering with laser driven electrons was first demonstrated in a pio-
neering experiment [49], showing evidence of 1keV X-ray emission. Current exper-
iments typically use a collision point set a few mm downstream the accelerating
region, where electron bunch transverse size is a few tens of µms, easily achievable
with the scattering pulse. In the original paper by Chen et al., [50], the collision point
was set 1mm after the exit of the plasma, where the focal spot of the 800nm scatter-
ing pulse spot size was 9 µm and the overlapping (emitting) region was estimated
to be 5 µ. Scattering with a 250 MeV cut-off energy electrons enabled generation
of peak photon energy of 1.2 MeV. Sarri et al., [34] used a F/2 off-axis parabolic
mirror to focus the 18 J, 42 fs scattering pulse 10mm downstream of the exit of
the gas target were the electron bunch transverse size was 30 µm and the average
normalized intensity was ao = 2. Scattering off LWFA electrons with energy up to
600 MeV resulted in Thomson scattering photons with energy up to 18 MeV, the
highest energy obtained so far with all-optical Thomson scattering. Liu et al. [51]
achieved similar photon energy with lower peak electron energy, but using frequency
doubled, 400nm optical scattering pulse. They used a separate optical compressor
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to control focal spot quality of the frequency doubled pulse which is more sensitive
to phase front distortions. They tuned the frequency doubled scattering pulse to pro-
duce 54 mJ in a 300 fs laser pulse, focused in a 15 µ focal spot and were able to
achieve>9MeV photon energy with a broadband spectrum peaked at approximately
400 MeV.

Depending on the perspective application, tuneability of the X-ray photon energy
may be an important option of a source. According to (1.7) or (1.8), the frequency
of the scattered radiation can be tuned by changing either the electron energy or
the scattering photon energy. Powers et al., [52] achieved tuneability changing the
electron energy in the range from 50 to 200 MeV by changing the plasma density to
exploit the square root dependence of the accelerating electric field upon the electron
density that occurs in LWFA. In this way they were able to achieve tuneability in
the range from 70 keV to approximately 1 MeV. Tunability in the 5–42 keV was
demonstrated by Khrennikov et al., [53] using a different technique to tune electron
energy. They use shock-front injection [19]which exploits the properties of sharp
downramps of the electron density of the plasma [47] to localize electron injection.
Tunability is achieved by shifting the position of the down-ramp along the plasma to
control acceleration length.

1.5 Laser “Drivers” for Plasma Accelerators

High power laser technology has been developing rapidly after the first laboratory
demonstration of laser operation [54], leading to an increase of peak power up to the
multi-PW level and focused laser intensities of approximately 15 orders of magni-
tude, as shown in the plot of Fig. 1.8. Commercial laser systems are now available
to reach such performances and many laboratories world-wide feature PW-scale
laser systems [55] that are used as drivers of laser-plasma acceleration experiments.
Further progress is in order, following progress in amplification architectures and
diagnostic techniques. Both these aspects have been treated in details during the
school and have dedicated chapters of this book (see lectures by B. Le Garrec and
L. Labate). In the Section below a brief description of the leading laser technologies
is given in the perspective of designing a driver for a laser-plasma accelerator.

The vast majority of such systems are based on Titanium Sapphire technology,
where titanium doped Al2O3 (Ti:Sa)’s broad gain bandwidth allows pulses as short as
a few tens of fs to be amplified at awavelength of about 800nm,making these systems
perfectly suited for LWFA drivers. On the other hand Ti:Sapphire must be pumped
in the visible (typically in the range 500–550 nm), which is commonly obtained by
using frequency doubled, flashlamp-pumped Q-switched lasers operating in the near
infrared (e.g. Nd:YAG). These circumstances strongly limit the wall-plug efficiency
of the whole system making the high average power operation very challenging and
currently limiting the repetition rate typically to 1/PPW [Hz], where PPW is the peak
power in PW. The plot of Fig. 1.9 shows the laser specifications of some of the main
facilities plotted according to their repetition rate and their energy per pulse. In this
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Fig. 1.8 History of
achievable focused laser
intensity since the invention
of the laser. Main steps to
generate high laser power
include the so called
Q-switch technique and the
mode-locking and, more
recently the chirped pulse
amplification technique [56]

chart a set of fixed average power levels are represented by the parallel lines. It is
currently established that the average power required for the main applications of
high intensity lasers is above the kW range, namely, well above the values achieved
today, implying that a significant step in technology is needed to fill the gap of two
orders of magnitude in the deliverable average laser power.

Laser-based plasma accelerators would ideally require a typical repetition rate
of 1kHz that can only be achieved provided diode-pumped solid state (DPSSL)
lasers are used in place of flash-lamp pumped technology. A significant improvement
in wall-plug efficiency can be obtained for Ti:Sa technology, replacing flash-lamp
pumped Nd lasers with DPSSL technology, like the recently established HAPLS
laser system [57] that aims at operation at an average power of 300W at 10Hz.
In the mean time, DPSSL pump lasers capable of delivering kW average power at
the required wavelength of 0.5 µm for petawatt scale systems are currently being
developed and full design of such systems is in progress for 100Hz repetition rate
[58].

A crucial role in the development of high average power lasers is played by the
cooling architecture and geometrical layout of the multi-pass amplifier required to
manage heating of the gain material due to the pump energy. Studies are emerging
which show that amplifying media need to be water-cooled with high flow speed
in order to remove the heat generated by the pumping process. For this purpose,
amplifying media must be shaped as thin disks, with high diameter/thickness ratio
and cooling must be applied on the crystal faces in order to have a sufficient heat
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Fig. 1.9 Chart showing laser specifications of main facilities currently existing or under construc-
tion, plotted according to their repetition rate and to the energy per pulse. The parallel lines in the
plot indicate a constant average power. Main applications require average power typically above
the kW level, corresponding to repetition rate higher than 100Hz and energy per pulse higher than
100 J [59]

exchange surface. To achieve sufficient pump absorption and energy storage, the
required gain volume must be split in several disks depending on the pump energy
and repetition rate, and to achieve efficient amplification and energy extraction the
amplified beam must cross the volume several times (multi-pass). As for the cooling
strategy, two possible approaches are considered, namely a transmission geometry
and a reflection geometry. In the transmission geometry, the amplifying crystal is
water-cooled on both faces, and both the pump beams and the amplified beam cross
the crystal, the water-cooling flow, and the flow containment windows. It offers
a good performance in terms of heat extraction and allows to implement simpler
layouts from the geometrical point of view, but it presents a potential drawback
because the amplified beam crosses the cooling flow and is potentially subjected to
optical aberrations due to turbulences, as the fluid flows at high values of theReynolds
number. In the reflection geometry, one of the faces of the crystal is highly reflective
for the amplification beam. The amplified beam enters in the crystal from the front
face and it is reflected back in the incoming direction on the back surface. The same
occurs to the pump beams. The reflective surface is water-cooled, whereas the front
face is uncooled, as shown in Fig. 1.10. In this way the beam path does not cross
the turbulent cooling flow, so no optical aberration occur. On the other hand, this
arrangement allows for less favorable surface/volume ratio for cooling and requires
a more complex optical geometry.

Details of the amplifiers in the transmission geometry have been described in [58].
Both reflection and transmission geometry are still under consideration on the basis
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Fig. 1.10 Investigated geometries of an amplifier head for kW scale Ti:Sa average power laser,
with disk gainmaterial and water cooling. Left: Reflection geometry. Right: Transmission geometry
[58]

of theoretical consideration and simulations, and both modelling and experimental
investigations are needed.

In the mean time, other technologies are being developed which aim at even
more efficient configurations removing the double-step in the pumping architecture,
with direct pumping of the suitable ultrafast amplifier with diodes. Several direct
CPA concepts have been explored in detail and some issues have emerged so far,
including the minimum achievable pulse duration and the possibility of scaling to
large size amplifiers. Examples of Direct CPA are Yb based systems like Yb:YAG
and Yb:CaF2. Compared to Ti:Sapphire, these media have allow direct pumping by
semiconductor lasers, in the wavelength region 930–970 nm, without further wave-
length conversion stages and exhibit a low quantum defect between the pump photon
energy and the laser photon energy (around 10%) because the emission wavelength
(usually 1030–1050 nm, depending on the host) is close to the pumping wavelength.
This reduces the thermal load on the gain medium and thus the power dissipation
requirements. Both these elements are advantageous in view of a high average power
operation regime. Also, several hosts allow doping with Yb, providing flexibility in
the choice of the gain media parameters like emission spectrum, thermal conductiv-
ity and thermo-optical parameters and the possibility of using ceramics technologies
for large size gain elements. The main drawbacks of the Yb-based gain media are
the reduced gain bandwidth, that makes it difficult to achieve pulse duration of 100
fs or less for high energy pulses and the high saturation fluence, often exceeding the
damage threshold and preventing operation of the amplifiers in saturation.

Another direct CPA system is based on the Tm:YLF gain media that, when oper-
ated in the multi-pulse extraction, becomes as efficient as>70% at rep-rates>1 kHz,
while at 100Hz is still capable of approximately 20% efficiency [60]. Among the
relevant host materials, YLF offers several attractive properties, including a negative
dn/dT, low linear and nonlinear refractive indices, and natural birefringence. The
Tm dopant in YLF emits laser radiation at ≈1.9 µm, and has a long upper-state
lifetime (15 ms). It can be pumped with commercially-available, high-brightness
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continuous-wave laser diodes that operate at 800nm CW pumping. Tm:YLF sys-
tems are being explored for future operation with 300 kW average power at as high
as 10 kHz repetition rates for laser driven plasma accelerators [29].

In the long term, a very promising approach is based on Fiber laser technology,
which is currently offering the best wall-plug efficiency for a laser, now exceeding
50% in CW mode. For high peak power architectures, solutions based on the coher-
ent combination of a very large number of fiber amplifiers is being developed and
prototyping is in progress. Studies show that this technology will be particularly
suited and cost-competitive if laser driver parameters are going to evolve towards
small energy (J level) per pulse and higher repetition rate (>1kHz).

In view of the above scenario of laser technologies it is clear that while major
R&D effort is required, suitable laser driver solutions for laser-plasma accelerators
can be conceived to meet requirements at different scales, from the single stage,
table-top devices to future multi-stage colliders [61].

1.6 Industrial Development of Laser Drivers

High power laser science and technology R&D has always been inherently related
to industrial developments. Large scientific endeavours like the inertial confinement
fusion (ICF) research, have generated a strong impulse in the development of indus-
trial products related to long-pulse (ns) technology, With the advent of ultrashort
CPA pulses, industry has been mainly attracted by relatively small (TW scale) scale
systems, with only a few companies focusing on multi TW systems and now aiming
at multi-PW scale, mainly for scientific purposes. The potential use of such systems
as power drivers for novel particle accelerators is setting new conditions, stimulating
industrial investments towards higher repetition rate systems. Indeed, kW scale lasers
suitable for pumping Ti:Sa in the 10–20Hz range repetition rate are just emerging
from industry systems like the P60 [62] or proto-types like the DIPOLE [63], and can
be integrated in advanced Ti:Sa amplifiers design, provided a geometry with efficient
cooling ensures heat removal from the amplifier head, as discussed in the preceding
section. This is an important conceptual aspect of laser design that has impact on
both the complexity and the compactness of the final system. Higher repetition rates
will require significant technology developments to increase the repetition rate of
currently available high power diode lasers and to enhance thermal management in
the amplifier head and major numerical modelling and experimental data will be
needed to demonstrate the path to commercial availability of a reliable kHz laser
driver.

On the other hand, practical laser-plasma accelerator schemes include a number
of components that ensure control and stability of the wakefield generation. The laser
driver stability plays a key role here, with focal spot intensity distribution, energy
and pointing stability, pulse duration etc. being closely related to the stability of the
accelerated electron bunch. In particular, requirements on beam pointing stability are
highly demanding, with required pointing accuracy well below the µrad to ensure
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no impact on the pointing instability of the accelerated electron bunch, typically
set by the acceleration process. Here a combination of pointing detector and active
pointing control is envisaged in the full scale implementation of the driver, calling
for outstanding engineered industrial solutions.

These are just examples of the strong impact that laser-plasma accelerators are
expected to have on the industrial development of lasers and opto-mechanical com-
ponents to enable the expected specifications, further developing concepts currently
under exploration at laser labs.

1.7 Multidisciplinary Applications

Laser-plasma acceleration (LPA) is increasingly being considered for the develop-
ment of novel radiation sources and applications to industrial, medical and biological
sciences. In the context of electron acceleration, given the ever increasing level of
control and reliability of available schemes, compact, laser-driven accelerators are
being explored for radiotherapy and diagnostics applications in areas where electron
beams with energy up to several tens of MeV are normally used as primary beams. A
laser-driven electron accelerator may have several advantages compared to conven-
tional linacs, ranging from the small size of the acceleration region, to the possibility
of multiplexing the electron source using a single laser driver. From the point of view
of the specific properties of laser accelerated electrons, given the ultra-short duration
of laser accelerated bunches compared to conventional RF linacs, a new regime of
ultrafast radiation biology is emerging [64]. One of the key aspects to be investi-
gated here is the very short bunch length, typical of LPA electron bunches, that leads
to ultra-high instantaneous dose-rate, orders of magnitude higher than conventional
sources. In view of this, pre-clinical studies are needed to address the radiobiological
effectiveness of laser-driven electron sources compared to conventional linacs used
in medical applications, with a particular attention to the intra-operatory radiation
therapy (IORT) [65, 66]. More recently, other regimes of radio-therapy, including
the so-called FLASH radiotherapy [67] or the very high energy electron radiother-
apy (VHEE) [68] are also being considered as possible effective applications of
laser-driven beams.

Since the original demonstration [69], laser-driven ion acceleration has also been
drivingdedicatedbiological andmedical application aimedat exploringnewconcepts
of such novel compact accelerators while validating radiobiological effectiveness of
laser-driven ion sources. Also, special attention is being dedicated to the development
of customised beam-lines capable of exploiting the full potential of these sources,
while delivering control of the main beam parameters at the ion-target interaction
point (see Lecture by P. Cirrone). Several of such dedicated beam-lines have been
established at laser laboratories and facilities, including the LIGHT project at the
PHELIX laser [70] or similar initiatives at the J-Karen laser [71] or at the INO-
ILIL-PW laser [72], and the ELIMAIA beamline at ELI-Beamlines [73] just to
mention a few. It is worth stressing here that most of these beamlines rely on the
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established Target Normal Sheath acceleration mechanism first observed in [69],
using a combination of laser enhancements like the high temporal contrast option,
and properly designed targets, to optimize ion source maximum energy and flux.
At the same time, new mechanisms have been identified to further boost the ion
energy and possibly control the energy distribution of accelerated electrons. Awealth
of recent experiments are gradually approaching demonstration of these advanced
acceleration mechanisms. These topics were also addressed during the school and a
dedicated lecture is included in these proceedings (see Lectures by M. Borghesi).

Other applications can take full advantage of the brightness and the micrometer-
scale transverse source size and enable a dramatic increase of resolution in X-ray
based imaging techniques and, in particular, phase-contrast imaging. Indeed, phase-
contrast X-ray imaging is gaining strong interest in a variety of fields, including
biomedical imaging (Wenz 2015), due to its capability of highlighting subtle details
(Schults 2010) at soft tissue interfaces without (or with minimal use) of exogenous
contrast media. Both planar and tomographic applications have been devised so far,
including in-vivo (preclinical) and ex-vivo imaging, in various disease models rang-
ing from oncology (e.g., breast imaging), to neurology and cardiovascular imaging
(Bravin 2013). Both propagation-based or gating-based phase-contrast imaging is
being investigated. In the first case, a very small focal spot size is required (of the
order of few micrometers) and long source-object distances must be used in order
to spatially resolve tissue-driven X-ray phase shifts with common X-ray detectors.
Due to the great potential of this imaging modality to overcome known limitations of
current absorption-based X-ray imaging, effort is needed in order to translate phase-
contrast imaging from the bench (preclinical) to the bedside (clinical) in the shortest
time. Unfortunately, phase-contrast imaging requires high brightness spatially coher-
ent sources that are not readily available at a laboratory scale. Apart from the small
number of synchrotron sources that are used only for proof of principle imaging
experiments, standard laboratory X-ray source technology is unable to provide the
required source size and brilliance, thus requiring long exposure times and com-
plex deconvolution, strongly limiting the clinical development of this outstanding
imaging technique.

As discussed here, laser-plasma sources are capable of driving X-ray emission
with the required degree of coherence and brilliance in a compact footprint and, with
currently evolving laser technology, are bound to become an excellent solution to
enable phase contrast imaging to emerge from the laboratory andbecomean industrial
source for diffuse medical use. Developments are required to enhance the stability of
the source and current laboratory effort focuses on this aspect, with innovative and
original acceleration concepts that enable control of the main parameters, including
source size and energy, using reliable temporal and spectral laser manipulation.
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1.8 Summary

This introductory Chapter was conceived to give readers a preview of the topics
presented during the School and discussed in depth in the following Chapters of
this book. The underlying theme is the development of novel particle accelerators
based on some of the most powerful physical mechanisms that can be activated using
ultra-high intensity laser and their interaction with plasmas.
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Chapter 2
Basics of Laser-Plasma Interaction:
A Selection of Topics

Andrea Macchi

Abstract A short, tutorial introduction to some basic concepts of laser-plasma in-
teractions at ultra-high intensities is given. The selected topics include (a) elements
of the relativistic dynamics of an electron in electromagnetic fields, including the
ponderomotives force and classical radiation friction; (b) the “relativistic” nonlinear
optical transparency and self-focusing; (c) the moving mirror concept and its appli-
cation to light sail acceleration and high harmonic generation, with a note on related
instabilities; (d) some specific phenomena related to the absorption of energy, kinetic
momentum and angular momentum from the laser light.

2.1 Introduction

Present-day short pulse, high power laser systems have reached the petawatt (1015 W)
level.When suchpower is tightly focused in a spotwith a diameter of fewwavelengths
λ (�1 µm for sub-picosecond systems), intensities exceeding 1021 W cm−2 may be
achieved. The corresponding strength of the EM fields is such that any sample of
matter exposed to such fields becomes instantaneously highly ionized, i.e. turned
into a plasma, and the freed electrons oscillate with momenta largely exceeding
mec (where me is the electron mass and c is the speed of light). The nonlinear
dynamics of such relativistic plasma in a superstrongEMfield is the basis of advanced
schemes of laser-plasma sources of high energy electrons, ions and photons which
are characterized by high brilliance and ultrashort duration.

A few years agowe tried to present the basic concepts of the theory of superintense
laser-plasma interactions in a primer of about one hundred of pages [1], and it is hard
to further condensate such material. Thus, the present paper is mostly an ultrashort
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introduction to the field at a “sub-primer” level, focused on an arbitrary selection of
contents. We do not enter into mathematical details which can be found in the primer
or in the other (few) references we cite.

Our rough selection criterion is to include here preferentially topics on which ei-
ther we witnessed frequent misunderstanding or we may add something with respect
to our primer. Beyond the latter, more complete and advanced introductions may be
found in textbooks [2, 3] or review papers [4, 5]. We also address the reader to other
reviews for the important topics of laser-plasma accelerators of both electrons [6]
and ions [7], on which additional references may be found in other contributions to
this book. On topics where controversies are present, we have only room to give our
personal point of view.

2.2 Single Electron Dynamics and Radiation Friction

A look at the dynamics of a single electron in an EM field of arbitrary amplitude is a
good warm-up before discussing a many-particle system with collective effects, i.e.
a plasma. In non-covariant notation, the relativistic motion of an electron in a given
EM field is described by the equations

dp
dt

= −e
(
E + v

c
× B

)
,

dr
dt

= v ,
d(meγc2)

dt
= −ev · E , (2.1)

where p = p(t), r = r(t), v = v(t) = p/meγ, γ = (1 + p2/m2
ec

2)1/2 = (1 − v2/

c2)−1/2, and the fields are evaluated at the electron position, i.e. E = E(r(t), t)
and B = B(r(t), t). By given fields we mean that we neglect their self-consistent
modification by the motion of the electron (see Sect. 2.2.3).

2.2.1 Motion in Plane Wave Fields

Exact relations and solutions can be found for plane wave fields, conveniently de-
scribed by the vector potentialA = A(x − ct)whichwe take to be propagating along
x̂. The EM fields are given by E = −∂tA/c and B = ∇ × A = x̂ × ∂xA. By sepa-
rating the electron momentum in longitudinal (px ) and transverse (p⊥) components,
it is possible to find two constants of motion:

d

dt

(
p⊥ − e

c
A

)
= 0 ,

d

dt
(px − meγc) = 0 . (2.2)

Thefirst relation is the conservation of canonicalmomentum related to the traslational
invariance in the transverse plane (yz). The second arises from the properties of the
EM field: if a net amount of energy E is absorbed from the field, a proportional
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amount of momentum E/c must be absorbed as well.1 If an electron is initially at
rest before it is reached by the wave, then p⊥ = eA/c and px = mc(γ − 1) at any
time. These relations also yield px = e2A2/2mec3 and imply that, as the field is over
(A = 0), an electron initially at rest will be at rest again, i.e. no net acceleration is
possible in a plane EM wave.

Now consider the case of a monochromatic wave of frequency ω,

A = A0
[
ŷ cos θ cos(kx − ωt) + ẑ sin θ sin(kx − ωt)

]
, B = x̂ × E, (2.3)

where k = ω/c and−π/2 < θ < π/2 determines the wave polarization: for instance
θ = 0 and θ = ±π/2 correspond to linear polarization (LP), while θ = ±π/4 cor-
responds to circular polarization (CP). This wave has infinite duration, but one
may still assume the same initial conditions as above if the wave is “turned on”
over an arbitrarily long rising time. One thus obtains an average drift momentum
〈px 〉 = 〈

e2A2/2mec3
〉
(the brackets denote an average over a laser period). The tra-

jectories (Fig. 2.1a–b) have a self-similar form, i.e. they can be written as function of
the scaled coordinates x/a20 , y/a0 and z/a0 where a0 is a dimensionless amplitude
of the EM wave,

a0 = eA0

mec2
. (2.4)

The drift velocity is vD = ca20/(a
2
0 + 4). By transforming to a frame moving with

such velocity along x̂, the trajectories become closed. For LP the electron performs
a “figure of eight” in the plane containing x̂ and the polarization direction (Fig. 2.1).
For CP, the electron moves on a circle in the yz plane. Notice that in this latter case
the γ-factor is a constant and the motion does not contain high harmonics of ω.

Fig. 2.1 a, b self-similar “drifting” trajectories of an electron in a monochromatic plane wave
for linear (a) and circular (b) polarization. c the figure-of-eight trajectory (red line) obtained by
subtracting the drift from case (a), and the trajectory with same initial conditions, but adding the
radiation friction force (black line)

1In fact, in classical electrodynamics the ratio between the amount of energy and of momentum
modulus in a wavepacket is c, thus this relation must be conserved if the wavepacket is totally
absorbed by a medium. In a quantum picture, one may think of the absorption of a given number
of photons, each having energy E = �ω and momentum modulus E/c.



28 A. Macchi

The parameter a0 introduced in (2.4) is a convenient indicator of the onset of
the relativistic dynamics regime. In the “no drift” frame, the typical value of the
gamma factor (temporally averaged for LP) is γ = (1 + a20/2)

1/2, thus the dynamics
is strongly relativistic when a0 � 1. The parameter is related to the wave intensity
I and wavelength λ by a0 = 0.85 (Iλ2/1018 Wcm−2µm2)1/2.

2.2.2 Ponderomotive Force

The motion in a plane wave is an useful reference case, but in most cases we have to
dealwithmore complexfield distributions, such as a laser pulsewith a finite extension
in space and time. At least we may assume the field to be quasi-monochromatic, i.e.

to be described by A(r, t) = Re
[
Ã(r, t)e−iωt

]
with 〈A(r, t)〉 � 0 and

〈
Ã(r, t)

〉
�

Ã(r, t), i.e. the envelope function Ã(r, t) describes the temporal variation of the
field on a scale slower than the oscillation at frequency ω. The idea is to separate
these different scales bywriting for the position r(t) ≡ rs(t) + ro(t)where 〈rs(t)〉 �
rs(t) and 〈ro(t)〉 � 0, i.e. ro(t) describes the fast oscillation around the slowly-
moving center rs(t). In the non-relativistic case, one obtains equations for the “slow”
motion as

me
dvs
dt

= − e2

2meω2
∇ 〈

E2(rs(t), t)
〉 ≡ Fp ,

drs
dt

= vs , (2.5)

where Fp is named the ponderomotive force (PF).2 Equation (2.5) is based on a
perturbative approach where magnetic effects are taken into account up to first order
in v/c, and the spatial variation of the fields over awavelength is small (|λ∇E | � E).

According to (2.5) the electrons are pushed out of the regions where the field is
higher. Thus, if a laser pulse propagates through a tenuous plasma (Fig. 2.2), electrons
will be pushed in the forward (propagation) direction on the leading edge of the pulse,
and in the backward direction on the trailing edge: in proper conditions, this effect
generates wake waves in the plasma [6]. The PF associated to the intensity gradient
in the radial direction tends to pile electrons at the edge of the laser beam and create
a low-density channel along the propagation path, which can cause a self-guiding
effect (see Sect. 2.4.2).

An extension of the PF to the relativistic regime is not straightforward. For a quasi-
transverse, quasi-plane wave field onemay follow the hint that the non-relativistic PF
(2.5) is the gradient of the average oscillation energy (“ponderomotive potential”).
Assuming p⊥ � eA/c and γ � (1 + p2⊥/m2

ec
2)1/2, one can write the oscillation en-

ergy in the relativistic case asmec2(γ − 1) and replace the potential in (2.5).However,

2We stress that we define the PF as a cycle-averaged approximation of the Lorentz force. However, in
the literature sometimes the term “oscillating PF” has been used [8] to refer to oscillating nonlinear
terms in the Lorentz force (such as the v × B term which has a 2ω component). This definition is
inconsistent with the whole idea of separating the “slow” and “fast” scales in the motion.
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Fig. 2.2 Ponderomotive
scattering of electrons by the
ponderomotive force (2.5) of
a laser pulse having finite
length and width
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one has also to take into account that the oscillatory motion yields relativistic inertia.
One may thus write

d

dt
(meffvs) � −∇(meffc

2) , meff ≡ me(1 + 〈
a2

〉
(rs, t))1/2 , (2.6)

(where a = eA/mec2) withmeff acting as an effective, position- and time-dependent
mass. We remark that this expression is limited to a “semi-relativistic case”, in
which the average velocity |vs | � c, and for smooth field profiles where transverse
components are much larger than longitudinal ones (e.g. a loosely focused laser
beam).

2.2.3 Radiation Friction (Reaction)

While an electron is accelerated by an EM field, it also radiates EM waves when
accelerated. But the “standard” equations of motion (2.1) do not account for the
energy and momentum carried away by the radiation. For example, according to
(2.1) an electron in an uniform and constant magnetic field performs a circular orbit
at constant energy; but since the electron experiences a centripetal acceleration, it
will radiate and lose energy, so that we expect the trajectory to become a spiral as
if the electron was experiencing a friction force. To describe such radiation friction
(RF) effects, additional terms must be added to the Lorentz force in order that the
motion is self-consistent with the radiation emission. The phenomenon can also be
described as the back-action of the fields generated by the electron on itself, so it is
also named radiation reaction (RR).

RR (or RF) is a longstanding and classic problem of classical electrodynamics.
In ordinary conditions the effect is either negligible or at least it can be treated
perturbatively and phenomenologically, e.g. inserting a simple friction force. The
dynamics of the electron becomes strongly affected by the radiation emission when
the energy of the emitted radiation is comparable to the work done on the electron by
the accelerating fields ([9], Sect. 16.1), which implies field strengths at the frontier of
those produced by present-day laser technology. This circumstance has revitalized
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the debate (and associated controversy) onRR in recent years. However, it is apparent
that as long as a classical description is adequate, one can safely use the RR force
given in the textbook by Landau and Lifshitz (LL) [10]:

FRR � −2r2c
3

(
γ2

(
L2 −

(v
c

· E
)2

)
v
c

− L × B −
(v
c

· E
)

· E
)

, (2.7)

where L ≡ E + v × B/c , rc = e2/mec2 is the classical electron radius, and small
terms containing the temporal derivatives of the fields have been dropped down [11].
It may be interesting to notice that for an electron which is instantaneously at rest
(v = 0) the force reduces to

FRR � 2r2c
3

E × B = σT
S
c

, (2.8)

where σT = 8πr2c /3 is the Thomson cross section for the scattering of an EM wave,
and S = cE × B/4π is the Poynting vector giving the energy flux of the wave (the
intensity I = |S|): thus, in this limit the RR force is a drag force which describes
the absorption of an amount of EM momentum proportional to the amount of EM
energy subtracted from the wave and then radiated away.

An exact solution for the motion in a plane EM wave exists also when the RR
force (2.7) is included [12]. The modification of the trajectory is shown in Fig. 2.1,
for the same initial conditions yielding the closed “figure of eight” when neglecting
RR: if the latter is included, the trajectory opens up with the electron gaining energy
and accelerating along the propagation direction. Of course a friction force sounds
as unable to accelerate anything, but actually the effect of friction is to change the
relative phase between the fields and the electron velocity. This yields 〈v · E〉 	= 0,
so that the electron gains energy from the wave, and 〈v × B〉 	= 0, so that the electron
is accelerated along x̂.

The classical theory predicts that the spectrum of the radiation scattered from a
relativistic electron peaks at frequenciesωrad � γ3ωi ([9], Sect. 14.4), whereωi is the
frequency of the incident radiation (ωrad = ωi in the linear non-relativistic regime).
Thus, with increasing γ eventually the energy of a single photon �ωrad � mec2γ, the
electron energy, so that the recoil from the photon emission is not negligible and
a quantum electrodynamics (QED) description becomes necessary. This is reminis-
cent of the well-known Compton scattering, but here the relevant regime involves
the sequential absorption of very many low-frequency photons and the emission of
several high-frequency photons. A QED theory of RR is still an open issue and is
the subject of current research (see [13] for a discussion).

2.3 Kinetic and Fluid Equations

For a plasma of electrons and ions at high energy density, a classical approach is
adequate. The most complete description of the dynamics is based on the knowledge
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of the distribution function fa = fa(r,p, t) which gives the density of particles in
the phase space (r,p) for all species a (e.g. a = e, i for a single ion distribution).

A great simplification arises from the possibility of neglecting binary collisions,
since the cross section for Coulomb scattering quickly decreases with increasing
particle energy. For further simplicity we neglect any process which may create or
destroy particles (such as ionization, pair production,…), as well as radiation friction
(RF) whose inclusion will be discussed later. The total number of particles of each
species is thus conserved, and the distribution function satisfies a continuity equation
in the phase space (the Vlasov equation):

∂ fa
∂t

+ ∂

∂r
(ṙa fa) + ∂

∂p
(ṗa fa) = 0 , (2.9)

where

ṙa = v = pc
(p2 + m2

ac
2)1/2

, ṗa = qa
(
E + v

c
× B

)
. (2.10)

The coupling withMaxwell equations for the EMfieldsE = E(r, t) andB = B(r, t)
occurs via the charge and current densities obtained from fa :

ρ(r, t) =
∑
a

qa

∫
fad

3 p , J(r, t) =
∑
a

qa

∫
v fad3 p . (2.11)

The Vlasov-Maxwell system constitutes the basis for the kinetic description of laser-
plasma interactions, mostly via numerical simulations based on particle-in-cell (PIC)
codes [14]. The PIC method may be extended to include collisions, ionization, and
particle production (see e.g. [15, 16]). RF effects can be included straightforwardly
by adding the LL force 2.7 (Sect. 2.2.3) to the second of (2.10).3 The technical
implementation in PIC codes proposed in [11] has been successfully benchmarked
in [17]. Notice that in a simulation, because of the finite resolution of a spatial grid
over which the fields are represented, it is almost impossible to resolve the high-
energy radiation emitted by ultra-relativistic electrons at frequencies ωrad � γ3ω,
with ω the frequency of the driving lasers. However, radiation of such frequency
escapes even from a solid-density plasma with negligible interactions, and it is of
incoherent nature being of such small wavelength λrad = 2πc/ωrad that neλ3

rad � 1.
Thus, RF losses in a laser-plasma interaction are simply measured by the amount of
energy which “disappears” from the simulations.4

3Notice that in (2.9)–(2.10) ∂r(ṙa fa) = ṙa∂r fa and ∂p(ṗa fa) = ṗa∂p fa , as it is usual to write for
the Vlasov equation. However, if the LL force is added to the Lorentz force, ∂p(ṗa fa) 	= ṗa∂p fa .
This is not an issue for the standard PIC algorithms which provide a solution of the general kinetic
equation (2.9).
4In principle also low-frequency, coherent radiation which is resolved in the simulation contributes
to the RF effect, thus there is some double counting of such radiation in the force since it is included
both in the Lorentz and in the LL terms. However, for highly relativistic electrons with γ � 1 the
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While a kinetic approach is most of the times necessary for a comprehensive
study of laser-plasma interaction phenomena, the simplified description based on
moments of (2.9), i.e. on fluid equations, provides a suitable ground for basic models.
As the motion of electrons is dominated by the superintense EM fields, one may
neglect the “random” or thermal component of themotion and the associated pressure
term, and obtain a closed set of moment equations. This is named the “cold” fluid
approximation although the name might sound funny for such a high energy density
plasma. Introducing the electron density ne = ne(r, t) and fluid momentum pe =
pe(r, t),

ne(r, t) ≡
∫

fed
3 p , pe(r, t) ≡ n−1

e

∫
p fed

3 p , (2.12)

the cold fluid equations for electrons are

∂t ne + ∇ · (neue) = 0 ,
dp
dt

= (∂t + ue · ∇)pe = −e
(
E + ue

c
× B

)
, (2.13)

with ue = pe/(meγec) and γe = (p2e + m2
ec

2)1/2. Equations (2.13) are the theoretical
basis for the analytic description of the laser-plasma interaction phenomena described
in the following. However, in the present paper we do not enter into mathematical
details.

2.4 “Relativistic” Optics

2.4.1 Wave Propagation and “Relativistic” Nonlinearities

We consider a transverse EM wave (∇ · E = 0) propagating in an uniform plasma
with electron density ne. The wave equation for E is given by

(
∇2 − 1

c2
∂2
t

)
E = 4π

c2
∂tJ , (2.14)

with the current density J = −eneue (ions are assumed as an immobile, neutralizing
background). For electron velocities |ue| � c, we pose γe � 1 and neglect theue × B
term, so that ue is proportional to E. This is the basis for the linear optics of a plasma
(supposed to be non-magnetized), which can be described by the refractive index
n = n(ω) with

contribution of the low-frequency part is negligible with respect to that of the dominant frequencies
in the radiation spectrum.
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n2 = ε = 1 − ω2
p

ω2
= 1 − ne

nc
, (2.15)

where ε = ε(ω) is the dielectric function, ωp = (4πe2ne/me)
1/2 is the plasma fre-

quency and nc = meω
2/4πe2 is named the cut-off or “critical” density. Wave propa-

gation requires n to be a real number, which occurs when the wave frequencyω < ωp

or, equivalently, the plasmadensity ne < nc, that defines an underdense plasmawhich
is transparent for the frequency ω. If ne > nc the plasma is overdense and reflecting.
For λL = 1µm, nc � 1021 cm−3 which falls between the typical densities of gaseous
and solid media, respectively.

When the EM wave amplitude is such that a0 � 1, nonlinear optical effects arise
because of both the dependence of γe on the instantaneous field and the importance
of the ue × B term. Thus, the wave propagation depends on its amplitude and higher
harmonics of the main frequency are generated.

However, for CP there is a particular plane wave, a monochromatic solution for
which ue × B = 0 and γe = (1 + a20/2)

1/2 is constant in time (this solution is related
to the case of the single particle orbits for CP described in Sect. 2.2). In this particular
case, the electron equation of motion reduces to

dpe
dt

= meγe
due
dt

= −eE , (2.16)

which is identical to the non-relativistic, linearized equation of motion but for the
constant factor γe that multiplies me. Thus we immediately obtain that the wave
propagation can be described by the nonlinear refractive index nNL with

n2NL(ω) = 1 − ω2
p

γeω2
= 1 − ne

γenc
. (2.17)

It should be kept in mind that, in general, a nonlinear refractive index should be
used with care and that, in particular, (2.17) applies only to the idealized case of a
monochromatic CP wave in a homogeneous plasma: already the extension to LP is
not straightforward since γe is not constant anymore. In the present context, we use
(2.17) for a simple description of the phenomenon of “relativistic” self-focusing. We
also show, however, that applying (2.17) to the other characteristic phenomena of
“relativistic” transparency leads to incorrect predictions.

2.4.2 Relativistic Self-focusing

We consider a EM beam propagating in a plasma along x . We assume that the beam
has a standard bell-shaped profile (e.g., Gaussian), so that the intensitywill be highest
on the axis and decrease to zerowith increasing radial distance. r⊥. Thus, using (2.17)
as a function of the local amplitude a = a(x, r⊥, t), i.e. taking γe = (1 + 〈a〉2 /2)1/2,
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we obtain that nNL has its highest value on the axis (r⊥ = 0) and then decreases with
increasing radial distance r⊥, down to the linear value (2.15). This implies that the
refractive index, due to its nonlinear dependence, is modulated as in an optical fiber
or dielectric waveguide, leading to a self-focusing (SF) effect which counteracts
diffraction.

Figure2.3a describes a simple SF model based on a geometrical optics descrip-
tion. We assume a “flat top” radial profile so that the intensity is almost constant
in the central region. Thus, the refractive index has values na = nNL[a(r⊥ = 0)] for
r⊥ < D/2, where D is the beam diameter, and nb = nNL[a = 0] for r⊥ > D/2. Be-
cause of diffraction, light rays tend to diverge with a typical angle θi � arccos(λ/D).
At the r⊥ = D/2 boundary, due to Snell’s law the rays are bent to an angle
θr = arcsin ((na/nb) sin θi ), with total internal reflection occurring as θr = π/2. This
yields a threshold for the guiding of the beam inside the central region. In the limit
of weak nonlinear effects (|a| � 1) and small angles (λ/D � 1) the condition can
be written as

π

(
D

2

)2

|a(r⊥ = 0)|2 � πλ2 nc
ne

. (2.18)

Note that the first term is proportional to the beam power. Inserting numbers
and recalling that a = eA/mec2, one obtains the threshold power value as PT �
43 GW(nc/ne). Thus, this rough model predicts the same scaling with density and
order of magnitude as the reference value PT = 17.5 GW(nc/ne) which is obtained
from a more rigorous theory [18]. Notice, however, that also this latter estimate is
based on some assumptions, i.e. a CP beam which is several wavelengths wide and
long: it may not be applied to ultrashort, tightly focused pulses extending only over
a few wavelengths. Also notice that the evolution of a laser pulse undergoing SF
may be quite complex; at least, it involves the creation of a low-density channel as

nb

na

r⊥

θi

θr

x

D/2

r⊥

a(x)

ne

Ex

n0

xd

(a) (b)

Fig. 2.3 a “optical fiber” model of self-focusing. Since the laser beam has a radial intensity profile
a(r⊥) the nonlinear refractive index has higher values in the central region, causing a guiding effect.
b evanescence of the EM field a(x) in an overdense plasma (n0 > nc) that fills the x > 0 region.
The electron density (ne) profile is modified self-consistently by the action of the ponderomotive
force which is balanced by the space-charge field Ex
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the electrons are pushed away from the axis due to ponderomotive forces (see Sect.
2.2.2).

2.4.3 Relativistic Transparency

Equation (2.17) implies that nNL is real for ne > γenc, i.e. the cut-off density is
increased by a factor γe with respect to the linear, non-relativistic case. The usual
description is that a plasma may become transparent because of relativistic effects,
and one often reads of a “relativistically corrected” cut-off density γenc.

Indeed, there are two examples of “relativistic” transparencywhich are of practical
importance and where taking ne < γenc as a criterion for wave propagation leads to
erroneous predictions. Thefirst is the case ofwave incidence on a semi-infinite plasma
with a step boundary. In the linear regime, one may assume the profile of the electron
density to be unperturbed, so the problem is reduced to imposing boundary conditions
at the plasma-vacuum interface which leads to Fresnel formulas ([9], Sect. 7.3). For
strong fields, however, the density profile is modified by the wave action. Taking the
simplest case of normal incidence of a CPwave [19], the steady ponderomotive force
originating from the cycle-average of the ue × B term pushes the electrons inside the
target and pile themup causing a local increase of the density in the evanescence layer,
which counteracts the relativistic effect (Fig. 2.3b). As a consequence, the threshold
forwave penetration (forne � nc anda0 � 1) becomesa0 > (

√
3/2)3(ne/nc)2 [19],

which corresponds to much higher intensities than predicted by posing γe > ne/nc
i.e. a0 >

√
2ne/nc.

The second example is that of a thin foil of thickness � � λ = 2πc/ω, for which
the relevant parameter for transparency is the areal density ne�. The nonlinear trans-
mission and reflection coefficients can be calculated for a normally incident CPwave
by assuming a Dirac delta-like profile [20], showing the onset of transparency when

a0 > ζ ≡ π
ne
nc

�

λ
. (2.19)

Thus, for ultrathin targets such that � � λ it is possible to have the onset of trans-
parency even when ne > γenc.

It is worth noticing, however, that also these models are one-dimensional, i.e.
based on plane waves. Multi-dimensional effects play an important role for any
realistic laser pulse with a finite transverse profile. In particular, the ponderomotive
force may reduce the electron density on axis by pushing electrons away, enhancing
the penetration of the laser pulse.
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2.5 Interaction With a Step Boundary Plasma

We now focus on the interaction of a superintense laser pulse with a strongly over-
dense plasma (ne � nc) having a step-like density profile, e.g. ne � n0�(x) with
�(x) the Heaviside step function. This problem is relevant to experiments on the
interaction of ultrashort pulses with solid targets.

2.5.1 Energy Absorption: From Fresnel Formulas
to “Vacuum Heating”

In the linear regime, the solution for the problem of the interaction between a plane
EMwave and amedium having refractive index n and a steep interface is provided by
the matching relations for the wavevectors and by Fresnel formulas for the reflection
and absorption coefficients, which depend on the angle of incidence and the wave
polarization. Using (2.15) for n one finds that inside the medium (x > 0, for definite-
ness) the wave is evanescent as e−x/�s with �s = c(ω2

p − ω2)−1/2 and there is total
reflection of the incident energy since n is purely imaginary, which corresponds to
neglecting any dissipative process. Dissipation may be provided by resistivity due to
Coulomb collisions between electron and ions (Drude model), so that (2.15) is mod-
ified by replacing ω2 → ω(ω + iνei) where νei is the collision frequency. However,
νei quickly decreases with increasing electron energy (“runaway effect”) making
collisional absorption inefficient at high intensities.

Actually, there are collisionlessmechanisms taking place in the surface region of
evanescent field (the “skin layer”) which may produce a sizable absorption (see e.g.
[21] and references therein). The essence of such mechanisms is that in crossing the
skin layer an electron sees the evanescent field to change in a time shorter than the os-
cillation period 2π/ω, so that 〈v(t) · E(x = x(t), t)〉 	= 0 over the electron trajectory
x(t). Calculating the total absorption requires a kinetic approach. However, to some
extent, collisionless skin layer absorption might be included phenomenologically in
the Fresnel modeling by replacing νei with an effective collision frequency.

Indeed, at very high intensities absorption may be due to the generation of ener-
getic electrons through a mechanism which violates a basic underlying assumption
of the Fresnel modeling, i.e. that all electrons remain into the x > 0 region initially
occupied by the plasma. Depending on the EM wave polarization, there can be an
oscillating Lorentz force component perpendicular to the surface, so that for strong
enough fields an electron can be driven from the plasma surface into the vacuum
region (Fig. 2.4). After half a period of the driving force, the electron re-enters into
the plasma region with a finite velocity and may cross the evanescence layer, thus
escaping from the accelerating field region and being “absorbed” in the plasma. Dur-
ing the half-oscillation on the vacuum side, the electron acquires an energy of the
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Fig. 2.4 Oscillatory and steady forces on an overdense plasma with steep boundary, for different
polarizations. For linear polarization (LP) with E in the plane of incidence (P-polarization), both
the E and v × B terms in the Lorentz force can drive electron “half-oscillations” across the plasma-
vacuum interface at a rate ω and 2ω, respectively. For E perpendicular to the plane of incidence
(S-polarization) only the v × B term drives the half-oscillations. For circular polarization (CP) and
normal incidence, all the oscillating force components perpendicular to the surface are suppressed.
In all cases, there is a steady (“0ω”) force pushing the electrons and giving rise to radiation pressure
action on the plasma

order of the oscillation energy in the wave field,5 i.e. Ee � mec2
(
(1 + 〈

a2
〉
)1/2 − 1

)
.

This is the essential description of the mechanism originally proposed by Brunel [22]
and widely referred to as “vacuum heating” (VH). Brunel originally considered the
electric field component for P-polarization as the driver for electron half-oscillations
across the surface, so that energetic electron bunches are generated once per laser
cycle. A simple model [2] yields for the reflectivity R the following implicit relation

R � 1 − 1 + √
R

πa0

((
1 + (1 + √

R)2a20 sin
2 θi

)1/2 − 1

)
sin θi

cos θi
, (2.20)

withθi the incidence angle. In the a0 sin θi � 1 limit, R � 1 − (4/π)a0 sin3 θi/ cos θi .
The magnetic component of the Lorentz force can also act as driver, so that VH

may take place also for S-polarization and normal incidence generating electron
bunches twice per laser cycle (since the magnetic force term has frequency 2ω).
This is also referred to as “J × B” heating, although the name comes from an earlier
suggestion about the contribution of the magnetic force to absorption [23]. Instead,
for circular polarization and normal incidence there is no oscillating component
normal to the surface6 so that electron heating may be suppressed [24].

2.5.2 Momentum Absorption and Radiation Pressure

In addition to energy, EM field contain traslational momentum, its density being g =
E × B/4πc. Thus, an idealized quasi-plane-wave “square” pulse of duration τ and

5This estimate for the electron energy is commonly referred to as “ponderomotive scaling”; probably,
the name originates from the questionable definition of nonlinear oscillating forces as “pondero-
motive” (Sect. 2.2.2).
6This is analogous to the absence of high-frequency longitudinal motion in a CP wave, Sect. 2.2.1.
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Fig. 2.5 Simple kinematic model to calculate the EM momentum transfer through a reflecting
surface and the resulting radiation pressure. A “box-shaped”, quasi-plane wave pulse of intensity
I , duration τ and transverse section � impinges at an angle θi on the surface. If the latter is at rest,
the reflected pulse is in the specular direction, has the same duration and section as the incident
pulse, and an intensity RI where R is the reflectivity of the surface

transverse area� (Fig. 2.5) contains a total momentum pi = g�cτ = (I/c2)(�cτ )n̂
where I = (c/4π)|E × B| is the intensity and n̂ the direction of propagation. Under
reflection from the surface of a mediumwith reflectivity R, momentum is transferred
to the medium giving rise to a net force perpendicular to the surface, i.e. to radiation
pressure. By simple kinematic relations, the pressure on the surface can be obtained
as

P⊥ = (1 + R)
I

c
cos2 θi , (2.21)

where we took n̂ = (cos θi , sin θi ) and the surface at x = 0. The maximum pressure
of 2I/c is obtained for a perfect mirror (R = 1) at normal incidence (θi = 0). The
above relations are of classical nature, however one may also obtain the radiation
pressure kinematically by describing the incident pulse as a bunch of N photons each
of energy �ω and momentum (�ω/c)n̂ of which a fraction R is elastically reflected at
the surface. The classical expression is recovered by the equation for the pulse/bunch
energy I�cτ = N�ω.

Going back to the classical description, one can also obtain the total pressure from
the knowledge of the EM fields by integrating the total force per unit volume over
the whole plasma,

P⊥ =
∫ +∞

0

(
ρE + J

c
× B

)
· x̂dx , (2.22)

where ρ is the charge density. To test a simple case, wemay assume normal incidence
(θi = 0) so thatE · x̂ = 0, and calculate the fields inside the plasma in the linear limit
by using Fresnel formulas with n given by (2.15) so that R = 1. In this case, besides
recovering easily the result P⊥ = 2I/c one observes that the integrand of (2.22) is
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the non-relativistic ponderomotive force (2.5) multiplied by ne. In practice the local
ponderomotive force is on the electrons only (the v × B term on ions is smaller
by a factor ∼ me/mi ∼ 10−3), but as soon as the force pushes the electrons in the
region of evanescent fields, a charge depletion layer is created at the surface with
an electrostatic field which back-holds electrons and exerts a force on ions in the
inward direction. This situation is evidenced in Fig. 2.3b which shows the charge
separation layer (0 < x < d) and the corresponding electrostatic field Ex . If the
electrons are in equilibrium, the ponderomotive force is exactly balanced locally by
the electrostatic one, so in turn the ions feel an electrostatic pressure which equals
the radiation pressure value. In the absence of counteracting forces, the electrostatic
field will accelerate ions, so that ultimately the EM momentum is transferred to the
whole medium. Radiation pressure of superintense lasers is currently investigated as
a driving mechanism for laser-plasma accelerators of ions [7]: related concepts are
investigated in Sect. 2.6.

2.5.3 Absorption of Tangential Momentum

By applying the same kinematics leading to (2.22), we also obtain that for a medium
with partial reflectivity (R < 1) there is absorption of EM momentum also in the
parallel direction, i.e. along the surface, yielding a tangential pressure.

P‖ = (1 − R)
I

c
sin θi cos θi . (2.23)

We thus expect that (referring to the two-dimensional, plane wave geometry of
Fig. 2.5) the ponderomotive force has a tangential (y) component Fpy , which can
drive a surface current jy of electrons. Such surface current has been often observed
in simulations since early studies of absorption at oblique incidence [25] but, to our
knowledge, no simplemodel was presented until recently; belowwe resume the basic
findings of our model [26] which were partly anticipated in [27].

If the plasma is homogeneous along y, the current jy produces no charge separation
and thus no electrostatic field. Indeed, jy generates a magnetic field Bz which, while
growing in time, induces an electric field Ey which counteracts the ponderomotive
action. However, the evanescence lengths of Fpy and Ey are different, so that the
ponderomotive and electric forces cannot balance locally and adouble layer of current
is generated, which leads to a Bz localized in the skin layer. For an incident EMwave
with flat-top profile, i.e. having constant intensity I = I0 for 0 ≤ t < τL , both jy and
Bz are found to grow linearly in time until t = τL with the maximum value of Bz at
the time t being

B(max)
z � π

6

t

τL
(1 − R) sin(2θi )a0BL , (2.24)
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where a0 = I0/mencc3 and BL are the dimensionless and magnetic field ampli-
tudes, respectively, of the incident wave. Intense laser pulses (a0 � 1) can yield
high absorption and low reflectivities down to R � 0.5, so that the amplitude of the
slowly-varying field Bz may approach that of the laser field BL , i.e. � 109 Gauss for
a0 ∼ 10.

2.6 Moving Mirrors

The picture of “vacuum heating” presented in Sect. 2.5.1, in which electrons are
periodically dragged out of and back into the plasma, is oversimplified. In reality
the oscillating components of the Lorentz force drive a collective oscillation of the
electron density profile (with the high energy electron bunches being related to the
partial “breaking” of such oscillations).Wemay thus assume that the ne = nc surface
oscillates back and forth under the action of the Lorentz force. Thus, the incident
laser pulse is reflected from a surface whose position oscillates either at the same
frequency of the laser, or twice that value depending on the incidence angle and
polarization. If we consider instead the action of the time-averaged force, i.e. of
radiation pressure, the ne = nc surface is pushed inwards, so we have reflection from
a surface moving along the propagation direction. The relativistic moving mirror
model is able to explain (at least qualitatively) basic features of both the above
mentioned scenarios, which are relevant to important applications of superintense
interaction with overdense plasmas (e.g. solid targets). It is thus worth to review here
some basic relations of reflection from a moving mirror.

2.6.1 Reflection from a Moving Mirror

For brevity and simplicity we consider normal incidence only and we assume a
“perfect” mirror whose reflectivity R = 1 in its rest frame. Let the mirror move with
velocity V = V x̂ and an EM plane wave of frequency ω, field amplitude Ei and
intensity I = (c/4π)E2

i be incident from the x < Xm side, where Xm is the mirror
position (Fig. 2.6). For the moment we assume V to be constant, hence Xm = V t .

The laws of reflection are known in the rest frame of the mirror (L ′): the EM
wave is reflected with inversion of both the wavevector and the electric field and no
change of frequency. Thus we can obtain the frequency ωr and the amplitude Er

of the reflected wave in the lab frame (L) by a first Lorentz transformation of the
incident wave from L to L ′, and then by a second transformation of the reflected
wave from L ′ to L . The result is

ωr

ω
= − Er

Ei
= 1 − β

1 + β
, (2.25)
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where β = V/c. Thus, if V > 0, i.e. if the EMwave propagates in the same direction
as the mirror velocity, the frequency is “red-shifted” towards lower values and the
amplitude is also lower than for the incident pulse. If V < 0, i.e. if the wave is
counterpropagating with respect to the mirror, “blue-shift” and amplitude increase
occur. In the highly relativistic limit (β → 1) notice that (1 − β)/(1 + β) � (2γ)−2.

The above relations might also be found by noticing that, for normal incidence
(and thus the electric field parallel to the mirror surface) the boundary condition
E′(x ′ = X ′

m) for a perfect mirror at rest in L ′ corresponds to A(x = Xm) = 0 in
L for arbitrary motion Xm = Xm(t), as can be easily demonstrated via a Lorentz
transformation and the relations between A, E and B. Thus, by posing

[
Aie

ikx−iωt + Are
−ikr x−iωr t

]
x=V t = 0 , (2.26)

where k = ω/c and kr = ωr/c, (2.25) are obtained again.
If we consider an incident pulse of long but finite duration τ , such as the “square”

packet in Fig. 2.6, the number of oscillations inside the pulse is a Lorentz in-
variant. Thus, the duration of the reflected pulse is τr = τ (1 + β)/(1 − β), i.e.
τr > τ if V > 0 and τr < τ if V < 0. Since the intensity of the reflected field is
Ir = I (1 − β)2/(1 + β)2, we find that Irτr < Iτ for V > 0, i.e. the incident pulse
loses energy to the mirror, while the opposite occurs for V < 0. A counterpropagat-
ing mirror may thus be used to both compress in time and amplify an incident pulse:
an intriguing laser-plasma based scheme of such kind has been proposed as a way
to reach unprecedentedly high intensities [28].

2.6.2 High Harmonics from an Oscillating Mirror

Now suppose the perfect mirror performs an oscillatory motion, Xm = X0 sin�t . To
find the reflected field we can use again the condition A(x = Xm, t) = 0 and thus

V = βc

Ir , ωr

I , ω

Fig. 2.6 EM wave of intensity I and frequency ω impinging on a moving mirror. When the mirror
velocity V is in the propagation direction as in the picture, the wave frequency is red-shifted and a
reflected pulse has longer duration and lower energy than the incident pulse. Conversely, blue-shift
and energy increase occur for a counter-propagating mirror
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write, e.g.,

0 = [Ai (x, t) + Ar (x, t)]x=X0 sin�t = [Ai cos(kx − ωt) + Ar (x, t)]x=X0 sin�t ,

(2.27)
fromwhichweobtain, using somemath, that the temporal dependence of the reflected
pulse is

Ar (t) ∼ sin

(
ωt + 2ω

c
X0 sin�t

)
∼

∞∑
n=0

Jn

(
2ωX0

c

)
sin(ω + n�)t , (2.28)

where the Jn’s are Bessel functions. Thus, the reflected wave contains a mixing of ω,
the frequency of the incident wave, with integer harmonics of the mirror frequency,
�.

An intense laser pulse of frequency ω drives oscillations of the surface of an
overdense plasma at frequency ω or 2ω depending on the angle of incidence and the
polarization (Fig. 2.7b). The moving mirror model thus predicts that a P-polarized
pulse will generate P-polarized harmonics at all integer frequencies of the driving
pulse (ω, 2ω, 3ω, . . .) while a S-polarized pulse will generate only odd frequencies
(2n + 1)ω. Of course, since themirror is driven by the same laser pulse it reflects, any

ω

ω + nΩ

Xm(t) = X0 sin Ωt

Xm(t)

ω , I = I(x − ct) ωp
ω, 3ω, 5ω, . . . , (2n + 1)ω

E Ω = ω

Ω = 2ω

ω

ω

S

P

E

E

v × B

ω, 2ω, 3ω, . . . , nω

n

I
(ω

n
)/

I
(ω

)

(a) (b)

(c)

Fig. 2.7 Oscillating mirrors and harmonic generation. a frequency mixing in the reflected wave.
b driving of a plasma surface at different frequencies depending on the polarization and incidence
angle, leading to the generation of different order of harmonics. c a toy model for a laser-driven
oscillating mirror. The inset shows a spectrum of the reflected pulse obtained with such a model (n
is the harmonic order)
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estimate of the intensity of such harmonics must be based on some self-consistent
modeling for dynamics of the moving mirror. A toy model might be formulated by
assuming that the mirror is bound by a spring of frequency ωp (Fig. 2.7c), which
roughly accounts for the resonant plasma response, and by inserting a friction term
to phenomenologically account for finite absorption. For amirror driven by a linearly
polarized, “flat-top” (constant intensity I ) pulse at normal incidence, the equation of
motion is

d

dt
(γmβm) = 2I

σc2
(1 + 2 cos(2ωtr ))

1 − βm

1 + βm
− ω2

p Xm − νmβmc , (2.29)

where dXm/dt = βmc and tr = t − Xm/c. In (2.29) σ is the mass per unit area of
the mirror, so that when referring to an oscillating plasma surface we might roughly
estimate σ � mene�s with �s the evanescence length (ions are assumed to be at rest).
Equation (2.29) may be easily solved numerically to obtain the maximum velocity
of the mirror βmaxc, which according to (2.25) should be related to the spectral cut-
off frequency ωco � 4ωγ2

max when βmax → 1. Thus, if γ ∼ (1 + a20)
1/2 one expects

to generate harmonics up to orders ∼102 with state-of-the-art lasers. One can also
obtain, via (2.26), the temporal profile of the reflected pulse. The latter usually
appears as a train of ultrashort spikes, which can be qualitatively understood as a
coherent modulation of the incident pulse waveform by the moving mirror: each
semicycle is alternatively stretched or compressed depending on the sign of βm(t). A
quantitative description of high harmonic generation needs a more realistic modeling
and simulations of the laser-plasma dynamics, of course (see [29, 30] for reviews).

2.6.3 Light Sail Acceleration

Now assume a thin plane mirror of mass density ρm and thickness �, and a plane
wave pulse I = I (t) at normal incidence and with circular polarization so that there
are no oscillating components. The mirror is thus accelerated by radiation pressure
according to the equation of motion

d

dt
(γmβm) = 2I (tr )

ρ�c2
R(ω′)

1 − βm

1 + βm
, (2.30)

which we name the light sail (LS) equation. As we consider the acceleration of the
foil as a whole,7 with respect to (2.29) there are no elastic and friction terms. Instead,
we include a finite reflectivity R < 1 to account for partial transmission through
the foil. Notice that in general R depends on the incident pulse frequency and it
is defined for a mirror at rest, thus it is a function of the frequency in the moving
frame ω′ = ω(1 − βm)1/2(1 + βm)−1/2 and, for a thin (� � λ) plasma mirror it is

7Note that ρm� in (2.30) is formally equivalent to σ in (2.29), but here in (2.30) ρm� refers to the
total mass of the mirror, i.e. including the ions.
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proportional to ρ�. At intensities high enough for relativistic transparency effects to
be important, R quickly drops from unity as the threshold in (2.19) is exceeded, so
that a0 � ζ is an optimal compromise between reducing the arealmass and increasing
reflectivity at fixed thrust in order to maximize the sail acceleration. In the following
we assume for simplicity R = 1 although an analytic solution of (2.30) may be found
also for a partially transparent “delta-like” foil [31].

From (2.30) the final γ-factor is obtained as

γm(t = ∞) − 1 = F2

(2(F + 1))
, F = 2

ρ�

∫ ∞

0
I (t ′)dt ′ , (2.31)

where F can be estimated as a function of the average intensity I and pulse
duration τ ,

F = 2Iτ

ρ�
= Z

A

me

mp

a20
ζ

ωτ . (2.32)

We thus see that present-day femtosecond lasers having τ ∼ 10(2π/ω) and a0 ∼
10 are in principle able to accelerate ultrathin targets up to γm − 1 � 0.1, which
corresponds to an energyper nucleon exceeding100MeV,while future lasers yielding
a0 ∼ 102 could drive relativistic GeV nuclei. In addition, LS acceleration becomes
more efficient with increasing speed, the mechanical efficiency ηmec (ratio of sail
energy ELS over driver pulse energy Iτ , all defined per unit surface) being

ηmec ≡ ELS
Iτ

= 2βm

1 + βm
. (2.33)

This relation can be obtained from (2.30), but also from a simple quantum picture
taking the pulse as a bunch ofN photons (per unit surface) whose energy drops from
�ω to �ωr due to reflection from the sail. Thus, since N = Iτ/�ω,

ELS = N�(ω − ωr ) = N�ω
2βm

1 + βm
= ηmec Iτ . (2.34)

The efficiency of LS acceleration iswhatmakes it attractive for interstellar propulsion
of probes from Earth [32] as well for laser-driven ion accelerators [7]. For this latter
application, additional features as monoenergetic spectrum and ultrashort duration
(since ideally all ions in the sail propagate at the same velocity) make the LS appear
as a “dream bunch” of energetic ions. Issues include the slow energy gain, since
(2.30) shows that the force on the sail decreases with increasing βm so that reaching
the highest possible energy requires stability over long distances. The modeling in a
realistic geometry brings both good news (LS might be faster and more efficient in
3D than in 1D [33, 34], which is uncommon) and bad news (the sail might be prone
to Rayleigh-Taylor-type instabilities [35, 36], see Sect. 2.7).
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2.7 Instabilities

Instability is maybe the word which is more frequently associated to plasma, the
obvious reason being that the main obstacle to achieving controlled fusion is that
a plasma tends to become unstable in several ways, quickly destroying the desired
configuration. The basic laser-plasma interaction processes we reviewed so far (as
well as other we did not include) may also lead to, or be affected by instabilities.
For example, a laser pulse greatly exceeding the power threshold for relativistic self-
focusing may break up in multiple filaments, especially if its intensity distribution is
not smooth. As another example, the high-energy electrons produced by laser-plasma
interactions typically lead to an anisotropical distribution function which is unstable
against electromagnetic perturbations (Weibel instability): the growth of the latter
act to deviate particle trajectories in order to create a more isotropic distribution.
In the context of laser-plasma interactions one also encounters nonlinear processes
where a strong “pump” mode having frequency ω0 and wavevector k0, such as e.g.
an intense laser pulse propagating in the plasma or an high amplitude plasma wave,
excites two (or more) “daughter” plasma modes whose frequencies and wavevectors
are related by the phase matching relations ω0 = ω1 + ω2 and k0 = k1 + k2. These
processes are referred to as parametric instabilities since the daughter modes may
also grow at high amplitude at a rate typically proportional to the amplitude of the
pump mode. An example is Raman backscattering with corresponds to a laser wave
exciting a plasma wave and an EM wave in the backward direction, which can lead
to strong reflection from a low density plasma.

Covering all the possible instabilities in the laser-plasma scenario is much beyond
the limits and scope of the present paper, thus we just give some further detail
on instabilities affecting the dynamics of the moving mirror dynamics outlined in
Sect. 2.6. The plasma surface oscillating under the action of the Lorentz force has
been found in simulations to develop ripples which also oscillate at half the driving
frequency [37]. This is due to a parametric instability in which the driven surface
oscillation decays into two surface waves, similarly to the phenomenon of Faraday
ripples (or waves)8 originating on the surface of a fluid subject to vertical vibrations.
In the context of laser-plasma interaction the effect was studied in relation to the
onset of surface rippling in experiments on high harmonic generation, where the
harmonic emission was observed to turn from collimated to diffuse over a certain
intensity threshold.

When the plasma surface is steadily accelerated by radiation pressure as in the
light sail concept (Sect. 2.6.3), rippling may occur because of an instability of the
Rayleigh-Taylor (RT) type. The simplest example of RT instability (RTI) is that of
an heavy fluid of density ρ2 placed above a lighter one of density ρ1 < ρ2 in a gravity
field g (Fig. 2.8): a small perturbation at the surface lowers the energy of the system
and thus grows up exponentially (∼eγRTt ) in a first stage, favoring the mixing of the
two fluids. The equivalence principle tells us that the same effect is produced in the
presence of an acceleration field a directed from the light fluid to the heavier one:

8https://en.wikipedia.org/wiki/Faraday_wave.

https://en.wikipedia.org/wiki/Faraday_wave
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Fig. 2.8 Rayleigh-Taylor instability: an interface between two fluids of different mass density
becomes corrugated in the presence of a gravity field anti-parallel to the density gradient or, equiv-
alently, an acceleration parallel to the density gradient

this is the instability form which strongly affects the compression of fuel pellet in
Inertial Confinement Fusion [38].

For a sinusoidal perturbation of wavevector kRT, the RTI growth rate is given by
(see e.g. [39])

γRT =
(
akRT

ρ2 − ρ1

ρ2 + ρ1

)1/2

, (2.35)

where a = |g| in the case of the gravitational RTI. The case of a plasma surface
accelerated by radiation pressure can be viewed as amassless fluid of photons pushing
a heavy material fluid, and it is thus unstable with a rate γRT = (akRT)1/2. RTI also
occurs for a thin interface layer separating two fluids of different pressures, which
matches closely the LS scenario where the target is placed between the photon fluid
and vacuum. The growth rate of such RTI, for non-relativistic dynamics, has the same
formas the preceding formulawitha = (2I/ρ�c) [40].Analyticalmodels accounting
for relativistic motion and other effects can be found, e.g., in [41, 42]. These works
left open the question why the surface rippling often observed in simulations occurs
predominantly for a wavevector kRT � 2π/λ, i.e. with a periodicity close to the
laser wavelength. In [35, 36] it has been suggested that the rippling of the surface
self-modulates the radiation pressure, so that depending on the laser polarization
the accelerating force may become stronger in the valleys of the ripples and boost
their growth. The effect is strongest for a sinusoidal rippling at the laser wavelength
because of a resonant coupling with surface plasma waves.

2.8 Angular Momentum Absorption and Magnetic Field
Generation

The fact that an EMwave carries energy and momentum becomes very eye-catching
for superintense laser pulses which, as we saw in the preceding section, can heat
matter to extremely high temperatures and accelerate a quite macroscopic object to
velocities approaching the speed of light. An EM wave with CP also carries angular
momentum which, when absorbed by a sample of matter, may cause its rotation. For
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a CP laser beam of frequency ω, propagating along x and having a radial intensity
profile I (r), the density of angular momentum along the x-direction is

Lx = (r × g)x = − r

2cω
∂r I (r) , (2.36)

where g is the density of traslational momentum (Sect. 2.5.2). Notice that for a
standard bell-shaped profile Lx peaks at the edge of the beam. The total angular
momentum Lx is proportional to the power P of the beam,

Lx =
∫ ∞

0
Lx (r)2πrdr = 1

cω

∫ ∞

0
I (r)2πrdr = P

cω
. (2.37)

We have seen in Sect. 2.6 than in the reflection from a perfect mirror an EM wave
delivers twice of its traslationalmomentum, and that if themirrormoves at relativistic
velocities most of the EM wave energy is converted into mechanical energy of the
mirror. However, it can be shown that no angular momentum is transferred to the
mirror. The reasoning is very simple by taking a quantum point of view: the value of
the “spin” angular momentum of a photon is �, independently of the frequency, and
in the reflection the spin is not reversed while the number of photons is conserved
for a perfect mirror, so there is no net absorption of angular momentum.

In general, absorption of EM angular momentum requires a dissipative mech-
anism which “destroys” part of the incident photons. At moderate intensities such
mechanism is provided by collisions [43]. At extremely high intensities, strong losses
by incoherent emission of radiation imply the absorption of many laser photons for
each high frequency photon emitted, hence the transfer of angular momentum might
become very efficient in a regime dominated by radiation friction effects [44].

The angular momentum of a laser beam is directly absorbed by the electrons,
and the associated torque drives an azimuthal electron current. In turn, this current
generates an axial magnetic field: this is known as the inverse Faraday effect (IFE)
even if this is somewhat a misnomer. Even with a steady absorption, the axial field
cannot grow indefinitely since it is accompanied by the induction of a solenoidal
electric field that counteracts the electron rotation and exerts a torque on ions, which
ultimately absorb most of the angular momentum. The mechanism is thus similar to
that leading to the absorption of transverse momentum (Sect. 2.5.3). The scaling of
the peak magnetic field on axis Bax with laser and plasma parameters is found to be
[43, 44]

Bax ∼ η
nc
ne

cτλ2

D2L
B0a

2
0 , (2.38)

where η is the absorbed fraction of the laser energy, L is the length over which
absorption occurs, B0 = mecω/e and other parameters are as previously defined.
Notice that B0a0 = BL , the magnetic field amplitude of the laser pulse. Simulations
with radiation friction included [44] of the interaction of superintense pulses with
overdense plasmas have shown strong radiation losses with η up to 25% and a scaling
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η ∼ a30 , so that Bax ∼ a40 . In the simulated conditions, whichmight be accessiblewith
next-generation lasers, the generation via IFE of magnetic fields of several 109 Gauss
is observed, providing in the meantime a demonstration of a macroscopic effect of
radiation friction.
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Chapter 3
Laser Wakefield Accelerators: Plasma
Wave Growth and Acceleration

Zulfikar Najmudin

Abstract Laser wakefield accelerators are now becoming established as indispens-
able laboratory tools. This is because of their ability to produce high energy electron
beams in compact configurations. Here we outline the basic theory of laser wake-
field acceleration. One dimensional plasma waves are considered and the differential
equation for wakefield generation is derived. The case of wakefield generation at
low laser intensity (a0 � 1) is considered to demonstrate the relation between the
laser driver and the generated plasma wave. Finally acceleration in the plasma wave
is considered. The importance of non-linear and three dimensional effects on the
plasma wave growth are discussed.

3.1 Laser Acceleration

Lasers that reach many terawatt, even petawatt, peak power are now common in
research laboratories around the world. When focussed, the intensity of these laser
systems can routinely exceed 1 × 1018 Wcm−2. At these intensities, the normalised
(transverse) momentum of electrons oscillating in the laser field, a ≡ p⊥/mc, can
easily exceed 1. Hence, the electrons oscillate relativistically and one immediately
envisions applications of lasers in particle acceleration.

However, since the motion is predominantly transverse to the laser propagation,
the acceleration length is limited to the order of a0(λ/2π), where a0 is the peak value
of a for a laser of wavelength λ. This short acceleration length severely restricts the
maximum energy gain. Ideally one would transform the transverse fields of the laser
pulse into longitudinal fields that stay in phase with the laser pulse, and so travel at
∼ c, making them ideal to accelerate relativistic particles. A way to do this is to use
the laser pulse to drive a relativistic plasma wave, an idea first proposed by Tajima
and Dawson [1].
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Consider a linear (one-dimensional) sinusoidal perturbation in the plasma electron
density propagating along the z direction: δne = εn0 sin(kpz − ωpt), where ωp is
the classical plasma frequency, kp is the waves wavenumber, and ε is the ratio of the
amplitude of the wave to the initial plasma density n0. For such a wave, moving with
phase velocity close to the speed of light c, kp ≈ ωp/c. The associated electric field
is given by Gauss’ Law. For a wave with the maximum amplitude, ε = 1, which is
often called the “linear cold wavebreaking limit”:

E = −
∫

−e(ne − n0)/ε0 dz = −(en0/ε0kp) cos(kpz − ωpt).

The maximum amplitude of the electric field is then,

E0 = (en0/ε0kp) = mcωp/e ≈ 0.96
√
ne [cm−3]Vcm−1. (3.1)

Hence it should be possible to generate accelerating fields of order GV cm−1 for
densities of around 1 × 1018cm−3. Compared with the fields produced by state-of-
the-art conventional accelerators (≈ MVcm−1). This gives a strong motivation for
the development of plasma accelerators.

3.1.1 Plasma Wave Generation

The Ponderomotive Force: As noted above, the electric field of a laser is predomi-
nantly in the transverse direction, and this determines the primarymotion of electrons
in a laser field. However, as electrons oscillate they move away from the highest field
regions of the laser to lower intensity regions where the restoring force is not as
large. Therefore, over a cycle there is a resultant force in the direction away from
regions of highest intensity. This forces is called the ponderomotive force, and can
be considered as simply motion of any charged particle away from regions where
the oscillation energy, which is called the ponderomotive potential, is highest.

We can derive an expression for the ponderomotive force by considering the
equation of motion for electrons in the field:

dp
dt

= −e(E + v × B)

The first term, which is a force that is linear to the strength of the laser field, will be
considered explicitly. However the second term is inherently non-linear. In particular,
as the electrons quiver in a laser field, their velocity is almost directly proportional to
the transverse field, making the magnetic field term proportional to the field squared.
We can simplify the effect of the non-linear term by writing B = ∇ × A and v =
p/γm:
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dp
dt

= −e (v × B) = −e

(
p

γm
× (∇ × A)

)

To simplify matters, we take dimensionless units, such that m → 1, e → 1, c → 1
and p/mc → p, eA/mc → a etc.We canwrite the total rate of change inmomentum
in terms of temporal and convective parts on the left hand side, and also expand out
the triple product on the right hand side to give:

∂p
∂t

+ (v · ∇)p = − 1

γ
(∇a(p · a) − (p · ∇)a) (3.2)

The ∇a on the first term on the right, signifies that the derivative should only be
applied to the components of a after doing the dot product. The motion can be split
into longitudinal and transverse components, and we can assume that the transverse
motion is dominated by the laser oscillation, i.e.:

p = px + py = px + a

Equation (3.2) can then be written:

∂p
∂t

= − 1

γ

(
1

2
∇a2 − (p · ∇)(a − p)

)

For the last term, we can write a − p = px, then (p · ∇) · px = (a + px · ∇) · px ≈
(px · ∇) · px. Here we’ve only considered the time averaged values of these terms.
Since a oscillates more rapidly than the time scales we are interested in, the term
proportional to a is assumed to time average to zero. By contrast the remaining two
terms are always negative to (opposing) the gradient, so always point away from
regions of high energy density (∝ p2):

∂p
∂t

= − 1

2γ

(∇a2 + ∇ px
2
)

Since γ = √
1 + p2x + a2, this can be written more concisely as,

∂p
∂t

= −mc2∇γ (Ponderomotive Force)

where the constants were added to give the correct dimensions. ∂p/∂t is the change
of momentum at any given point in space, and hence is a useful for giving the force
on fluid elements. The force term can be interpreted as being due to the gradient
of a potential Up = γmc2, which is the total energy of the electron due to either
oscillations longitudinally or transversely due to the oscillating fields of a laser pulse.
The latter allows a suitably shaped laser, in particular onewith a longitudinal gradient,
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to be used to set a plasma in motion. Hence the ponderomotive force can be used
in the generation of plasma waves in a wakefield accelerator, as we see in the next
subsection.

Plasma wave generation: Electron plasma waves can be considered as electrostatic
oscillations of a plasma which arise from the displacement of the electrons from
quasi-neutrality with the background parent ions. For a simple treatment, it is suffi-
cient to ignore magnetic fields in the plasma, and so we can describe the subsequent
motion of the plasma using Gauss’ Law, along with the fluid equations for the plasma
electrons; continuity and motion:

∂p
∂t

= −eE − mc2∇γ (motion)

∇ · E = −e(ne − ni )/ε0 (Gauss)

∂ne
∂t

+ ∇ · (nev) = 0 (continuity)

Of course we have implicitly included the effect of the laser’s magnetic field in the
non-linear force term, which as above are grouped together into the ponderomotive
force term. As before, we can simplify by writing in normalised units, i.e. e =
1; me = 1; c = 1; ε0 = 1.

∂p
∂t

= −E − ∇γ (motion)

∇ · E = −(ne − ni ) (Gauss)

∂ne
∂t

+ ∇ · (nev) = 0 (continuity)

To simplify further we consider only longitudinal variations. As we will see later,
the three dimensional nature of realistic plasma waves is important, but for now
a one dimensional treatment is sufficient to understand many of the properties
associated with plasma wave growth. So taking only variations in the x-direction,
E = Ex ; p = px = γβ. We also take ni = n0 since the ions are much heavier than
the electrons and, on the timescales in which we are interested, can be considered to
stationary.

∂ p

∂t
= −E − ∂γ

∂x
(motion)

∂E

∂x
= (n0 − ne) (Gauss)

∂ne
∂t

+ ∂

∂x
(nev) = 0 (continuity)
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Since the plasma wave only evolves slowly in the frame in which the laser pulse is
stationary, it is common to transform to that frame. Note this will be only a Gallilean
transform for simplicity. Indeed, if we ignore the evolution of the laser pulse, then the
plasma wave variables only depend on the spatial variable in this frame ξ = x − t :

∂

∂t
= ∂ξ

∂t

∂

∂ξ
= − ∂

∂ξ
; ∂

∂t
= ∂ξ

∂x

∂

∂ξ
= ∂

∂ξ

Hence we can convert the coupled differential equations above, which are functions
of space and time, into equations only dependent on the spatial variable ξ in the
frame in which things are ‘quasistatic’. This assumption is thus called the Quasistatic
Approximation:

− ∂ p

∂ξ
= ∂φ

∂ξ
− ∂γ

∂ξ
(3.3)

∂2φ

∂ξ2
= (ne − n0) (3.4)

− ∂ne
∂ξ

+ ∂(neβ)

∂ξ
= 0 (3.5)

In the above equations,wehave used that E = −∂φ

∂ξ
, and only consider the velocity in

themoving frame.Note thatwe can directly integrate both (3.3) and (3.5). From (3.3):

γ − βγ − φ = constant = 1

→ γ(1 − β) = 1 + φ (3.6)

Here we assumed β = φ = 0 initially to find the constant of motion. Similarly
from (3.5):

ne(1 − β) = constant = n0
ne = n0/(1 − β) (3.7)

In this case, initially ne = n0 and β = 0 as before. Interestingly, since −1 < β < 1,
this implies 1

2 < ne < ∞. Hence in 1D, the density in a plasma wave cannot fall
below one half of its original density. We will find later that this is not the case in
3D. Note, that there is no such restriction on the maximum density in a plasma wave.
But of course as the density peak grows in amplitude, so it must become narrower
to conserve particle number. We can put (3.7) into Poisson’s equation (3.4):

∂2φ

∂ξ2
= n0

(
1

1 − β
− 1

)
(3.8)
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We can eliminate β from the above equation by noting, γ2 = 1 + p2 + a2 → γ2(1 −
β2) = 1 + a2. Using (3.6) above, we have γ2(1 − β)2 = (1 + φ)2. Dividing the two
expressions gives:

1 + β

1 − β
= 1 + a2

(1 + φ)2

A little bit of manipulation using this shows that we can rewrite (3.8) as,

∂2φ

∂ξ2
= −1

2
kp

2

(
1 + a2

(1 + φ)2
− 1

)
(3.9)

where now we included the constants kp
2 =

(
n0e2

ε0mc2

)
to give an idea of the scale.

As noted before, kp is the wavenumber of the generated plasma wave and is only a
function of the density n0.

A more careful derivation that uses the group velocity of light frame, rather than
the vacuum speed of light, gives the wakefield generation equation as [2, 3]:

1

kp
2

∂2φ

∂ξ2
= ±nb

n0
+ γp

2

{
βp

[
1 − (1 + a2)

γp
2(1 + φ)2

]−1/2

− 1

}
(3.10)

Here the equation is written in terms of the quasistatic variable ζ = z − vpt where
the driver velocity is vp. The equation has been generalised by including an extra
space-charge term. The first term on the right describes the response to a particle
beam driver of density nb and is + for an electron and − for a positively charged
driver. We note that this non-linear quasistatic 1D wakefield generation equation
can be simplified to (3.9) by assuming the absence of beam drivers (nb = 0) and
taking the limit that the phase velocity of the wave γp � 1. Expanding the square
brackets and also expanding βp = (1 − (1/γp

2)1/2 gives once again the non-linear
laser wakefield driver equation (3.9) [3]:

1

kp
2

∂2φ

∂ξ2
= 1

2

[
(1 + a2)

(1 + φ)2
− 1

]
(3.11)

In the small amplitude limit φ � 1, this can be further simplified to:

(
∂2

∂ξ2
+ kp

2

)
φ = 1

2
kp

2a2 (3.12)

Equations (3.10), (3.11), (3.12) can be solved directly to describe the wakefield
generation in the quasistatic frame. Of the three, (3.12) is the most intuitive, as it
shows that in the small amplitude limit, the wakefield generation is governed by
a simple harmonic motion, that produces an oscillating solution driven by a term
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dependent on the ponderomotive force (∝ a2). This can be most readily solved for
arbitrary pulse shape by using Green’s functions [4].

Regimes of wakefield generation: To elucidate the orgins of certain effects, rather
than solving equations (3.10), (3.11), (3.12) directly, we start again from our base
equations. In this instance, we start immediately in the quasistatic frame, and using
normalised units:

∂E

∂ζ
= −n1 (Gauss’ Law)

∂n1
∂ζ

= ∂ (neβ)

∂ζ
(Continuity)

(1 − β)
∂β

∂ζ
= eE + 1

γ

∂
(
a2

)
∂ζ

(Motion)

Here the normalisations of the variables are β = v/c and E = E/E0, where the
normalisation of electric field E0 = mcωp/e can be recognised as the linear cold
wavebreaking limit given in the introduction. The density perturbation is defined
by ne = n0 + n1. Rather than solving for the potential, we instead solve for the
electric field. So, rather than having one second order differential equation, we can
solve two coupled first order equations. This can be solved using ode solvers such
as those included in the Python Scipy package. Note that the ponderomotive force
has now been split into terms dependent on the longitudinal and transverse momenta
separately, or alternatively include the convective derivative explicitly in the equation
of motion, which earlier was subsumed into the ponderomotive force.

To investigate the linear regime, we take β � 1, and n1 � n0, so that ne ≈ n0.
Our base equations become:

∂E

∂ζ
= −n1 (3.13)

n1 = n0β (3.14)

∂β

∂ζ
= eE + ∂

(
a2

)
∂ζ

(3.15)

The continuity equation (3.14) can be directly put into Gauss’ Law (3.13) to leave
coupled equations in E and β to solve. As an example, we can take a half-sinusoid
laser intensity profile: a2 = a02 sin2(πζ/L) for−L < ζ < 0, andwhere a = 0 other-
wise. Since the pulse is moving from left to right, for ζ > 0, n1 = 0. Figure3.1 plots
the corresponding electric field, fluid velocity in the quasistatic frame and electron
density generated for a laser pulse with a = 1.0. The shape of the pulse (envelope
of a) can be seen in red in the figure.

One can see that the laser pulses pushes electrons forward, which causes bunching
ahead of the pulse and a corresponding positive electric field that eventually pulls
electrons back. If the return is correctly timed, then the laser pulse gives a further push
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(a) (b)

(c) (d)

Fig. 3.1 Linear wakefield production: electric field E , fluid velocity v, and electron density ne
from one dimensional calculations in the quasistatic frame using the linear equations for a0 = 1
and pulse lengths: a L = λp/2, b L = λp , c L = 1.5λp , d L = 2λp

to the electrons as they return, increasing the wave amplitude. Hence, the amplitude
of the wakefield is optimised for L = 1 (note that all lengths are in units of λp)
which is shown in Fig. 3.1b. This can be seen more clearly in Fig. 3.2, which plots
the amplitude of the plasma wave as a function of laser pulse length. Here, the
resonance at L = λp is seen clearly. Note that we have defined L as the total length
of the pulse, whilst experimentally it is more usual to talk about the full-width-half-
maximum (fwhm) length of the pulse, in which case the resonance conditions is
written:

Lfwhm = cτfwhm = λp/2 (3.16)

where τ is the laser pulse length.
One can also see further resonances for pulse lengths at half-integers of the plasma

wave wavelength, and also anti-resonances for integer values of L . These antireso-
nance can be seen more clearly in Fig. 3.1c, which plots the resulting wakefield for
L = 2λp. The plasma wave behind the laser pulse is completely extinguished, but
interestingly there is still a sizeable field within the duration of the laser pulse enve-
lope. Figure3.2 also plots the strength of the field within the first period as a function
of laser pulse length, which except close to resonance, is larger than the size of the
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Fig. 3.2 Linear wakefield
production: Plasma
wakefield amplitude as a
function of laser pulse length
L . In blue, the maximum
amplitude of the generated
longitudinal electric field,
including the field forced by
the laser envelope, green the
amplitude of the trailing
wakefield

wakefield. It might be thought that it would be interesting to accelerate in a regime
where the pulse length is optimised to minimise the trailing wakefield, especially if
one is interested in only accelerating a single bunch. However in three dimensions,
it is not possible to completely extinguish the trailing field, due to the transverse
motion of plasma wave electrons. Hence it would only be possible to achieve this
kind of scenario by using a larger than necessary laser spot, which would at best be
inefficient.

In the linear regime, it is possible to analytically derive the plasma wave growth
in the quasistatic frame. For the case of a resonant pulse (L = λp):

E (ζ) = 1

8
a0

2
(
kpζ cos

(
kpζ

) − sin
(
kpζ

))
E0 for − L < ζ < 0.

The maximum field strength is then given, when L = 1 or kpξ = 2π, as Emax =
(π/4)a02. Since the constants depend on the exact shape of the pulse and are of order
one, it is common to write Emax = a02 in the linear regime.

Clearly this solution has only limited validity. In particular, for a0 � 1, the density
variation can be n1 < −n0, leading to negative electron densities! To account for this,
we must treat the continuity equation properly,

ne = (n0 + n1)β (3.17)

As we noted before, ne = n0 + n1 = n0/(1 − β). This prevents the density from
going below ne = 1

2n0. As a result Gauss’s Law becomes:

∂E

∂ζ
= −n0

β

1 − β
(3.18)
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(a) (b)

(c) (d)

Fig. 3.3 Wakefield production with non-linear continuity: Electric field E , fluid velocity v, and
electron density ne for a0 = 1 and pulse lengths: a L = λp/2, b L = λp , c L = 1.5λp . d L = 2λp

Solving this alongwith the equation ofmotion gives thewakefield solutions shown
in Fig. 3.3. These show the characteristic flattening of the low density regions and
peaking of the density spikes associated with non-linear plasma wave. We also note
that as intensity a02 is increased, the fields become less sinusoidal andmore sawtooth
in shape. This is characteristic of non-linear plasma waves. A final thing of note is
that the plasma wave wavelength also becomes intensity dependent, such that for
L = 2λp the wake is not completely cancelled by the rear of the laser pulse. Since
the minimum plasma density is restricted, it takes longer for the density minima to
account for the now nonlinearly steepened density maxima.

Even for these weakly non-linear solutions, we note that β → 1. To investigate
intensities even higher than a0 ∼ 1, we need to consider a fully relativistic treatment
of the plasmamotion. To do this we can rewrite the equation of motion in terms of the
fluidmomentum, and restoring our convective term, which cannot now be considered
to be small:
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∂E

∂ζ
= −n0

β

1 − β
(3.19)

(1 − β)
∂ p

∂ζ
= eE +

(
1

γ

)
∂

(
a2

)
∂ζ

(3.20)

Here again β = p/γ = p/
(
1 + p2 + a2

)1/2
. The effect of adding relativistic effects

can be seen on the wakefield in Fig. 3.4, which plots the wakefield structure as a
function of laser strength for a laser pulse of length L = λp. For a � 0.4, the wake
structure resembles those given by the linear solutions. By a0 ≈ 0.7 discernible non-
linearities can be observed, and for a0 = 1, the wake field structure is significantly
sawtoothed and lengthened. This is due to the greater inertia of the electrons per-
forming the wake oscillation as they reach relativistic velocities. By a0 ≈ 1.4, the
density peaks become almost δ-functions, leading to a near linear variation of the field
with displacement. At higher field strengths, numerical simulations become unsta-
ble as the density spikes do indeed tend to infinity. In nature, this process becomes
cataclysmic as well, resulting in the breakdown of the wave structure due to wave-
breaking. Though wavebreaking limits the maximum strength of field that can be

(a) (b)

(c) (d)

Fig. 3.4 Fully non-linear wakefield production: electric field E , fluid momentum p, and electron
density ne for pulse lengths L = λp and a a0 = 0.4, b a0 = 0.7, c a0 = 1.0, and d a0 = 1.4
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Fig. 3.5 Wakefield
amplitude: as a function of
laser strength using linear,
weakly nonlinear, and
relativistic treatments

produced, this can be a simple way of injecting electrons into a wakefield, and is the
basis of most self-injection schemes [5–7].

Figure3.5 plots the amplitude of the wakefield as a function of intensity including
both just the non-linearity due to the continuity equation, and also those including
relativistic effects. One sees that preventing full cavitation, as well as increasing the
plasmawavewavelength can lead to a reduction in thefield strength at higha0, but that
relativistic effects cause the E field to rise rapidly above linear calculations, whilst
also causing a rapid increase in plasma wave wavelength, and thus also the optimal
pulse length for resonant growth. Though it is difficult to calculate analytically the
field strength in the non-linear regime, it is possible to approximate the plasma wave
growth from a sharply rising pulse. In that case, the field strength is often quoted [3,
4] as:

Emax/E0 ∼ a0
2/

(
1 + a0

2
)1/2

(3.21)

This scales as ∝ a0 for a0 > 1 and, as found before, ∝ a02 in the linear regime.
And Fig. 3.6 plots the plasma wave wavelength as a function of intensity in the

linear regime along with the nonlinearity due to continuity and with continuity and
relativistic nonlinearities included. One can see that in the relativistic regime, the
plasma wave wavelength can scale as, λpw ≈ (1 + a02)1/2λp.

3.1.2 Energy Gain

Linear Regime and dephasingWe now consider the energy gain of electrons in the
wakefield. Again we start with linear waves to give some physical insight into the
important characteristics of the acceleration process, before considering corrections
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Fig. 3.6 Wakefield length:
as a function of laser strength
using linear, weakly
nonlinear, and relativistic
treatments

required for acceleration in non-linearwakes. For linearwake ofmaximumamplitude
n1 = n0, in the quasistatic frame the density perturbation becomes;

n1 = n0 cos kpξ

We can integrate twice, firstly using Gauss’ Law to find the electric field, and then
again to find the corresponding potential:

E = − en0
ε0kp

sin kpξ

φ = − en0
ε0k2p

cos kpξ

The maximum energy gain for an electron in this potential is thenW = −2e(φmin −
φmax) = 2

n0e2

ε0k2p
= 2

n0e2

ε0m

mc2

ω2
p

= 2mc2 ≈ 1MeV. Clearly this is not too impressive,

but we have not considered that the wave is moving. First, we find the acceleration in
the relativistically boosted frame of the plasma wave. The Lorentz transformations
tell us that the longitudinal field is unaffected: E ′ = E , but the length of the wave is
elongated by the relativistic transformation [1]. Hence the wavenumber of the wave
is reduced as: kp → k ′

p = kp/γph , where γph is the phase velocity associated with
the plasma wave. So in the boosted frame, the electric field and potential transform
as:

E ′ = − en0
ε0kp

sin
(
k ′
pξ

′/γph
)

φ′ = −γph
en0
ε0k2p

cos
(
k ′
pξ

′/γph
)
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Hence, the energy gain in the boosted frame is W = 2γphmc2. This is fine in 1D,
but in three dimensions the plasma wave only has a focussing force over half of its
length. More prosaically, the potential of a linear wave has a hill and valley structure,
(strictly we are talking about the negative of the potential here since electrons have
a negative charge). If an electron begins at the top of a valley, then it will always
fall to the bottom. However if it starts at the top of the hill, there is no guarantee
that it will fall in the direction in which the plasma wave is moving—along the axis.
Hence acceleration is only guaranteed over one half of the plasmawave’s total length,
and the maximum energy gain is also reduced by half. So the energy gain and the
corresponding momentum (assuming γph � 1) in the boosted frame are:

W ′ = γphmc2

p′  γphmc

We can use the Lorentz transformations to find the energy gain in the laboratory.

(
iW
cp

)
=

(
γph iβphγph

−iβphγph γph

) (
iW ′
cp′

)

iW = γphW
′ + iβphγphcp

′

For γph � 1, βph → 1,

W  γph
2mc2 + γ2

phmc2 = 2γph
2mc2 (3.22)

Hencewe can see that the factor of two comes from the contribution from themomen-
tum part of the Lorentz transformation and not from being able to accelerate over
the whole length of the plasma wave.

The phase velocity of the plasma wave vph is determined by the speed at which
the laser travels through the plasma, i.e. the laser group velocity, vg . (NB a cold
plasma wave has no group velocity in itself, the plasma wave structure will continue
to oscillate in place without moving!) Hence, starting from the dispersion relation
for electromagnetic waves in plasma: c2k2 = ω2 − ω2

p, then ω = ck/η, where the

plasma refractive index η = √
1 − ωp

2/ω2. Then,

vph = vg = ∂ω

∂k
= c

√
1 − ωp

2/ω2 = ηc → βph = η

γph = (
1 − β2

ph

)−1/2 =
(
1 −

(
1 − ω2

p

ω2

))−1/2

=
(

ω0

ωp

)
=

(
ncr
n0

)1/2

(3.23)

So finally, we can give more generally the energy gain from the plasma accelerator
in terms of the ratio of initial density to critical density n0/ncr and the ratio of the
plasma wave amplitude to the ambient density, ε = δn/n0.
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W = ε · 2mc2 · ncr
n0

(3.24)

ε is thus also the ratio of the maximum field strength to the linear cold wavebreaking
limit which in the linear regime was found above to be ε = E/E0  a02, which
gives in the linear regime, W = 2mc2(ncr/n0)a02. As one can see, surprisingly the
maximum energy gain actually increases with reduced plasma density, even though
the maximum field strength decreases ∝ √

n0 as noted in (3.1). This is purely due to
the increased phase velocity of the plasma wave, so that it takes the electron, which
is now travelling very close to c, longer before it outruns the accelerating part of the
plasmawave. This process is called dephasing, and the length over which the electron
dephases is Ldeph. We found earlier that the acceleration length in the boosted frame
is half the plasma wave length L ′ = π/k ′

p = γphπ/kp. The time taken to traverse
the wave is then t ′  L ′/c. Lorentz transforming,

(
ict
L

)
=

(
γph iβphγph

−iβphγph γph

) (
ict ′
L ′

)

Ldeph = γphcL
′/c + γph L

′ = 2γph
2π/kp = γph

2λp

where we have written λp = 2π/kp = 2πc/ωp, which is the wavelength of a rel-
ativistic plasma wave. We could have found this directly by noting that this is the
acceleration over half of the length of plasma wave length multiplied by the Doppler
factor of 2γph

2. We can write the dephasing length in terms of density using the
expression for γph in (3.23),

Ldeph = ncr
n0

ω0

ωp

2πc

ω0
=

(
ncr
n0

)3/2

λ0 (3.25)

where λ0 is the laser wavelength. We note that whilst the energy gain increases
linearly with the inverse of the density, the dephasing length increases more quickly
(∝ n−3/2

0 ). Hence, the average acceleration strength decreases, and one trades high
energy gain with less compact size. Nevertheless, even for relatively low densities of
around n0 = 1 × 1014cm−3, Eacc  1GVm−1, which is still an order of magnitude
larger than established acceleration techniques. Below these densities, there is little
point to use plasma based accelerators.

Laser depletion: A final important consideration is that the driver energy should be
sufficient to grow a plasma wave over the dephasing length to be able to obtain the
maximum predicted energy at a given density. We can find the length over which the
laser is depleted, by equating the energy given to the plasma wave to the energy in
the laser pulse. In 1D, the (areal) energy density in the plasma wave is 1

2 ε0E
2. Taking

E = εE0 sin(kpξ) as before, then per plasma wave wavelength,

Upw = 1

2

∫ λp

0
ε0E

2dξ = 1

2
ε0

∫ 2π/kp

0
ε2E0

2
sin2(kpξ)dξ = 1

4
ε0ε

2E0
2λp
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Substituting for the linear cold-wavebreaking limit E0 gives an energy loss ofUpw =
1
4 ε2 n mc2λp per plasma wave wavelength and,

Upw = 1

4
ε2 n mc2 (3.26)

per unit length. Similarly the (areal) energy density in the laser pulse is on average
1
2 ε0El

2, where we have noted that the electric and magnetic parts of the field equally
contribute 1

2 ε0El
2, but there is another factor of 1

2 from the time-averaging of the
oscillating field. For a laser pulse with an envelope a = a0 sin(πξ/cτ ) for 0 < ξ <

cτ , the energy in the laser field is then:

Ul = 1

2

∫ cτ

0
ε0El

2dξ = 1

2
ε0

∫ cτ

0

(mω0c

e

)2
a0

2 sin2(πξ/cτ )dξ = 1

4
ncrmc2a0

2cτ

(3.27)

Dividing by (3.26) gives the length over which this laser energy is depleted as:

Ldepl = (ncr/n0) a0
2 cτ/ε2 = (ncr/n0) cτ/a0

2, (3.28)

where we have approximated ε  a02 for the linear regime. As noted above, to grow
the plasma wave optimally in the linear regime, we choose cτ = λp and so in this
case:

For cτ = λp : Ldepl = (ncr/n0) λp/a0
2 = Ldeph/a0

2 (3.29)

So fortunately, in the linear regime depletion is never shorter than the dephasing
length, and only becomes an issue as a0 → 1. Indeed, this can be a useful feature as
it means that acceleration is terminated once dephasing is reached. It may be thought
that the depletion of the laser pulse with increased length might be an impediment
to quasistatic acceleration with a laser pulse. Clearly it would not be ideal for the
field strength to decrease as the laser and electron beam propagate. In reality, pulse
compression means that the laser power can remain relatively unchanged, meaning
the plasmawave amplitude can be quite consistent over the whole acceleration length
[8]. Indeed, at even higher initial laser strength, this pulse compression can be become
severe enough to cause amplification of the laser power [9]. Hence for controllable
acceleration it is thought best to remain in the quasi non-linear regime 1 � a0 � 2.

Non-linear and 3D considerations The simple scalings that we have presented
until now prove to be very useful in determining the requirements of experiments.
However, in reality it is common to run experiments at high (a0 ∼ 1) or very high
field strengths (a0 > 1), not only to obtain very high field strengths, and thus compact
acceleration, but also to be able to inject electrons directly from the plasma [5–7].

Luckily rather than rederiving all of the expressions from above, it is possible
to recast the equations we derived above from the linear regime, but taking account
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of the intensity dependencies of the main parameters that affect the acceleration. In
particular, the energy gain depends on the plasma wave amplitude, length and phase
velocity all become dependent on the intensity. We can recall the dependence on
intensity for each. For the amplitude, we found: E/E0 ≈ a02/

√
1 + a02. Therefore

for high fields, E ≈ a0E0. Similarly we noted that the plasma wave wavelength
increases by λp

∗ = γ⊥λp ≈ a0λp. One may think that with both of these effects
combined, that the energy gain would continue to scale as a02. However, as we also
noted, this 1D non-linear regime is extremely difficult to attain since it needs very
large laser focal spots of high intensity, thus implying the need for extreme laser
energies.

Also, the waves phase velocity in the non-linear regime is reduced from the linear
group velocity given above. This is because the front of the laser pulse is found to
be etched away due to the strong local laser depletion there. From simulation, it is
has been found that the velocity at which this etching of the laser pulse occurs in the
pulse frame is vetch = c(ω2

p/ω
2
0). The depletion length becomes:

Ldepl ≈ (
ω2
0/ω

2
p

)
cτ

which again for an optimal duration laser pulse, ct ≈ λp gives Ldepl ≈ Ldeph. The
etching reduces the effective group velocity of the pulse and the resultant plasma
wave phase velocity:

vph/c = (
vg − vetch

)
/c ≈ 1 − 3

2

(
ω2

p/ω
2
0

)
(3.30)

And thus γph = 1√
3

(
ω0/ωp

)
. This reduces the dephasing length to:

Ldeph = 2

3

(
ω0/ωp

)2
λp = 2

3
(ncr/n0)

3/2 λ0 (3.31)

One can see that in the weakly non-linear regime, the pulse front etching opposes
the non-linear steepening of the plasma wave, and as a result that energy gain is not
much greater than given by the linear scalings for modest values of a0. We also note
that the laser pulse becomes fully ‘etched away’ after a distance:

Ldepl = cτ

vetch/c
= cτ

(
ncr
n0

)
= cτ

λp

(
ncr
n0

)3/2

λ0

One sees that depletion is thus similar to that for the non-linear expression for a0 = 1.
Of course we noted that in 1D full cavitation of the plasma waves is not possible.

However in 3D, it becomes optimal to focus the laser pulse to something of the
order of the plasma wave wavelength in all three dimensions. Now the plasma wave
looks like a bubble, with a high density wall surrounding a central void, and indeed
this regime is often colloquially termed the ‘bubble’ regime. We can make simple
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estimates for the acceleration in this regime by noting that the bubble size grows until
the space charge field is approximately the size of the ponderomotive force. Since the
field of a spherically symmetric collection of charge of density n is E = 1

3 (en0/ε0)r ,
then:

−1

3
n
e2

e0
r = −mc2∇γ ≈ −mc2

√
1 + a02

r

which gives,

r = √
3a0

(
c

ωp

)
for a0 � 1

which implies that the maximum field strength is

Emax =
√
a0
3

(mcωp

e

)
for a0 � 1

One notes that as the charge seperation occurs in multiple directions, the scaling of
maximum electric field with increasing a0 is slower than in the 1D non-linear regime.
Since the average field is only half of this maximum value, and the acceleration is
only over half the size of the bubble, so that the acceleration length equals r , then
the energy gain in the 3D non-linear regime is:

Wmax = 2γph
2 · 1

2
E0 · r = 2

3

(
ω0/ωp

)2
a0mc2

One can see that one has to operate at laser strengths significantly greater than
a0 = 1 to see enhanced acceleration in this regime, due to the reduction in plasma
wave velocity associated with the pulse front etching.

Formula summary: We summarise the results presented in this manuscript in the
table below, as adapted from the original scalings presented byLu et al. [10]. Table3.1
presents the linear scalings as function of (ncr/n0) for a wave of amplitude ε = 1
to emphasise that these parameters determine the properties of the laser wakefield
accelerator in all the regimes. Table3.2 then presents the scaling of the laserwakefield
parameters in terms of those defined in Table 3.1 for the different regimes, now
emphasising the dependence on laser strength a0 too.

We use the scalings derived above to give an indication of the laser parame-
ters required for a laser wakefield accelerator. For example to obtain a GeV energy
gain in the linear regime with a0 = 1, we find that using Wmax = 2mc2(ncr/n0) ≈
(ncr/n0)MeV = 1GeV. Therefore, n0 ≈ 10−3ncr . Much of the advance in laser
wakefield acceleration has been made due to the advances in Ti:sapphire lasers,
which support ultrashort laser pulses, and operate around λ = 800 nm, for which
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Table 3.1 Linear scalings for laser wakefield accelerator of amplitude ε = 1, emphasising scaling
with initial plasma density n0
Parameter w0 λpw γph Ldeph Emax Wmax

Symbol w0 λp γp0 L0 E0 W0

Scaling

√
n0
ncr

λ0

√
n0
ncr

λ0

√
ncr
n0

(
ncr
n0

)3/2

λ0

√
n0
ncr

(mcω0

e

)
2

(
ncr
n0

)
mc2

Table 3.2 Relative scalings for laser wakefield parameters in various regimes, along with limits of
validity of each approximation
Regime a0 w0/λp λpw/λp γph/γp0 Ldeph/L0 Ldepl/L0 Emax/E0 Wmax/W0

Linear: < 1 1 1 1 1
(

1
a0

2

) (
cτ
λp

)
a0

2 a0
2

1D NL > 1 ∼ 1
√
1 + a02

1√
3

√
1+a0

2

3

(
cτ
λp

)
a0√

1+a0
2

2
3

a0
4√

1+a0
2

3D − NL > 2 1
2π

√
3a0

1
2π

√
3a0

1√
3

√
a0

3
√
3

(
cτ
λp

) √
a0
3

1
3 a0

ncr ≈ 1.7 × 1021 cm−3. This implies n0 ≈ 1.7 × 1018 cm−3. For a plasma wave
amplitude ε = 1, Emax = E0 ≈ 125GVm−1. The laser should be focussed to spot
sizew0 ≈ λp = (ncr/n0)1/2λ0 = 25mm, and the corresponding pulse length should
be cτfwhm ≈ λp/2, giving τfwhm ≈ 40 fs. Since it is important to be able to attain such
short pulse lengths to efficiently grow the plasma wave, it can be seen why it was
not until the development of Ti:sapphire lasers, which allowed such short pulses to
be amplified at high power, that laser wakefield accelerators could be operated effi-
ciently [5–7]. The corresponding dephasing (and depletion) length is L0 ≈ 2.5mm,
demonstrating the compactness of the accelerator.

Finally we note that the energy in a laser pulse which is ≈ λp in spot size and
length is given by:

El = ε0E
2 · πw0

2 · cτ = ncr · mc2 · a02 · λp
3 = ncrmc2λ0

3 · a02 · (ncr/n0)3

Calculating the constants, we find that El ≈ 70 · a02 · (ncr/n0)3/2mJ . Again we note
the scaling on laser energy requirement is faster than the gain in energy per stage,
which motivates the use of multiple stages to reach high energy efficiently [11, 12].
Using this scaling for a GeV acceleration stage, we find aminimum energy of around
2.5J, which is close to the value reported for the most efficient acceleration to this
energy level [13].



70 Z. Najmudin

References

1. T. Tajima, J.M. Dawson, Laser electron accelerator. Phys. Rev. Lett. 43, 267–270 (1979)
2. V.I. Berezhiani, I.G.Murusidze, Interaction of highly relativistic short laser pulseswith plasmas

and nonlinear wake-field generation. Phys. Scr. 45, 87 (1992)
3. S.V. Bulanov, V.I. Kirsanov, A.S. Sakharov, Excitation of ultrarelativistic plasma waves by

pulse of electromagnetic radiation. JETP Lett. 50, 198 (1989)
4. E. Esarey, C. Schroeder, W. Leemans, Physics of laser-driven plasma-based electron accelera-

tors. Rev. Mod. Phys. 81, 1229 (2009)
5. S.P.D. Mangles, C.D. Murphy, Z. Najmudin, A.G.R. Thomas, J.L. Collier, A.E. Dangor, E.J.

Divall, P.S. Foster, J.G. Gallacher, C.J. Hooker, D.A. Jaroszynski, A.J. Langley, W.B. Mori,
P.A. Norreys, F.S. Tsung, R. Viskup, B.R. Walton, K. Krushelnick, Monoenergetic beams of
relativistic electrons from intense laser-plasma interactions. Nature 431 (2004)

6. C.G.R. Geddes, C. Toth, J. Van Tilborg, E. Esarey, C.B. Schroeder, D. Bruhwiler, C. Nieter,
J. Cary, W.P. Leemans, High-quality electron beams from a laser wakefield accelerator using
plasma-channel guiding. Nature 431, 538 (2004)

7. J. Faure, C. Rechatin, A. Norlin, A. Lifschitz, Y. Glinec, V. Malka, Controlled injection and
acceleration of electrons in plasmawakefields by colliding laser pulses. Nature 444, 737 (2006)

8. J. Schreiber, C. Bellei, S.P.D. Mangles, C. Kamperidis, S. Kneip, S.R. Nagel, C.A.J. Palmer,
P.P. Rajeev, M.J.V. Streeter, Z. Najmudin, Complete temporal characterization of asymmetric
pulse compression in a laser wakefield. Phys. Rev. Lett. 105, 235003 (2010)

9. M.J.V. Streeter, S. Kneip, M.S. Bloom, R.A. Bendoyro, O. Chekhlov, A.E. Dangor, A. Dpp,
C.J. Hooker, J. Holloway, J. Jiang, N.C. Lopes, H. Nakamura, P.A. Norreys, C.A.J. Palmer,
P.P. Rajeev, J. Schreiber, D.R. Symes, M. Wing, S.P.D. Mangles, Z. Najmudin, Observation of
laser power amplification in a self-injecting laser wakefield accelerator. Phys. Rev. Lett. 120,
254801 (2018)

10. W. Lu, M. Tzoufras, C. Joshi, F. Tsung, W. Mori, J. Vieira, R. Fonseca, L. Silva, Generating
multi-GeV electron bunches using single stage laser wakefield acceleration in a 3D nonlinear
regime. Phys. Rev. Spec. Top. Accel. Beams 10, 061301 (2007)

11. W. Leemans, E. Esarey, Laser-driven plasma-wave electron accelerators. Phys. Today 62, 44
(2009)

12. S. Steinke, J. Van Tilborg, C. Benedetti, C.G.R. Geddes, C.B. Schroeder, J. Daniels, K.K.
Swanson, A.J. Gonsalves, K. Nakamura, N.H. Matlis, B.H. Shaw, E. Esarey, W.P. Leemans,
Multistage coupling of independent laser-plasma accelerators. Nature 530, 190 (2016)

13. W.P. Leemans, B. Nagler, A.J. Gonsalves, C. Tth, K. Nakamura, C.G.R. Geddes, E. Esarey,
C.B. Schroeder, S.M.Hooker, C. Toth,GeV electron beams from a centimetre-scale accelerator.
Nat. Phys. 2, 696 (2006)



Chapter 4
LWFA Electrons: Staged Acceleration

Masaki Kando

Abstract This lecture focuses on the topic of staged laser wakefield acceleration
together with the fundamentals of beam physics, which is necessary for discussing
the topic. Staged acceleration is considered to accelerate an electron energy or to
control an electron beam in phase space.

4.1 Introduction

Laser wakefield acceleration (LWFA) is conceived as promising for compact electron
accelerators after the breakthrough achievements done over 20 years. As in other
technologies in the early stage of the development LWFA had very poor energy
gain and a broad energy distribution, however it has been proved to generate quasi-
monoenergetic(<1%), high-energy (>1 GeV), ultrashort (<2 fs rms), low emittance
(<1mm-mrad), low-divergence (∼1mrad) beams although all these parameters have
not yet confirmed simultaneously. These results were obtained in a rather simple
setup; a single intense laser pulse was focused onto a gas target. Gas targets used
were supersonic gas-jets, plasma waveguides, structured density targets, and so on.
To develop LWFA further, it is natural to introduce the staging concept, which was
used in radio-frequency accelerators.

Staging of acceleration structures is actually notwell defined inLWFA. In a narrow
sense, a stage is a structure driven by a dedicated laser pulse for a special intention
such as acceleration, bunching or debunching. In a broad sense, a stage is a unit
structure that can be either using the same laser as other stages or a dedicated laser
pulse for the stage. This difference can be seen in the review section of staged laser
wakefield acceleration. In this lecture I adopt a broader definition of the terminology.
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Fig. 4.1 A three-stage concept adopted in the ImPACT program in Japan. Three different laser
pulses (1 J/20 fs, 2 J/50 fs, and 10 J/100 fs) are used for an injector, phase rotator, and booster stages

There are several reasons to adopt staging in accelerators. One is to accelerate
electrons further because one stage is limited by depletion of the driving RF source
or laser pulse. The other rather positive reason is to manipulate electrons properly
to obtain higher quality electrons or conditioning of the electron beam for further
acceleration. A good example is a linear accelerator (linac) for X-ray free-electron
lasers. A DC electron gun produces an electron bunch with very low energy spread
but a long bunch length. This electron is captured and bunched in a sub-harmonic
buncher (SHB), which is operated at a lower frequency (sub-harmonic) to compress
electron bunch length for the main linac. In SACLA the several RF frequencies are
employed to obtain tens of femtosecond electron bunches [1].

Another example is seen in a staged LWFA project in Japan as depicted in Fig. 4.1
[2]. In the project three laser pulses are being considered to operate three stages
efficiently. The first laser pulse, which is short (20 fs) and has a pulse energy of
1 J, is focused tightly in a high density gas jet. This injector stage produces low
energy, high charge electrons via wave breaking. A selected portion of the electrons
are further injected to the second stage, where the beam is compressed in time. In
the second stage a longer pulse duration of 50 fs is utilized for a larger acceptance.
The third stage is used to accelerate the injected electron up to 1 GeV with a 10-J,
100-fs laser pulse with a linear or quasi-linear laser intensity with a few centimeters
long waveguide.

An European project on XFEL EuPRAXIA is also in progress, which widely
investigates possible solutions to realize compact XFELs including laser based, com-
bination of RF linacs and laser accelerators, etc [3].

Other projects are also working to construct LWFA based FELs in China and the
U.S.A., etc.

4.2 Basic Concepts of Beam Physics

Here we introduce some basic useful concepts from beam physics or accelerator
physics, which will be needed to discuss the following sections in the paper [4–7].



4 LWFA Electrons: Staged Acceleration 73

4.2.1 Transverse Beam Dynamics

Let us consider the situation that an electron beam is moving in a static magnetic
field in a Cartesian coordinate system depicted in Fig. 4.2. The charged particle is
deflected in x direction with a nominal curvature radius of ρ0 in the magnetic field of
Bz . We consider a displacement x in the transverse direction from the central orbit
(denoted 0) here. The equation of motion of a charged particle with a mass of m and
a charge of qe is

mγ
d2x

dt2
= mγv2

ρ0 + x
+ qevBz(x), (4.1)

where γ is the Lorenz factor of the particle, v is the velocity.
The equation can be simplified by using the relations

dx

dt
= dx

ds

ds

dt
= v

dx

ds
(4.2)

to
d2x

dt2
= v2 dx

ds
. (4.3)

If the displacement x is small and Bz(x) is small, then the following two approxi-
mations can be made:

1

ρ0 + x
≈ 1

ρ0

(
1 − x

ρ0

)
(4.4)

Bz(x) ≈ Bz(0) + dBz

dx
x . (4.5)

Also in the central orbit the centrifugal force and Lorentz force is balanced:

mγv2

ρ0
+ qevBz(0) = 0. (4.6)

Fig. 4.2 Charged particle
motion in the horizontal
plane around a central orbit
in a magnetic field
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Fig. 4.3 Charged particle
motion in a vertical plane
around a central orbit in a
magnetic field

Thus (4.1) simplifies to

mγv2 d
2x

ds2
= −mγv2

ρ20
x + qev

dBz

dx
x . (4.7)

Here we introduce a field gradient index as

n := − ρ0

Bz(0)

dBz

dx
(4.8)

then (4.7) is expressed as
d2x

ds2
= −1 − n

ρ20
x . (4.9)

This is an equation of motion in the horizontal (x) direction.
Next let us consider the verticalmotion of a charged particle as depicted in Fig. 4.3.
An equation of motion in the vertical direction (perpendicular to the bending

plance) is

mγ
d2z

dt2
= −qevBx (z). (4.10)

Similar to the horizontal plane we convert the variable t to s using (4.3) and a
linearization of Bx (z)

Bx (z) ≈ Bx (0) + dBx (z)

dz

∣∣∣∣
z=0

z, (4.11)

where Bx (0) = 0 in the median plane. Using ∇ × B = 0 we obtain

dBx

dz
− dBz

dx
= 0. (4.12)
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Using (4.8), (4.11) and (4.12) the equation of motion in the vertical direction (4.10)
simplifies to

d2z

ds2
= − n

ρ20
z. (4.13)

One can understand the stability of the charged particle in a magnetic field by using
the two equations ofmotion (4.9) and (4.13). If n < 1 is satisfied, the charged particle
can be confined in some region. This condition is called theweak focusing condition.

d2x

ds2
= −1 − n

ρ20
x (4.14)

The right-hand-terms in (4.9) and (4.13) express the focusing force. We rewrite
(4.9) and (4.13) into a general form

d2y

ds2
= −K (S)y (4.15)

by defining a general focusing term K (s) that has a periodicity K (s + C) = K (s).
Equation (4.15) is called Hill’s equation.

Suppose that a solution of (4.15) has the form

y(s) = w(s)eiψ(s). (4.16)

Then (4.15) is divided into the two equations

w′′(s) + K (s)w(s) − 1

w3(s)
= 0 (4.17)

and

ψ′(s) = 1

w2(s)
. (4.18)

According to Floque’s theory the general solution of (4.15) can be expressed as

y(s) = c1w(s)eiψ(s) + c2w(s)e−iψ(s). (4.19)

Let the solutions be y1, w1,ψ1(y2, w2,ψ2) at s = s1 (s2), respectively. Then the y2
and y′

2 are expressed by (
y2
y′
2

)
=
(
A B
C D

)(
y1
y′
1

)
, (4.20)

where
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A = w2

w1
cos(ψ2 − ψ1) − w2w

′
1 sin(ψ2 − ψ1)

B = w1w2 sin(ψ2 − ψ1)

C = −1 + w1w
′
1w2w

′
2

w1w2
sin(ψ2 − ψ1) −

(
w′

1

w2
− w′

2

w1

)
cos(ψ2 − ψ1)

D = w1

w2
cos(ψ2 − ψ1) + w1w

′
2 sin(ψ2 − ψ1).

This matrix is called a transfer matrix. This expression is similar to the ABCDmatrix
used in optics. Let us introduce the following parameters

β := w2

α := −ww′

γ := 1 + (ww′)2

w2

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(4.21)

μ := ψ2 − ψ1. (4.22)

The parameters β, α, γ are called Twiss parameters. The three Twiss parameters are
not independent but have the relationship

1 + α2

β
= γ. (4.23)

By using (4.21) (4.20) is rewritten as

(
y2
y′
2

)
=
(
cosμ + α sin μ β sin μ

−γ sin μ cosμ − α sin μ

)(
y1
y′
1

)
. (4.24)

Recalling that y(s) is a linear combination of the two solutions (4.19) and y(s) is
a real number then we obtain

y(s) = cw(s) cos(ψ(s) + δ). (4.25)

Differentiating (4.25),

y′(s) = c√
β

{−α cos(ψ(s) + δ) − sin(ψ(s) + δ)} . (4.26)

Here we employ the following expressions

w′(s) = 1

2
β−1/2β′ = − α√

β
, ψ′(s) = 1

β
(4.27)
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then (4.26) is written as

y′(s) = cw′(s) cos(ψ(s) + δ) − cw(s)ψ′(s) sin(ψ(s) + δ). (4.28)

From (4.24) and (4.28) we express the cosine and sine functions using y and y′

⎧⎪⎨
⎪⎩
cosφ = y

cw

sin φ = −α cosφ −
√

βy′

c

(4.29)

where φ = ψ(s) + δ. By removing φ we obtain

γy2 + 2αyy′ + βy′2 = c2. (4.30)

This equation determines an ellipse in phase space (x − x ′) with an area of πc2.
This area is independent from the particle position, thus is called Courant-Snyder
invariant. Here we define an unnormalized emittance ε as phase space area divided
by π,i.e. ε := c2. Thus (4.30) is expressed as

γy2 + 2αyy′ + βy′2 = ε, (4.31)

and an beam ellipse of diverging beam (α < 0) is depicted in Fig. 4.4. One can easily
obtain that themaximum displacement as xmax = √

βε and themaximum divergence
angle as x ′

max = √
γε. The inclination angle ψ of the ellipse is

tan 2ψ = − 2α

β − γ
. (4.32)

Recalling (4.25) and the definition of emittance we obtain

y(s) = cw(s) cos (ψ(s) + δ)

= √
β(s)ε cos (ψ(s) + δ) ,

(4.33)

which shows the amplitude of the betatron oscillation (transverse oscillation) to be
xmax = √

βε.
Integrating (4.18) from s1 to s2 we obtain

ψ(s2) − ψ(s1) =
∫ s2

s1

1

β(s)
ds. (4.34)

The integration of the inverse of beta function gives the phase advance of the betatron
oscillation.
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Fig. 4.4 A beam ellipse
drawn in the phase space
(x − x ′). This figure shows a
diverging beam

Comparison of laser beamHere let us compare the emittance and Twiss parameters
of charged particles to lasers. A Gaussian beam of a laser has a beam parameter
product

(BPP)G := w0θ0 = λ

π
, (4.35)

wherew0 is the beam waist size at 1/e2 intensity and θ0 is the half angle of the beam,
and λ is a wavelength. Applying the same definition of beam emittance the emittance
of a Gaussian laser beam can be

εL = (BPP)G = λ

π
. (4.36)

Laser values are described in 1/e2 while charged particles are expressed in root-
mean-square, thus the emittance for laser should be

εL ,rms = εL/4 = λ

4π
. (4.37)

Practical laser beams are expressed in using M-square factor thus the practical rms
emittance for laser beams is

εL ,rms,prac = M2 λ

4π
. (4.38)
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For example, a Gaussian laser beam with a wavelength of λ = 0.8 µm has an unnor-
malized emittance of 0.064 mm-mrad. This corresponds to a normalized emittance
of 10 mm-mrad for the electron beam with an energy of Ee = 80 MeV.

4.2.2 Longitudinal Beam Dynamics

Next let us consider motion of a charged particle under the influence of a sinusoidal
electric field. The variable s stands for the synchronous particle thatmoves at the same
phase velocity of the electric field. Then the equation of motion in the longitudinal
space can be

d(W − Ws)

ds
= qeE0(cosφ − cosφs), (4.39)

and
d(φ − φs)

ds
= ω

c

(
1

β
− 1

βs

)
≈ −2π

λ

W − Ws

γ3
s β

3
s mc2

. (4.40)

In the final form, we expanded 1/β to the first order of γ and used the relationship
W = γmc2. Differentiating (4.40) and using

ŝ = ks,Δγ = (W − Ws)/(mc2),Δφ = φ − φs (4.41)

we obtain
Δγ

dŝ
= a0(cosφ − cosφs), (4.42)

and
Δφ

dŝ
= −b0(Δγ + γs). (4.43)

Multiplying (4.42) by dδ/dŝ and integrating by s we obtain

1

2
(Δγ + γs)

2 = −a0
b0

[sin(Δφ + φs) − Δφ cosφs] + C, (4.44)

where C is a constant. This equation gives longitudinal phase space plots.
We can rewrite this form in Hamilton formalism:

H = − 1

2b0
(Δγ + γs)

2 − a0[sin(Δφ + φs) − Δφ cosφs], (4.45)

and
dΔφ

dŝ
= ∂H

∂Δγ
,
dΔγ

dŝ
= − ∂H

∂Δφ
. (4.46)
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Fig. 4.5 Longitudinal phase space plots for φs = π/2 (a) and φs = 0 (b)

Example plots of longitudinal phase spaces are shown in Fig. 4.5. In this plot we
can estimate the required acceptance, phase space area to achieve a certain beam
performance.

4.2.3 Transfer Matrix

In this section we introduce transfer matrices to calculate the basic properties of
beam optics. First, we modify the transverse motion by including an energy spread.
Let us consider particles whose energy are different from the central energy. To do
this we modify (4.1) by replacing γ → γ + Δγ and v → v + Δv and obtain

mγ
d2x

dt2
= m(γ + Δγ)(v + Δv)2

ρ0 + x
+ qe(v + Δv)Bz(x). (4.47)

Taking only the first order terms and remembering that the forces are balanced at
x = 0, i.e.,

mγv2

ρ0
+ qevBz(0) = 0, (4.48)

we obtain
d2x

ds2
+ 1 − n

ρ20
x = 1

ρ0

Δp

p
. (4.49)

This is Hill’s equation with a right-hand-side term. If K = 1 − n/ρ20 is constant in a
beam-optics element, we may have a special solution of (4.49) as
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x = 1

ρ0K

Δp

p
. (4.50)

Thus a general solution of (4.49) can be written as (if K > 0)

x = C1 cos(
√
Ks) + C2 sin(

√
Ks) + 1

ρ0K

Δp

p
. (4.51)

Now we consider a new transfer matrix
⎛
⎝ x

x ′
Δp/p

⎞
⎠ (4.52)

instead of (
x
x ′

)
. (4.53)

Setting x0 and x ′
0 as the initial values at s = 0 the transfer matrix can be expressed

as

⎛
⎝ x
x prime
Δp/p

⎞
⎠ =

⎛
⎜⎝

cos(
√
Ks) 1√

K
sin(

√
Ks) 1

ρ0K

{
1 − cos(

√
Ks)

}
−√

K sin(
√
Ks) cos(

√
Ks) 1

ρ0K
sin(

√
Ks)

0 0 1

⎞
⎟⎠
⎛
⎝ x0
x prime0
Δp/p

⎞
⎠

(4.54)
for K > 0. Similarly we can get the case for K < 0 as

⎛
⎝ x

x ′
Δp/p

⎞
⎠ =

⎛
⎜⎝

cosh(
√|K |s) 1√|K | sinh(

√|K |s) 1
ρ0−|K |

{
1 − cosh(

√|K |s)}
−√|K | sinh(√|K |s) cosh(

√|K |s) 1
ρ0

√|K | sin(
√|K |s)

0 0 1

⎞
⎟⎠
⎛
⎝ x0

x ′
0

Δp/p

⎞
⎠ .

(4.55)

6D transfer matrix To design matching sections between acceleration stages focus-
ing is a key. Thus, we only consider beam transport components. If a beam line is
composed of several optic elements, we can calculate beam parameters XN after the
optics using matrix calculations as XN = RN RN−1 · · · R1X0, where

R =

⎡
⎢⎢⎢⎢⎣

Rxx | Rxy | Rxz

− − − + − − − + − − −
Ryx | Ryy | Ryz

− − − + − − − + − − −
Rzx | Rzy | Rzz

⎤
⎥⎥⎥⎥⎦ (4.56)

is a six-dimensional matrix element and
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X =

⎡
⎢⎢⎢⎢⎢⎢⎣

x
x ′
y
y′
z

Δp
p

⎤
⎥⎥⎥⎥⎥⎥⎦

(4.57)

is a six dimensional beam parameter. Sometimes we do not need to calculate all six
dimensions. One can specify what is needed in one’s applications.

Twiss parameter calculation In this section we introduce Twiss parameters at a
beam line optic element (s = s2) from a point s = s1. Here we consider two dimen-
sions (x, x ′) and let a transfer matrix between s2 and s1 M,

M =
(
m11 m12

m21 m22

)
. (4.58)

From the definition of a transfer matrix (4.20) one can easily obtain⎛
⎝α2

β2

γ2

⎞
⎠ =

⎛
⎝m11m22 + m12m21 −m11m21 −m12m22

−2m11m12 m2
11 m2

12−2m21m22 m2
21 m2

22

⎞
⎠
⎛
⎝α1

β1

γ1

⎞
⎠ . (4.59)

For example, let us consider a drift space (no focusing and no acceleration) ele-
ment. In this case K → 0 and ρ0 → ∞ are inserted into (4.54) and we obtain

Mdri f t =
⎛
⎝1 s 0
0 1 0
0 0 1

⎞
⎠ . (4.60)

To obtain this we used

sin
√
Ks√
K

= s
sin

√
Ks√

Ks
→√
Ks→0

s. (4.61)

The second example is a bending magnet with n = 0. In this case we take the
following relationship

KHoriz = 1 − n

ρ20
→ 1

ρ20
, KVert = 0, L = ρ0θ (4.62)

into (4.54) and we get

MH =
⎛
⎝ cos θ ρ0 sin θ ρ0(1 − cos θ)

− sin θ
ρ0

cos θ cos θ sin θ

0 0 1

⎞
⎠ (4.63)
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MV =
⎛
⎝1 ρ0θ 0
0 1 0
0 0 1

⎞
⎠ . (4.64)

The third example is a quadrupole (focusing device). We take the following rela-
tionship

K = G

Bρ
, ρ0 → ∞ (4.65)

into (4.54) and we get

MQF =
⎛
⎝ cos(

√
Ks) 1√

K
sin(

√
Ks) 0

−√
K sin(

√
Ks) cos(

√
Ks) 0

0 0 1

⎞
⎠ (4.66)

and

MQD =
⎛
⎝ cosh(

√−|K |s) 1√|K | sinh(
√|K |s) 0

−√|K | sinh(√Ks) cosh(
√|K |s) 0

0 0 1

⎞
⎠ , (4.67)

where Bρ = pc/(qe) is called the magnetic rigidity.
Here,we showan application of the transfermatrix and calculate a beamparameter

near the beam focus. Using the transfer matrix of a drift space with a length of L the
beam parameter x can be expressed as

(
x
x ′

)
=
(
1 L
0 1

)
(4.68)

(
x∗
x ′∗

)
, (4.69)

where x∗ is the parameter at focus. Using (4.59) we obtain

β = −2Lα∗ + β∗ + L2γ∗. (4.70)

Using α∗ = 0 at focus and the relationship (4.23) i.e. γ∗ = 1/β∗, (4.70) simplifies
to

β(L) = β∗ + L2

β∗ . (4.71)

The beam spot size is x(s) = √
βε and the beam size after focus is

x(L) = x∗
√
1 +

(
L

β∗

)2

. (4.72)
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This expression is same as the Gaussian beam propagation

w(L) = w∗
0

√
1 +

(
L

ZR

)2

. (4.73)

The beta function at focus β∗ is the Rayleigh length of the charged particle beam.

4.3 Comparison of RF Accelerators and LWFA

In this section we discuss the field properties of radio-frequency accelerators and
laser wakefield accelerators. What are similarity and difference between the two
cases?

First we start with LWFA. In the linear regime of LWFA (a0 
 1), longitu-
dinal and transverse wake fields excited by a bi-Gaussian laser pulse (a(r, ζ) =
a0 exp

{−r2/(2σ2
r ) − ζ2/(2σ2

z )
}
are expressed by

eEz(r, ζ) = mc2
√

π

2
k2pσza

2
0 × exp

(
− r2

2σ2
r

− k2pσ
2
z

4

)
cos kpζ, (4.74)

eEr (r, ζ) = −mc2
√

πkpσza
2
0
r

σ2
r

× exp

(
− r2

2σ2
r

− k2pσ
2
z

4

)
sin kpζ, (4.75)

respectively, where kp is the plasma wavenumber, σr and σz are the transverse and
longitudinal laser sizes. An example plot of the fields is given in Fig. 4.6a. Note that
the phase difference of the longitudinal and transverse fields is π4 and there exists
a useful phase window where electrons are accelerated and focused. Note that the
transverse field is dependent on the phase thus this causes an emittance growth. Such
effects can be mitigated by using hollow plasma density profiles.

Then, let us see the situation in RF accelerators. Fields of a TM01 mode excited
in a cylindrical cavity are given by

Es = AJ0(kr) exp i(ωt − β0s), (4.76)

Er = i A
β0

k
J1(kr) exp i(ωt − β0s), (4.77)

and
Bθ = i A

ω

kc2
J1(kr) exp i(ωt − β0s), (4.78)

where Jn is the Bessel function of the first kind, β0 = 2π/λg , and λg is the RF
wavelength in a cavity, k is the wavenumber of the RF. The field distributions are
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Fig. 4.6 Longitudinal and transverse focusing fields in LWFA (a) and a disk loaded RF accelera-
tor (b)

depicted in Fig. 4.6b and are similar to those of LWFA. Thus, the longitudinal and
focusing forces are expressed by

Fs = q A cos(ωt − β0s) (4.79)

Fr = −q Aω

2

ω

c

1 − βeβw

β/w
cos(ωt − β0s). (4.80)

One of the differences betweenLWFAandRF accelerators can be that the focusing
force forRFaccelerators decreases as the beamenergybecomes relativistic (βe → 1).
This feature is favorable in terms of emittance conservation.

4.3.1 Liouvelle’s Theorem and Emittance Conservation

In the last of the section we briefly give an important theorem Liouville’s theorem
in beam physics and comment on emittance conservation. Liouville’s theorem states
that the phase space density is conserved in a Hamiltonian system where the energy
is conserved or there are no friction forces. In other words, the emittance cannot be
improved in such system as focusing and external forces.

Even when Lioville’s theorem is valid the actual emittance can be degraded by
deforming the beam distribution is a complex structure as depicted in Fig. 4.7.

Fig. 4.7 An example of the beam distribution evolution in phase space
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4.4 Review of Staged LWFA Experiments

In this section we review several experiments of staged laser acceleration experi-
ments. Before starting we have to define what is the staging or staged acceleration.
In LWFA two stages are just used to employ two stages which have two different
plasma densities and are driven by the same laser pulse (2-stage, 1-laser). Only a few
experiments employ two stages (two different plasma densities) and are driven by
two independently-adjustable laser pulses (2-stage, 2-laser). An experimental setup
of is depicted in Fig. 4.8. An ionization injection using a mixture gas (helium plus a
small fraction of high-Z gas such as nitrogen) is commonly used and in the second
stage a longer-length with standard single gas (e.g. pure helium) is used. We will
discuss later but here we just stress the importance of the beam matching connecting
to the stages. Beam matching is a kind of phase space manipulation so as to acceler-
ate or transport the beam without loss or quality. In transverse matching a diverging
beam, for example, from a stage should be properly focused onto the entrance of
the second stage to meet the acceptance of the second stage. As well as transverse
matching, longitudinal matching is also required.

Table4.1 shows a summary of recent staged LWFA experiments [8–14]. All the
experiments conducted so far except one used only a single laser and did not use
special devices for beam matching (focusing), because of the complicated setup and
difficulties in transporting and tuning the beams. In some experiments electron beams
from the second stage had a similar amount of charge but usually the charges were
lower than those from the 1st stages.

Evidence of two stage acceleration are (1) increase of energy compared to a single
stage, (2) smaller beam divergence (mainly due to higher energy) than that obtained
in the first stage, (3) energy gain dependence on the injection timing to the drive
laser.

Fig. 4.8 A typical staged LWFA experiment setup. Two stages driven by a single laser pulse (a)
and by two laser pulses (b)
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In most of the experiments the beam matching between two stages are partly met
by a so called passive plasma lens [15, 16], where the space-charge of an electron
beam is weakened by background plasma. Steinke et al. employed an active plasma
lens [17], which is capillary discharge device similar to a wave guiding device to
increase an acceleration length in LWFA. In an active plasma lens, a discharge current
of the order of hundreds amperes in the longitudinal direction can pinch an electron
beam.

4.5 Beam Matching

Beammatching is used so that an input beam is matched to a lattice of the accelerator
components so that the beam quality is conserved or kept as a design in the lattice.
Applying this concept to LWFA is also possible and is very important to conserve the
initial emittance and charge.Here,we showan example calculation using 2Dparticle-
in-cell and tracking codes to estimate the acceptance of LWFA and the required beam
parameters for that.

Fig. 4.9 Phase space plots of a PIC test particle calculation at the exit (a and b) and entrance (c
and d). a and c show longitudinal phase space (but presentations are different in the two cases). b
and d show the transverse phase space plots. The lines are fitted beam ellipses
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The chosen parameters are a plasma density ne = 10−3nc, a pulse duration
τ = 30 fs, a pulse energy WL = 5 J, and a spot size wFW = 16µm. The laser pulse
excites plasma waves and non-interacting test particles are set to be accelerated in
wakes. The initial test particles have a discrete energy of 20, 40, ..., 160 MeV and
are wide enough both transversely and longitudinally to cover the plasma waves.

The calculation results are shown in Fig. 4.9. First, let us see the phase space
plots at the exit (Fig. 4.9a). Because we have an interest to produce monochromatic
electron beams, we select the electrons whose energies are within 0.3% centered
at 938 MeV. This criteria is based upon one’s interest. Such electrons have a beam
divergence of a fewmrad as seen in Fig. 4.9b and the normalized emittance is 5.9mm-
mrad. To produce such electrons we can get information how such electrons were
distributed at the entrance of the LWFA as seen in Fig. 4.9c and d. Unfortunately, in
this parameter regime the initial electrons should have a very monochromatic within
ΔE/E = 0.11% centered at 160 MeV (Fig. 4.9c). The initial beam should be a bit
converging beam as seen in Fig. 4.9d, and the normalized emittance should be 14.6
mm-mrad. Beam matching can be made so as to satisfy one’s requirement as we did
in this section.

4.6 Comparison of Focusing Devices

In this section we describe focusing devices to achieve transverse beam matching in
staged laser wakefield acceleration. A brief summary of the comparison is given in
Table4.2.

In conventional accelerators electromagnet quadrupoles are commonly used. A
quadrupole magnet has a focusing force in one direction (e.g. horizontal), while
the perpendicular direction (vertical) has a defocusing force. Thus a doublet of

Table 4.2 A comparison of focusing devices. Simplified formulas are given for quick comparison.
Also, example focal lengths are calculated for 1 GeV electron beams with moderate parameters

L B or B’ Symmetric Focal length (thin lens) Focal length for
1GeV e-

Quadrupole ∼20 cm 10–100 T/m No f = Bρ
B′L >0.167 m

Triplet of Q ∼10+20+10 10–100 T/m Yes f =
6(Bρ)2

B′2L3 L/2 + L + L/2

>0.834 m

Solenoidal lens ∼10 cm 2 T Yes f = (2Bρ)2

B2L
55 m

Passive plasma
lens

1 mm – Yes f = 2ε0(Bρ)2

Lmn = γ
2πrenL

335 µm
(nb∗1 ∼ 3.3 ×
1017 cm−3)

Active plasma
lens

∼10 cm 3000 T/m Yes f = Bρ
B′L 11 mm
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quadrupolemagnets is widely used to have a focusing force for two directions despite
the astigmatic feature, which means the two focal positions are different. A symmet-
ric lens can be achieved with a triplet of quadrupole magnets. The focal length of a
triplet is

f = 6(Bρ)2

B ′2L3
, (4.81)

where the separation distances are zero and the lengths of the quadrupoles are
L/2, L , L/2, respectively. The triplet has a symmetric focusing property while the
focal length gets longer.

Instead of electromagnets, permanent magnets can be used. Recently variable
magnetic fields are available with permanent-magnet based dipole and quadrupoles
[18] by moving some parts that form magnetic circuits. Variable permanent magnet
quadrupoles are beneficial because of compactness, strength of fields, and unneces-
sity of water-cooling. Thus, this device has potentially good matching to LWFA.

A symmetric lens can be achieved by using a solenoidal magnet. However, the
focal length of a solenoidal magnet is proportional to the square of the beammomen-
tum and the inverse of the magnet length. This is not effective for high energy par-
ticles. Therefore, it is used in low energy sections. A solenoid magnet can be also
fabricated with permanent magnets [19]. Electromagnets use direct current (DC) but
can use larger current based on pulse power technology to increase the power of
focusing. Such magnets are used in Japan [20].

The above mentioned technologies are widely used in conventional accelerators
and, here, we introduce plasma based focusing devices. First, we show a passive
plasma lens, where the space-charge of the charged particle beams is partially or
fully compensated by the plasma and thus the remaining self-B field can focus the
beams [15, 16]. In this regime, beam-driven wakes are sometimes excited and the
wake field can work as a focusing device as well. As mentioned in the previous
section, almost all LWFA experiments include this effect regardless of intention or
not, because the gas extends towards peripheral vacuum regions and the passing
drive laser is intense enough to ionize the gas. This effect was clearly observed in a
separate experiment [21].

The second device is an active plasma lens, where a discharge current in a gas-
filled capillary produces strong focusing forces as

f = Bρ

B ′L
, (4.82)

where B ′ = μ0 I0/(2πR2), μ0 is the vacuum permeability, I0 is the peak current, R is
the capillary radius [17]. As shown in Table4.2, the focal length of an active plasma
lens can be very short and has an axial symmetry.

As we explained, transverse focusing is a necessary device in future, realistic
machines based on staged LWFA. LWFA itself can provide a compact accelerators
but the benefit would be degraded if we have to use standard (electromagnets). Thus,
the above mentioned plasma devices or new concepts will be also necessary.
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4.7 Further Topics

In this section we point out important topics that are not discussed in this lecture.

Space-charge effects

Because the LWFA can produce a dense beam in a 6D phase space, the space-
charge effects should be properly taken into account especially in low energy beam
transports.

Beam loading effects

In Sect. 4.5 we show an example to estimate the beam matching in a LWFA stage.
However, we did not take beam loading effects into the calculation because of the
simplicity. Test particle method is useful to estimate the overall beam qualities at
first. Then, the final adjustment are needed using several iterations of self-consistent
calculations using a PIC code, defining a size, duration, and charge of the initial
electron beam. The beam loading may modifies a structure of wake fields and in this
sense, the employment of a PIC code is inevitable especially for a high-charge case.

Longitudinal beam matching

Most of the efforts in this paper is focused on the transverse beammatching.However,
the longitudinal beam matching is also important as well. In particular, an electron
beamwith relatively large energy spread is elongated in time evenwhen it propagates
in vacuum because of the velocity difference. In addition, the space-charge force
accelerates the head part of the beam and decelerates the tail part. To prevent this,
a dog-leg or an alpha magnet can be used to compress the electron bunch in order
to match the acceptance of the next stage. In other methods we can choose proper
accelerating phase to compensate the energy difference to get a monochromatic
energy.

Coherent synchrotron radiation

In a bunch compression system, a short bunch emits the coherent synchrotron radi-
ation (CSR) provided that the bunch length is shorter than the emitted radiation
wavelength. Of course this causes the energy loss of the beam, but what is worse is
that the CSR can affect the bunch itself because of a curved orbit in magnets. This
cause a chirped distribution of the electron bunch and degrades the beam quality.
CSR effects can be mitigated by double bend achromat optics [22].

4.8 Conclusion

In this lecture we provide the fundamentals of beam physics, a recent review of
staged laserwakefield acceleration (LWFA), an example calculationof the acceptance
of a LWFA stage, and a brief comparison of focusing devices. Staged LWFA is
straightforward progress if we look into standard linear accelerators to achieve higher
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energy, or control beam quality. The progress of the LWFA theory and experimental
techniques proved that a single stage LWFA can produce high energy, ultra-short,
low emittance beams. The remaining tasks are to improve overall stabilities, an
improvement on energy spread.Weneed to further improve the qualities and probably
several technological and fundamental breakthroughs would be necessary.
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Chapter 5
Fundamentals and Applications
of Hybrid LWFA-PWFA
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Abstract Fundamental similarities and differences between laser-driven plasma
wakefield acceleration (LWFA) and particle-driven plasma wakefield acceleration
(PWFA) are discussed. The complementary features enable the conception and devel-
opment of novel hybrid plasma accelerators, which allow previously not accessible
compact solutions for high quality electron bunch generation and arising applica-
tions. Very high energy gains can be realized by electron beam drivers even in sin-
gle stages because PWFA is practically dephasing-free and not diffraction-limited.
These electron driver beams for PWFA in turn can be produced in compact LWFA
stages. In various hybrid approaches, these PWFA systems can be spiked with ion-
izing laser pulses to realize tunable and high-quality electron sources via optical
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density downramp injection (also known as plasma torch) or plasma photocathodes
(also known as Trojan Horse) and via wakefield-induced injection (also known as
WII). These hybrids can act as beam energy, brightness and quality transformers,
and partially have built-in stabilizing features. They thus offer compact pathways
towards beams with unprecedented emittance and brightness, which may have trans-
formative impact for light sources and photon science applications. Furthermore,
they allow the study of PWFA-specific challenges in compact setups in addition to
large linac-based facilities, such as fundamental beam–plasma interaction physics,
to develop novel diagnostics, and to develop contributions such as ultralow emittance
test beams or other building blocks and schemes which support future plasma-based
collider concepts.

5.1 Introduction and Fundamental Considerations

Laser-driven wakefield accelerators (LWFA) and electron-driven plasma wakefield
accelerators (PWFA) rely on similar concepts [1]. An intense laser or electron beam
driver propagates through a plasma, and, based on its typically mainly transverse
forces, plasma electrons are kicked out of the path of the driver beam, not unlike
how a snowplough operates. However, unlike with a snowplough, these electrons
then feel the re-attractive forces of the plasma ions, which have four orders of mag-
nitude more mass than the electrons and therefore can be assumed quasistatic in first
approximation. This transient charge separation follows the driver beam through
the plasma and generates a co-moving plasma oscillation wave with more or less
spherical geometry. The length of the arising bubble (LWFA) or blowout (PWFA)
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structure is determined by the plasma electron density ne and the plasma wavelength
λp = 2πc[ε0me/(e2ne)]1/2, which is solely dependent on ne and where c is the speed
of light, ε0 is the vacuum permittivity, and me is the electron mass and e the elemen-
tary charge. In the ideal case, the driver beam length σz or laser pulse duration τ
fits into half of the plasma wavelength such that cτ ≈ λp/2, because then, as with a
harmonic oscillator such as a pendulum, the excitation is strongest because the driver
excites the plasma wave just until the zero-crossing of the oscillatory movement. In
terms of the plasma wave number kp = 2π/λp, this desirable relation between driver
length σz and plasma wave number kp can be expressed as kpσz < 1.

Figure5.1 visualizes (based on particle-in-cell simulations with the code VSim
[2]) how the driver (green) excites a plasma blowout/bubble with large accelerating
and decelerating fields up to tens of GV/m (color-coded).

Here, the plasma density is np = 1017 cm−3, the corresponding plasma wave-
length λp ≈ 106µm, and the plasma skin depth k−1

p ≈ 16µm. The width of the
driver pulse is in both cases set to σr = 10µm. The strength of the driver is char-
acterized by the dimensionless electron beam charge Q̃ and the dimensionless laser
light amplitude a0, respectively. Here, the dimensionless light amplitude, defined by
the ratio of electric field E and frequency ω, amounts to a0 = eE

m0ωc
≈ 3. The dimen-

sionless beamcharge [3],which is definedby the ratio of the beamelectron density per

cubic skin depth Nbk3p and the background plasma density Q̃ = Nbk3p
n p

= 4πkpreNb,

where re = 4πε0c2m is the classical electron radius, which is also set to Q̃ ≈ 3,
since the values of a0 and Q̃ define the interaction regime of LWFA and PWFA,
respectively (see Fig. 5.2).

Notably, the plasma density is not relevant for the type of LWFA interaction, just
the laser frequency and intensity, whereas, for PWFA, Q̃ ∝ √

ne. The background of
this is that a particle beam has unipolar fields, while a quickly oscillating laser pulse
can penetrate plasma up to the critical density nc(ω) = ε0m0ω

2/e2, which amounts
to nc ≈ 1.7 × 1021 cm−3 for a typical Ti:sapphire laser pulse.
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Fig. 5.1 PIC-simulation visualization of electron-driven PWFA (a) and laser-driven LWFA (b)
in the blowout/bubble regime, respectively. The driver beam is shown in green and propagates to
the right, expels plasma electrons (not shown) and thus generates strong trailing electric decelerat-
ing/accelerating fields

Fig. 5.2 Linear, quasi-linear and non-linear regimes of PWFA (a) and LWFA (b), as indicated by
the corresponding interaction value of Q̃ and a0, respectively

To excite the longitudinally trailing plasma wave, it is required to push plasma
electrons mainly in the transverse direction as efficiently as possible. While a point
charge (or an ensemble of point charges) has a radial Coulomb electric field dis-
tribution Er = e

4πε0
1
r2 , a Lorentz transformation of the electric fields yields E ′

⊥ =
γEr � E ′

‖ = Er , such that the electric field (more accurately E ′
⊥ = γ(E + v × B))

of a relativistically moving electron is mainly transversal, scaling with the Lorentz
factor γ = (1 − v2/c2)−1/2. For the magnetic field B0 = E0/c, we have B ′

‖ = 0 and
B ′

⊥ = vErc−2. The case of an electron bunch interacting with plasma is much more
complex, as magnetic self-fields, return currents, etc. have to be taken into account.

Figure5.3 visualizes the transverse field of an electron driver in the lab frame. The
Coulomb force FCoulomb = eE of an electron bunch on plasma electrons is unipolar
and scales linear with the perceived electric field. This is highly suitable in order to
expel electrons off axis and to set up a plasma wave.

This is an important difference to laser drivers, where the electric field is not
unipolar, but oscillates and puts the plasma electrons into a quiver motion. Hence,
the plasma electron expulsion of electrons is achieved by means of the pondermotive
force Fpond = − e2

4mω2 ∇E2 ∝ ∇I, which scales with the gradient of the electric field
squared or intensity I . As a result, the electric fields which produce a similarly
strong plasma wake excitation are orders of magnitude lower for an electron bunch
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Fig. 5.3 The electric field of a point charge in the lab frame is mainly transverse, scaling with its
Lorentz factor γ

Fig. 5.4 The electric fields of electron bunch PWFA drivers are unipolar, while electric fields of
laser pulse LWFA drivers are oscillating. As a result, the peak electric fields, which are required to
excite a similarly strong blowout/bubble, are three orders of magnitude lower for PWFA than for
typical LWFA Ti:sapphire lasers

PWFA driver when compared to a laser pulse LWFA driver, Er,PWFA 
 Er,LWFA.
This fundamental difference is visualized in Fig. 5.4, showing that the electric fields
of an electron bunch driver as used for Fig. 5.1 are three orders of magnitude lower
than for a correspondingly strong laser driver as used for Fig. 5.1. This has important
implications, in particular for the choice of media and injection mechanisms.

Now, in a bunch of particles instead of only one electron, space charge forces will
make the bunch diverge, and lengthen. However, as regards lengthening or “dephas-
ing” �L of a bunch over an acceleration distance L of a sufficiently relativistic and
monoenergetic beam [γ; γ + �γ] such that �γ 
 γ, the lengthening �L

L ≈ 1
γ2

�γ
γ

is typically very small. While bunch lengthening is typically negligible even over
meter-scale distances in vacuum, energy transfer and thus deceleration of a drive
beam in plasma leads to increasing �L and therefore to significant lengthening,
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up to the point where drive beam electrons can slow down so much that they fall
back and travel from the decelerating into the accelerating phase of the blowout [4].

For laser pulses drivers, we have a fundamentally different situation. While an
electromagnetic wave propagates with the speed of light in vacuum, in plasma

the group velocity of a laser pulse is vg = c
(
1 − ω2

p

ω2
0

)1/2
, thus is dependent on

the plasma density ne via ωp =
(

nee2

meε0

)1/2
. Figure5.5 compares velocities of elec-

trons and laser pulses in terms of corresponding β = v/c. The energy of an electron
Ekin = m0c2(γ − 1) ≈ 0.511MeV (γ − 1), and, e.g., for an electron with a kinetic
energy of 0.5MeV, the corresponding γ ≈ 1.97 and β ≈ 0.54, whereas, for an elec-
tron at 5MeV, its Lorentz factor is γ ≈ 10.87 and β ≈ 0.9957, which is already close
to the speed of light.

This has an importance consequence, namely that, in LWFA, accelerated electrons
will outrun the laser driver. They therefore move from the accelerating field phase
in the back of the bubble forward into the decelerating field in the first part of the
bubble, which limits the useful acceleration distance and hence energy gain. It is
interesting to note that, as pointed out above, in LWFA, the wake excitation strength
is independent of the plasma density, but the acceleration distance is, whereas in
contrast in PWFA the wake excitation strength is dependent on the plasma density,
but the acceleration distance is not. This is why PWFA, a sufficiently intense and
energetic driver provided, can harness phase-constant, tens ofGV/m-scale (or higher)
accelerating fields over meter-scale distance, and hence realize tens of GeV energy
gains in a single stage.

Another important aspect that arises from the different wake velocities in LWFA
and PWFA regards injection and dark current, respectively. While in PWFA, due to
practically negligible dephasing, thewakevelocity equals the driver velocity such that
γwake ≈ γp ≈ 104 for a 10GeV driver beam, the wake velocity of the plasma wave is

that of the driving laser beam such that γwake ≈ γp =
(
1 − v2p

c2

)−1/2 ≈ 10 − 100 for

typical plasma densities. A consequence of this is that electron injection and bunch
generation via self-injection or other mechanisms is considerably easier to achieve
in LWFA than in PWFA, while in turn it is easier to keep PWFA dark-current-free
by excluding unwanted self-injection mechanisms. The general trapping condition
for injected electrons is that the injected electrons have to catch up with the plasma
wave such that γelectron ≥ γwake ≈ γp. The Hamiltonian is the sum of a kinetic energy
term and the potential energy. If injected electrons are assumed to be initially at rest,
this means the electrostatic wakefield potential energy in the wave frame needs to
be larger than the required electron kinetic energy −e�φ′ ≥ E ′

kin = E0(γp − 1) =
m0c2(γp − 1). The reduced threshold for injection due to lower γp in LWFA is
helpful if aiming at producing electron bunches on the fly, but makes it more difficult
to avoid dark current, and in turn the higher threshold for injection makes it is more
difficult to produce electron bunches on the fly in PWFA, but on the other hand is
advantageous in order to realize a robust, dark-current free system.
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Fig. 5.5 The velocity of electrons in plasma is independent of plasma density, while the laser pulse
group velocity in plasma decreases with increasing plasma density. Electron velocities in terms of
corresponding β are plotted in black versus electron energy, while the laser pulse group velocity is
plotted in red versus plasma density

As regards divergence and diffraction, both electron beams and the laser pulses
expand hyperbolically when propagating in the forward direction z. A Gaus-
sian laser pulse focused to a spot size w0 exhibits diffraction following ω(z) =
ω0

√
1 + (z/ZR)2. Similarly, for an electron beam focused to a spot size σr0, the

transverse evolution is σr = σr0

√
1 + (z/β�)2. However, while the Rayleigh length

ZR = πω2
0/λ of a typical high-power Ti:sapphire laser pulse with central wavelength

λ ≈ 0.8µm is tunable only via the spot size, which in turn needs to be small in order
to yield high intensity for a given laser power, the beta function β∗ = σ2

r0γ/εn of an
electron pulse can not only be tuned via the spot size σr0, but also via the electron
γ and normalized emittance εn . More importantly, it is also much larger for typi-
cal values of γ and normalized emittance εn . For example, for the same spot size of
laser and electron beamw0 = σr0 = 10µm, the Rayleigh range is ZR ≈ 400µm for
Ti:sapphire pulses, while β∗ ≈ 20cm for a typical electron beam energy of 1GeV,
which corresponds to γ ≈ 2000, and a typical normalized emittance of the drive
beam of εn = 10−6 mrad. This dramatically different length over which an electron
driver beam and laser pulse, respectively, stay compact, is sketched in Fig. 5.6. This is
another main reason PWFA can straightforwardly realize substantially longer accel-
eration distances, and hence energy gains in a single stage, than LWFA.

It should be noted that self-focusing or active guiding, e.g., in a transversely
parabolic density channel, can extend the effective Rayleigh range and hence
the obtainable diffraction-limited acceleration distance of an LWFA driver pulse
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Fig. 5.6 An electron beam of typical energy and emittance stays focussed over much longer length
than a typical laser pulse, focused to the same spot size

substantially. For an electron beam driver, there is a contribution to the divergence
due to intra-bunch space charge forces. The radial Lorentz force of a particle inside
the bunch is Fr = e(Er + v × Bθ) and the electric field within an (infinitely) long
bunch with uniform density nb is given by Gauss’ law as Er = 1

2enbr/ε0 and the
magnetic field by Faraday’s law as Bθ = 1

2enbμ0r . With c2 = 1/(ε0μ0), this yields

Fr = eEr

(
1 − v2

c2

)
= eErγ

−2. This means that transverse forces are limited, and

also that for a witness bunch which is produced in a plasma wave (both driven
by lasers as well as by particle beams) the transverse space charge forces quickly
decrease during acceleration as γ−2. For a highly relativistic (γ � 1) bunch propa-
gating in vacuum, the current-induced pinchingmagnetic field balances the Coulomb
space charge repulsion.

However, when propagating in plasma, the repulsive electron bunch space charge
forces can be shielded by the plasma electrons, such that in total a net focusing force
arises due to the magnetic field. To some extent, this “plasma lens” is the equivalent
of relativistic self-focusing in LWFA. In some analogy to the classification of laser
propagation through plasma, one differentiates between an underdense plasma lens,
where the beam density nb � np, and an overdense plasma lens where the plasma
density is so high that nb 
 np. The underdense plasma lens, a Q̃ > 1 case in the non-
linear interaction regime, is straightforward because it simply means that the plasma
electrons are expelled from the vicinity of the electron beam and thus a uniform ion
background shields the space charge of the beam, and the focusing strength scales
linearly with ambient plasma density np in principle without spherical aberrations.
The head of the bunch, and depending on plasma skin depth and width and length of
the bunch other parts of the bunch may not be seeing a fully uniform pure ion back-
ground. In the overdense plasma lens, the electron bunch space charge is only a small
perturbation and the collective shielding by plasma electrons takes place locally and is
proportional to the local bunch density. For example, in the case of a typical Gaussian
electron bunch with density distribution nb(x, y, z) = nb0 exp −x2

2σ2
x
exp −y2

2σ2
y
exp −z2

2σ2
z
,

the peak bunch density in the center n̂b,max = N/((2π)3/2σ2
r σz) and thus the focusing

strength is much larger than farther outside, which results in spherical aberrations.
It helps if the bunch is long compared to the skin depth of the plasma such that
kpσz � 1, and if the beam is narrow such that kpσr 
 1.
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In summary, the above considerations reveal a high degree of complementarity of
LWFA and PWFA. Main features and considerations of employing laser pulses and
electron beam pulses for plasma wakefield acceleration are:

• Electron bunches drive plasma waves efficiently due to unidirectional fields,
already at comparably low bunch self-field values such as few GV/m to tens of
GV/m.

• Laser pulses require large electric fields, typically in the TV/m range, to excite
plasma waves via the ponderomotive force due to their oscillating field structure.

• Laser pulses are very efficient to tunnel ionize matter and hence to provide plasma,
due to the high peak electric laser pulse fields.

• Electron bunches are not efficient for ionizing matter because of the low electric
self-fields.

• Electron bunches propagate with approximately the speed of light even in plasma,
whereas dephasing is a fundamental problem in LWFA. This allows much longer,
and phase constant acceleration to be realized in PWFA.

• Electron bunches are stiff and expand transversally much less than a laser pulse
of typical parameters diffracts, which allows much longer acceleration distances
in PWFA.

• Laser pulses quickly diffract when focused strongly, which allows the generation
of locally confined hot spots for tunneling ionization and electron release.

• LWFA allow various injection mechanisms, supported by the low wake velocities
due to the laser pulse group velocity, but are for the same reason prone to unwanted
self-injection and dark current.

• Injection thresholds for PWFAare comparably high, due to the highwakevelocities
of dephasing free systems, but, on the other hand, PWFA for the same reason allows
realizing dark-current free systems.

• LWFA can be realized in ultracompact, lab-scale setups, but not yet at highest
repetition rates and stability.

• Linac-driven PWFA requires large facilities, but can provide bunches with high
stability at high repetition rate.

• LWFA inherently generates beams with very high currents, but not extremely low
energy spreads, both due to the small plasma cavity sizes and large field gradients.

These features, advantages and disadvantages of LWFA and PWFA are highly
complementary.

5.2 Hybrid Combinations of LWFA and PWFA

The complementary features of laser beams, particle beams and LWFA and PWFA
can be exploited. For example, using a laser pulse to pre-ionize the plasma for a
PWFA stage is an obvious method to harness both the ability of laser pulses to
tunnel ionize at comparably low intensities, and to make use of the long, dephasing-
free acceleration distances achievable by PWFA. However, there are many other
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Fig. 5.7 An electron double bunch from an LWFA stage is put into a second, higher density plasma
stage, where it acts as a driver-witness pair PWFA energy afterburner. The right hand side shows
a later snapshot during the PWFA acceleration, where plasma lensing has pinched both driver and
witness bunch. The top plots shows the electron density, the middle plots the transverse electric
field, and the bottom plots show the longitudinal wakefields. Visualization adapted from [4]

interesting hybrid permutations, and combinations of hybrid building blocks, which
are more complicated than LWFA or PWFA alone, but allow achieving extremely
high electron beam quality and tunability. A fundamental subset result of the above
discussion and comparison of features of LWFA and PWFA is that:

• High-current electron beams are ideal drivers for plasma waves.
• Laser pulses are ideal to produce dense, high current electron bunches in compact
setups.

It is therefore a very attractive option to design and optimize an LWFA stage such
that the electron output can be harnessed to drive an attached PWFA stage. This
principle has been suggested to exploit purposefully in [4], where “Monoenergetic
Energy Doubling in a Hybrid Laser-PlasmaWakefield Accelerator” was proposed. A
more or less sharp transition from LWFA to PWFAmay occur also in a single plasma
stage [5–7] when dephasing is reached and/or when laser pulse power depletion
and/or diffraction sets in. Figure5.7 shows, based on PIC-simulations with OOPIC,
how an electron double bunch from an LWFA stage is energy boosted in a driver-
witness type PWFA stage.

The key requirement for an electron bunch to drive a strong PWFAwakefield stage
is its current. The energy spread of electron beam drivers is less important, because
as described above for sufficiently relativistic electrons the phase slippage or bunch
lengthening is small and not a primary concern. On the contrary, it is well-known
that in a process called BNS damping [8] an energy spread can suppress instabilities
such as the beam breakup (BBU) instability and hosing. While the energy transfer
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of the drive beam to the plasma will introduce an energy spread even if initially
perfectly monoenergetic, it helps if the drive beam has a significant energy spread
right from the beginning of the PWFA process [9]. This is a feature which LWFA
can realize very well: produce inherently ultrashort, multi-kA electron bunches [10,
11, 41] with significant energy spreads in very compact setups. Significant energy
spread of LWFA electron output is a drawback or even showstopper for example for
demanding applications such as the free-electron laser, but in contrast, for PWFA,
the significant energy spread can be even an asset.

Experimentally, plasma beam dumps via collective deceleration [13]—a signature
of energy transfer fromdriver beam to plasma and as such afirst step in the direction of
hybrid LWFA-PWFA—has been observed in a setup with two gas jets [14]. Passive
plasma lensing has also been shown experimentally in a similar setup [15]. This
is important, because one of the drawbacks of LWFA-generated electron bunches
(in fact, of any plasma wakefield-accelerated electron bunch) is the typically large
divergencewithwhich they leave theplasma stage.Thismeans that: (a) the divergence
has to be reduced during the extraction process from the LWFA stage as much as
possible; and (b) the electron beam needs to be captured by a transport line soon after
the first stage. Long down-ramps which allow adiabatic extraction of the electron
beamhelpwith regard to Point (a), andwith regard to Point (b) passive plasma lensing
as in [15] can be exploited during the transition from LWFA to PWFA [16]—a highly
attractive option, because at the same time it pinches the electron beam, which in
turn increases its Q̃ and hence strengthens the interaction with the plasma. Other
options are active plasma lenses, or if possible, capture by strong permanent magnet
quadrupoles.

To control LWFA-PWFA staging, and to extend the acceleration distance in the
PWFA stage, e.g., in view of head erosion, the PWFA stage needs to be preionized.
In [15], the diffracting remnant of the LWFA laser pulse was used—as long as one
does not exceed the dephasing limit, this laser pulse fraction arrives in the PWFA
stage earlier than the LWFA-generated electron beam and can tunnel ionize the gas in
the PWFA stage. The laser remnant intensity has to exceed the tunneling ionization
threshold, but should also not be too high, otherwise the plasma electrons are heated.
Selective full ionization of hydrogen, but not helium, was observed in [15]. However,
the laser pulse diffraction of the remnant laser pulse cannot be mitigated, and the
distance over which suitable ionization is achieved is limited. The laser intensity
at this point is below the relativistic self-focusing threshold, so that this mitigation
mechanism is not present. On the contrary, ionization defocusing may play a signifi-
cant role, which further reduces the length over which the LWFA remnant pulse may
be useful for ionizing the PWFA stage. Long-range preionization, for example with
an axilens in counterpropagating geometry as suggested in [17], is required over and
beyond an initial ionization distance provided by the LWFA remnant, in order to
fully unlock the long acceleration distances which PWFA enables.

Next to acceleration as a goal, hybrid LWFA-PWFA systems do also allow to
investigate various basic PWFA-specific features and challenges in compact setups,
such as PWFA plasma dynamics and ion motion [18] or may allow innovative light
sources applications [1, 19].
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Fig. 5.8 Schematic overview on: linac-driven PWFA (top left); hybrid LWFA+PWFA (bottom
left); and three different PWFA injection schemes (right)

In addition to huge energy gains in single accelerator stages, the low electric fields
of the PWFA driver allows realizing a unique set of electron injection methods, such
as plasma photocathodes also known as Trojan Horse [20, 21], wakefield-induced
ionization (WII) injection [22], and optical density downramp injection also known
as plasma torch [23]. These methods allow boosting the quality of electron bunches
by many orders of magnitude, and therefore may pave the way to high performance
key applications, such as for hard X-ray light sources or for potential building blocks
for high energy physics research.

Figure5.8 summarizes various options of injection on the right hand side. The
central gateway building block here is PWFA, either driven by electron beams from
linacs, or from LWFA.

In the following, the three injection methods are discussed briefly. In addition to
the general idea of utilizing LWFA-generated bunches for PWFA, these are currently
explored in the Strathclyde/DESY-led Work Package 14: “Hybrid Laser-electron-
beam driven acceleration” of EuPRAXIA, the EU H2020 design study for a Euro-
pean Plasma Research Accelerator with eXcellence In Applications (2015–2019).
Hybrid LWFA-PWFA and the Trojan Horse method, specifically, has been sup-
ported by RadiaBeam Technology’s US DOE-funded “Plasma Photocathode Beam
Brightness Transformer for Laser-PlasmaWakefield Accelerators” (2013–2016) in a
Strathclyde–RadiaBeam–UCLA-centered collaboration. Here, the work was broken
down into the plasma photocathode research on the one hand, which was developed
within the “E210: Trojan Horse PWFA” experimental programme (2012–2017) at
the SLAC FACET linac, and R&D on the exploitation of LWFA-generated electron
bunches for PWFA on the other hand. Figure5.8 visualizes the underlying concep-
tual approaches. A high-current electron beam, either coming from a linac, or from
an LWFA stage, drives a PWFA stage, in which ionization injection based meth-
ods may generate electron beams of superior brightness, boosted energy, etc. These
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approaches are more complex when compared to single-stage LWFA, as well as
linac-driven PWFA. However, they offer both compactness and high quality output
beams, and are increasingly seen as pathway towards substantially higher beam qual-
ity from lab-scale accelerators as an alternative to conventional methods of bunch
generation, which have limits that arise from fundamental principles. Schematically,
one may draw a parallel to how many modern high power lasers operate: just as
in state-of-the-art Ti:sapphire lasers green pump laser pulses are used to generate
infrared laser pulses of much higher power and eventually, intensity, electron beams
of already high density are used to generate electron bunches of much higher phase
space density and brightness with the approaches sketched below.

5.2.1 Plasma Torch—All Optical Density Downramp
Injection

Density downramp injection is an attractive method of bunch generation both for
LWFA and PWFA, as it can realize localized and tunable injection of electrons into
the plasmawave. It relies on a localized elongation of the plasma cavity on the plasma
density downrampp, which facilities injection and trapping of plasma electrons into
the plasma cavity. Density downramp injection is a state-of-the-art injection method
for LWFA, where modern implementations even allow increasingly stable genera-
tion even of double bunches [24], which could be used, e.g., for electron energy
afterburners [4]. While the use of a sharp density downramp for localized injec-
tion had been first suggested for PWFA [25], it has not been realized for PWFA until
recently in context of the E210 collaboration at SLAC FACET (to be published). One
reason for this is the much poorer availability of PWFA driver beams when com-
pared to high-power laser pulses for LWFA. Another one is the higher Lorentz factor
γ of electron beam driven plasma waves compared to LWFA, which increases the
threshold of injection as pointed out above, and a further one is the general practical
complexity and difficulty when generating downramps hydrodynamically, in partic-
ular in multi-component gas mixtures. However, in such multi-component mixtures
with gases with lower and higher ionization thresholds, or in PWFA which relies on
self-ionization of the supporting gas/plasmamedium, plasma downramps can be gen-
erated optically, as suggested in [23, 26]. In this approach, the plasma density spike
and downramp are generated by an additional laser pulse, which generates plasma
in the path of the electron beam driver by tunneling ionization of a gas component
with higher ionization threshold. For example, in a hydrogen–helium gas mixture,
preionized hydrogen can be used to support the wakefield, and helium with its sub-
stantially higher ionization threshold is ionized by a laser pulse which generates a
plasma column or “plasma torch” perpendicular to the driver electron beam path on
top of the preionized hydrogen. Figure5.9 visualizes this approach by particle-in-
cell simulations with the code VSim. The electron beam driver (black) propagates
to the right through a hydrogen plasma channel, and encounters a perpendicular
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Fig. 5.9 Plasma torch injection in PIC-simulations with VSim. The drive beam (black) propagates
to the right and drives a plasma wave based on preionized hydrogen. A laser pulse has generated a
helium-based plasma torch perpendicular to the drive beam propagation axis, constitutes a density
ramp and triggers density downramp injection

helium plasma torch (grey black). This plasma torch constitutes sharp local plasma
density up- and downramps, and, when the electron beam driver arrives, this leads to
a local distortion of the plasma wave such that plasma electrons are robustly injected
at the desired position in the laboratory frame. Tuning of the laser pulse parameters
and helium density allows exploring and optimizing [27] this all-optically-triggered
plasma downramp injection in a wide parameter range, including the production of
high-brightness electron witness beams.

Owing to the extremely steep density downramp gradients, which this method
allows to produce, injection can be achieved with comparably low driver beam cur-
rents of the order of 1kA. Timing of the plasma torch injection method is uncritical,
because the plasma torch filament, being generated by a laser pulse just above the
ionization threshold, is rather cold and does not change much over a wide timing
window of at least tens of ps, ultimately until recombination sets in. It is important
to emphasize that the laser pulse required to generate the optical density spike can be
of sub-mJ class for typical pulse durations of tens of femtoseconds, as the intensity
required to tunnel ionize even helium sufficiently, the element with highest (first)
ionization threshold, for Ti:sapphire lasers amounts to few 1015 W/cm2. At these
intensities and corresponding power levels, laser pulses are far more manageable
than those with relativistic intensities such as required for LWFA. The feasibility of
this approach is therefore very high, and as regards laser pulse management substan-
tially less demanding than, e.g., double laser pulse and/or staged LWFA approaches.
The required laser pulse powers to generate suitable plasma torches is even bor-
derline within reach of fibre or thin disc laser systems. Shaping of the transverse
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laser pulse intensity profile, in combination with large tunability of the gas ratio,
allows to produce plasma density spikes and downramps in a wide parameter range,
including also very high charge beams, and with possibly very high stability. As with
conventional downramp injection methods, the injected electron beam population is
automatically produced on axis and therefore automatically aligned with the driver
beam, which is an advantage of this injectionmethod. Aswith other downramp injec-
tion methods, the injection rate is not only dependent on the shape of the downramp,
but also on the strength and shape of the driver pulse and the corresponding wake-
field strength and blowout sheath trajectories, which may vary from shot-to-shot in
particular when using electron output from LWFA as drivers, which at present shows
substantial shot-to-shot variations. This coupling is a disadvantage of this otherwise
highly doable and attractive method. A first realization of this method—and at the
same time the first realization of any downramp injection scheme in PWFA—has
been achieved during the E210 programme at SLAC FACET (to be published). Once
the necessary infrastructurewas installed, the plasma torch downramp injection could
be established within few days of beamtime in a reliable manner, which confirms the
expectation of high feasibility of this method as implied by theory.

5.2.2 Trojan Horse—Plasma Photocathode Injection

The Trojan Horse [28], also known as plasma photocathode injection method, is
related to plasma torch injection. However, here the laser pulse needs to arrive very
shortly after the electron beam driver, such that additional electrons via ionization of
the higher ionization thresholdmediumare released approximately in the center of the
blowout. Then, these electrons, which initially have negligible residual momentum
due to the low laser intensity, are then rapidly accelerated in the forward direction
by the plasma wakefield, which allows realizing particularly low emittance values.

Fig. 5.10 a Collinear Trojan Horse schematic in the co-moving frame; and b laboratory frame.
The laser focusing pulse releases ultracold electrons (green) from the high ionization threshold
medium, which then briefly fall back and are trapped in the back part of the accelerating blowout
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This can be achieved in various geometries between driver electron beam and release
laser [20], e.g., in perpendicular or collinear geometry [21].

Figure5.10 visualizes for collinear geometry how the process works in co-moving
(left) frame and laboratory frame (right). The laser pulse focuses to intensities exceed-
ing the ionization threshold of the higher ionization threshold medium (e.g., helium)
in the center of the electron beam driven blowout, and releases helium electrons,
represented by the green ellipse, at arbitrary position within the blowout. The center
of the blowout is particularly interesting, because here the longitudinal wakefield is
zero and the corresponding trapping potential is maximized: electrons released here
harness the full accelerating field of the wakefield, which optimizes the use of the
driver-excited wakefield for trapping. It is also an ideal position because here, lon-
gitudinal and transverse plasma wakefields are zero, and hence the laser-controlled
release rate of helium electrons is completely decoupled from the wakefield excita-
tion process. The witness bunch generation is therefore much more decoupled from
drive beam jitter than in other schemes. One can also release with transverse longi-
tudinal offset at other positions within the blowout, simply by shifting the release
laser pulse with respect to the wakefield center. If one releases farther away from the
center, however, transverse and longitudinal plasma wakefields may have to be taken
into account for the tunneling ionization rates as superposition of laser and plasma
wakefields. Because the trapping potential parabolic shape is flat at its maximum in
the middle of the blowout, this position is also robust against longitudinal (i.e., tim-
ing) jitter of the release laser pulse. This may be important in context of linac-driven
Trojan Horse, where there is no intrinsic synchronization between electron and laser
beam. Finally, the center blowout position is also favourable because it allows to
realize a robust dark-current free PWFA, when the trapping region is confined to the
area around the center of the blowout [29].

The plasma photocathode therefore allows uniquely tunable electron bunch gen-
eration. As regards obtainable beam quality, the key advantage is that the release
laser pulse requires intensities just above the ionization threshold of comparably
low ionization levels. In practice, e.g., a Ti:sapphire laser pulse at an intensity of
≈1015 W/cm2 is sufficient to liberate electrons from helium, similar as for plasma
torch injection. The ponderomotive force of such a laser pulse is comparably low,
which in turn means that the residual transverse momentum of the released electrons
is low—the released electrons are not transversally pushed out by the laser pulse,
but simply remain on axis, fall back and catch up with the plasma wave. This is in
contrast to LWFA, where the laser pulse has to be intense enough to expel electrons
off axis, and to excite the plasma wave. The low residual transverse momentum of
electrons released by the plasma photocathode process is crucial, because it means
the thermal emittance of produced electrons is very small [21, 30].

The release laser can in principle be realized at arbitrary frequency [20, 28], e.g.,
frequency-multiplied. This could be useful because then the electric field E0 which
is needed for tunneling ionization is reached at a lower laser intensity, due to the
E0 = a0 × 3.2 × 10−12 V/m /λ[µm] scalingwith the normalized light amplitudea0.
Therefore, if operating at frequency-doubled laser light, i.e., atλ ≈ 400nm, a0 can be
decreased by a factor of 2, which further reduces the residual transverse momentum
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and thermal emittance contribution. The use of higher frequency light also has impact
on the minimum obtainable spot size of a Gaussian laser pulse, and on the Rayleigh
length, which has to be taken into account when calculating thermal emittance and
phase mixing. However, at higher frequencies, multi-photon-ionization becomes rel-
evant [31], which may limit the range of applicability of shorter wavelength injector
pulses, and of all-optical two-colour variations such as mentioned in [32, 33] and
explored in [34]. The latter approaches have a different set of challenges and limita-
tions, e.g., as regards dephasing (in particular for longer wavelength λ driver pulses
due to Ld ≈ λ3

p/λ
2) and diffraction of the driver beam, practical limitations in con-

text of drive beam laser availability, tunability and parameter range, and may require
gas-dynamic confinement of the high-ionization threshold component as in [34].

Key advantages of the Trojan Horse method are:

• The far-reaching decoupling of wakefield excitation from laser-based ionization
injection with low-power laser pulses offers robustness and tunability, including
use of different gas species for wakefield excitation and injection, respectively.

• The unprecedented range of emittance and brightness of the obtainable electron
beam: A key factor here is the residual transverse momentum of the released
electrons, which means the (thermal) emittance scales with laser spot size and the
normalized release laser amplitude a0 [21, 30].

Because electrons can be released in the center of the blowout, a minimum drive
beam current of 5–6kA is sufficient to allow for trapping. Such currents are straight-
forwardly obtainable as output fromLWFA systems. Such an LWFA-PWFA-TH sys-
tem constitutes a triple-hybrid approach, as it would make use of the laser system for
generating the electron beam driver in LWFA, for preionization of the PWFA stage,
and for witness bunch generation. Figure5.11 visualizes this potential setup. The
preionization laser here is focused by an axilens and applied in counter-propagating
geometry to allow a well-defined and wide plasma channel, and the plasma photo-
cathode release laser has intrinsic synchronizationwith the electron drive beam—this
hybrid setup therefore harnesses fully the advantages of being initially LWFA-driven.

Fig. 5.11 Potential setup of a “triple-hybrid” system where the laser system generates the electron
bunch driver for PWFA via LWFA, is used to preionize the PWFA stage, and for witness bunch
generation via the Trojan Horse mechanism
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Trojan Horse allows for tens of nm-rad scale normalized emittance values,
kA-scale currents and hence in combination for unprecedented 5D-brightness. By
employing tailored beam loadingmechanisms [17], the energy spread of the produced
electron bunches can potentially be controlled and reduced to sub-0.01% values in
one and the same plasma stage. This is important, as this reduces the challenges
associated with extraction and transport of electron beams from the plasma stage
and for beam quality and emittance preservation substantially. A low energy spread
is also crucial for key applications, e.g., for photon science drivers.

It should be noted that the added level of complexity of hybrid LWFA-PWFA
in various configurations when compared to, e.g., single-stage LWFA must not be
confused with limited feasibility! On the contrary, the Trojan Horse scheme, which
promises highest output beam quality and tunability, is composed such that the
individual building blocks are all well controllable due to threshold effects: The
preionization of the PWFA stage requires deploying laser pulse intensity sufficient
to ionize the low ionization threshold component such as hydrogen, and excess
intensity does not change the produced local plasma yield once 100%of the hydrogen
is ionized. This acts as a bandpass filter against shot-to-shot laser intensity jitter.

Further, by operating at low plasma densities and hence large blowouts, the release
position of electrons inside the blowout can be very stable and tunable: for example,
for a blowout of ≈500µm size, the center of the blowout can be hit reliably with
better than 1% stability shot-by-shot when assuming a plasma photocathode laser
versus electron driver beam time-of-arrival (and pointing) jitter of <30 fs. A sensi-
tivity analysis of realistic timing, pointing and laser intensity jitter (to be published)
confirms the expectation that near-constant charge bunches with tens of nmrad nor-
malized emittance values and corresponding ultrahigh brightness values can stably be
achieved shot-by-shot.When operating at such reduced plasma densities, the acceler-
ating fields still amount to tens of GV/m, and next to injection stability the moderate
fields are also advantageous because the reduced field gradient inside the blowout
leads to a reduced residual energy spread [17]. While ≈30 fs laser-electron beam
timing stability can be reached at state-of-the-art linac-driven FEL facilities, using
a split-off laser pulse from the LWFA system in the hybrid approach can assumedly
be delivered with a synchronization stability at or better than the 1-fs level.

In the hybrid LWFA-PWFA variant, at present the major sources of shot-to-shot-
jitter of the LWFA output are pointing, energy, energy spread, charge and current.
However, energy spread and energy jitter is rather uncritical for any of the hybrid
approaches for reasons discussed above, and as regards driver current jitter, the Tro-
jan Horse scheme has unique advantages due to the injection process being to a large
degree decoupled from a varying wakefield strength and shape shot-by-shot. Even
if the drive beam current jitters substantially from shot-to-shot, and as a direct con-
sequence the excited wakefield strength, the plasma photocathode-produced witness
beam charge is completely independent from this, as it is only a function of the
laser pulse and high-ionization-threshold medium (e.g., helium) density. Due to the
parabolic shape of the trapping potential around the center of the blowout and the
corresponding longitudinal electric wakefield, this laser-gated injection process has
a further auto-stabilizing function even in case of drive beam shot-to-shot jitter. The
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approach therefore combines prospects for highest beam quality with ultrahigh tun-
ability as well as potentially very high stability compared to other plasma wakefield
approaches. The first demonstration of (linac-driven) Trojan Horse could be realized
at SLAC FACET in the E210 programme, using plasma torch injection as a stepping
stone (to be published). This was realized under boundary conditions of incoming
beam jitter as well as blowout size which have been rather unfavourable and will be
much improved e.g., for SLAC FACET-II, which confirms and fosters expectations
as regards controllability and impact of this method in the future.

5.2.3 Wakefield-Induced Ionization—WII

Thewakefield-induced ionization (WII) injectionmethod [22] exploits PWFAs oper-
ating at a high transformer ratio in order to induce ionization and trapping of high-
quality electron bunches from and into the extreme accelerating fields of the plasma
wake. These electrons originate from wakefield-induced ionization over an atomic
species with appropriate ionization threshold, which is doped into the background
plasma in a short axial region of the plasma target.

Electrons from the dopant species not only need to be ionized by the accelerating
wakefields, but they also need to be trapped by the wakefields before they reach
the end of the blowout cavity. This establishes a necessary condition for trapping
which can be expressed in terms of the difference in wakefield potential between
the initial and final phase positions of the electrons within the plasma wake [35],
i.e., ψi − ψ f = 1, where ψ is the normalized wakefield potential, related to the
longitudinal wakefields by Ez = (mc2/e) ∂ζψ. Thus, the generated wakefields must
be strong enough to generate a maximum difference in ψ greater than one. This
imposes a constraint on the peak current of the drive beam, which needs to be at
least 5 kA. This is a fundamental limit on the current of the drive beam required to
generate a wakefield capable of trapping electrons originated from ionization [36].

In particular for WII injection, the drive beams need an even higher peak current
(around 10 kA or higher), in order to generate a strongerwakefield capable of trapping
within a shorter phase range. However, high-current drive beams could also induce
ionization over the dopant species by means of its space charge fields, if they are
narrow enough. Therefore, in order to avoid ionization from the fields of the beam,
it is necessary to start the WII injection process with a relatively wide drive beam. In
this way, the trapped electrons will be originated by WII only, thereby constraining
the final phase-space volume occupied by the witness beam, and, consequently,
increasing its final quality. Remarkably, starting the plasma-wakefield generation
process with a relatively wide drive beam also allows for largely improved stability
of the PWFA system [37].

Figure5.12 shows an example of WII injection performed with the PIC code
OSIRIS [38] in 3D Cartesian geometry, and considering a drive beam with similar
parameters to those attainable in the FLASHForward experiment [36]. In the sim-
ulation, a Gaussian drive beam with a peak current of I 0b = 10 kA, a longitudinal
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Fig. 5.12 OSIRIS 3D simulation of a PWFA with WII injection: a electron density of the drive
beam, the plasma and the ionized helium; and b ionization rate for He according to the ADKmodel.
The contours in (b) show the wakefield-equipotential surfaces in steps of 0.2

(rms) size of σz = 7 µm, a transverse (rms) size of σx = 4 µm is initialized with
an average energy of 1 GeV. The total charge of the beam is Q = 575 pC. In
Fig. 5.12, the drive beam is traversing a homogeneous plasma at the resonant density
n0 = 1.2 × 1018 cm−3. The plasma is dopedwith neutral helium at 1%concentration.
Near the end of the blowout cavity the acceleratingwakefields are high enough to ion-
ize completely the first electronic level of helium (Fig. 5.12b). From the total phase-
space volume of ionized electrons, only the ones closer to the axis can be trapped
within the blowout, provided that a difference in potentialψi − ψ f = 1 canbe asymp-
totically reached at the same time that the acquired transverse oscillation amplitude is
smaller than the radial extent of the blowout at the final phase position ζ f . This con-
strains the initial phase-space volume of the trapped electrons to a thin disc centered
on axis which extends up to a radial position rmax. An upper estimate of the nor-
malized transverse emittance of the so-injected witness bunch can be given in terms
of the initial transverse extent of this disc rmax [39], i.e., kpεmax

n = (kprmax)
2/8 [36].

Since typically kprmax is smaller than one, a practical rule of thumb to scale the final
normalized emittance of the WII-injected witness beams as a function of the plasma
density can be given as εmax

n ≈ 0.1/kp = 0.5 µm/
√
np[1018 cm−3].

WII injection also allows for beam-loading optimization [40]. The magnitude of
the current profile of the injected beams can be controlled by adjusting the concen-
tration of the dopant species in a similar fashion to how it is done in LWFAs with
ionization injection [41]. The magnitude of the current profile required for a minimal
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time correlated energy spread along thewitness bunch is higher for higher transformer
ratio cases [36]. Therefore, since WII injection requires of a high-transformer ratio
by design, the witness beams needs a high current (few tens of kiloamps) for an
optimal beam-loading, and, consequently, for a low correlated energy spread [36].

In summary, WII injection allows for the production of high current, low energy
spread and low emittance electron beams, which can be accelerated to double or
thrice the initial energy of the drive beam, all in a conceptually particularly simple
setup.

Utilizing LWFA-generated electron beams to perform a PWFAwithWII injection
has unique advantages:

• Electron beams from LWFAs can be of high current, reaching peaks of around
30 kA and beyond [41]. Thus, they fulfill the essential requirement to enable WII
injection in the PWFA stage. Other typical features of LWFA beams such as a
∼10% relative energy spread or a relatively high normalized emittance of ∼5 µm
are even beneficial to use them as drivers, given the enhanced stabilization that
they provide to the PWFA system [9, 37].

• WII injection is triggered by the wakefields themselves, and therefore, there is no
need for a precise time synchronization of external components, such as lasers, to
enable injection. Moreover, the WII injection method is insensitive to the jittering
of the pointing angle of the electron beam emerging from the previous LWFA.

• Electron beams from LWFAs are typically of short duration, 10–20 fs [41]. This
means that the corresponding resonant density reaches values near 1019 cm−3. At
these densities the produced witness beams feature normalized emittances values
below 100 nm and sub-fs duration.

• It is best for the performance of WII injection to have relatively wide drive beams
entering the plasma stage in order to avoid injection from the drive beam fields
and to provide improved stability [37]. This means that LWFA to PWFA staging
with WII injection can tolerate a certain drift in vacuum of the highly divergent
electron beam from LWFA. This simplifies the LWFA to PWFA setup as there
is potentially no need of beam optics between stages to transport and refocus the
LWFA beam into the PWFA stage.

5.3 Applications

The above mentioned schemes can allow production of electron beams with dramat-
ically improved quality in compact hybrid setups. An improvement in electron beam
quality, in particular normalized emittance εn , and corresponding output electron
brightness B ∝ I/ε2n by orders of magnitude, and substantial decrease of relative
energy spread down to the <0.01% level already at few GeV energies may be pos-
sible in a single stage. This has fundamental impact, for example on the feasibility
of light sources such as free-electron lasers. Driving a free-electron-laser with elec-
tron output from plasma-based accelerators is one of the main goals of the plasma
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accelerator community. However, there are strict requirements on transverse phase
space (emittance) and longitudinal phase space (energy and energy spread) of the
FEL-driving electron beam in order to achieve lasing, which are so far prohibitive
for realizing this goal with conventional LWFA-based approaches:

• The emittance criterion: The emittance of the produced electron beam determines
which resonant FEL wavelength λr may be realizable at given electron energy γ
via εn < λrγ/4π (also known as Pellegrini criterion). For a normalized emittance
two orders of magnitude better than state-of-the-art, a hard X-ray FEL could be
realized already at few GeV electron energies. For example, at εn < 50nm, a hard
X-ray lasing at λr ≈ 1.5Å can be achieved already at an electron beam energy of
2GeV.

• The energy spread criterion: The relative energy spread σγ/γ of the produced
electron beam must be much smaller than the FEL Pierce parameter ρ, which
for a hard X-ray FEL means σγ/γ has to be better than 0.1%. Typical plasma
accelerators produce beams with energy spread in the percent range, but, e.g.,
the plasma photocathode technique in an augmented version [17] will allow the
production of beams with relative energy spread even down to the 0.01% range.

• The FEL gain: The 1D FEL gain length scales with brightness B as Lg,1D ∝ B−1/3
5D

and because B ∝ ε−2
n , e.g., a two orders of magnitude lower emittance and hence

four orders of magnitude higher brightness means a much higher FEL gain, and
shorter gain length, can be realized with such beams. This allows shrinking down
the FEL undulator section to the ten-meter scale [21] instead of hundreds of meters
as today, and may even allow for unprecedentedly ultrashort single spike, high
brilliance coherent hard X-ray pulses.

The features of the hybrid schemes described above therefore may allow trans-
formative impact on future compact, high performance FELs on multiple levels via
dramatically improved emittance, energy spread and brightness, and hencemay allow
hard X-ray FEL’s to become ubiquitous, and to achieve higher performance. Other
light sources such as inverse Compton scattering or betatron radiation/ion channel
lasers would likewise profit from such enhanced electron beam quality. Figure5.13

Fig. 5.13 Schematic of an undulator-based FEL driven by the output of a hybrid plasma accelerator
based on LWFA electron beams, with a plasma photocathode PWFA stage as beam brightness
converter
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visualizes the principle setup of an FEL driven by a hybrid plasma wakefield accel-
erator (here, by a collinear Trojan Horse system).

5.4 Summary

The fundamental motivation for realizing advanced hybrid plasma accelerators is
discussed. LWFA electron beam output (large intrinsic multi-kA-scale currents and
significant energy spreads) is a very attractive candidate to drive PWFA stages, which
in turn allow realizing advanced witness bunch generation techniques. These tech-
niques may allow the production of tunable electron bunches with unprecedented
quality, which paves the way to key applications, e.g., for photon science. An increas-
ing number of groups is therefore investigating both hybrid LWFA-PWFA plasma
accelerators, e.g., with high current beams from LWFA such as those shown in
[41] as well as advanced injection schemes. The conceptual elegance of these novel
approaches, and the many recent successes as regards first experimental demonstra-
tions, which have been obtained with comparably limited available resources and
beamtimes, may indicate that hybrid LWFA-PWFA is a highly attractive path to
substantially increased beam quality such as brightness as well as regards tunability
and stability. It may therefore develop into a key contribution to fulfill and unleash
the decade-old promise of plasma accelerators as future transformative particle and
radiation sources.
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Chapter 6
Introduction to High Brightness Electron
Beam Dynamics

M. Ferrario

Abstract In this paper we introduce, from basic principles, the main concepts of
beam focusing and transport of space charge dominated beams in high brightness
accelerators using the beam envelope equation as a convenient mathematical tool.
Matching conditions suitable for preserving beam quality are derived from themodel
for significant beam dynamics regimes.

6.1 Introduction

Light sources based on high-gain free electron lasers or future high-energy linear
colliders require the production, acceleration, and transport up to the interaction point
of low divergence, high charge-density electron bunches [1]. Many effects contribute
in general to degradation of the final beam quality, including chromatic effects, wake
fields, emission of coherent radiation, and accelerator misalignments. Space charge
effects and mismatch with focusing and accelerating devices typically contribute
to emittance degradation of high charge-density beams [2]; hence, control of beam
transport and acceleration is the leading edge for high-quality beam production.

Space charge effects represent a very critical issue and a fundamental challenge
for high-quality beam production and its applications. Without proper matching, sig-
nificant emittance growth may occur when the beam is propagating through different
stages and components owing to the large differences of transverse focusing strength.
This unwanted effect is even more serious in the presence of finite energy spread.

In this paper we introduce, from basic principles, the main concepts of beam
focusing and transport in modern accelerators using the beam envelope equation as
a convenient mathematical tool. Matching conditions suitable for preserving beam
quality are derived from the model for significant beam dynamics regimes. A more
detailed discussion of the previous topics can be found in themany classical textbooks
on this subject, as listed in [3–6].
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6.2 Laminar and Non-laminar Beams

An ideal high-charge particle beam has orbits that flow in layers that never intersect,
as occurs in a laminar fluid. Such a beam is often called a laminar beam. More
precisely, a laminar beam satisfies the following two conditions [6]:

(i) all particles at a given position have identical transverse velocities. On the
contrary, the orbits of two particles that start at the same position could separate
and later cross each other;

(ii) assuming that the beam propagates along the z axis, themagnitudes of the slopes
of the trajectories in the transverse directions x and y, given by x ′(z) = dx/dz
and y′(z) = dy/dz, are linearly proportional to the displacement from the z axis
of beam propagation.

Trajectories of interest in beam physics are always confined to the inside of small,
near-axis regions, and the transversemomentum ismuch smaller than the longitudinal
momentum, px,y � pz ≈ p. As a consequence, it is possible in most cases to use
the small angle, or paraxial, approximation, which allows us to write the useful
approximate expressions x ′ = px/pz ≈ px/p and y′ = py/pz ≈ px/p.

To help understand the features and advantages of a laminar beam propagation,
the following figures compare the typical behaviour of a laminar and a non-laminar
(or thermal) beam.

Figure 6.1 illustrates an example of orbit evolution of a laminar mono-energetic
beam with half width x0 along a simple beam line with an ideal focusing element

Fig. 6.1 Particle trajectories and phase space evolution of a laminar beam [19]
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(solenoid,magnetic quadrupoles, or electrostatic transverse fields are usually adopted
to this end), represented by a thin lens located at the longitudinal coordinate z =
0. In an ideal lens, focusing (defocusing) forces are linearly proportional to the
displacement from the symmetry axis z, so that the lens maintains the laminar flow
of the beam.

The beam shown in Fig. 6.1 starts propagating completely parallel to the symmetry
axis z; in this particular case, the particles all have zero transverse velocity. There are
no orbits that cross each other in such a beam. Ignoring collisions and inner forces,
such as Coulomb forces, a parallel beam could propagate an infinite distance with no
change in its transverse width.When the beam crosses the ideal lens, it is transformed
into a converging laminar beam. Because the transverse velocities after the linear lens
are proportional to the displacement off axis, particle orbits define similar triangles
that converge to a single point. After passing through the singularity at the focal
point, the particles follow diverging orbits. We can always transform a diverging (or
converging) beam into a parallel beam by using a lens of the proper focal length, as
can be seen by reversing the propagation axis of Fig. 6.1.

The small boxes in the lower part of the figure depict the particle distributions in
the trace space

(
x, x ′), equivalent to the canonical phase space

(
x, px ≈ x ′ p

)
when

p is constant, i.e., without beam acceleration. The phase space area occupied by an
ideal laminar beam is a straight segment of zero thickness. As can be easily verified,
the condition that the particle distribution has zero thickness proceeds from condition
(6.1); the segment straightness is a consequence of condition (6.2). The distribution
of a laminar beam propagating through a transport system with ideal linear focusing
elements is thus a straight segment with variable slope.

Particles in a non-laminar beamhave a randomdistribution of transverse velocities
at the same location and a spread in directions, as shown in Fig. 6.2. Because of the
disorder of a non-laminar beam, it is impossible to focus all particles from a location
in the beam toward a common point. Lenses can influence only the average motion of
particles. Focal spot limitations are amajor concern for awide variety of applications,
from electronmicroscopy to free electron lasers and linear colliders. The phase space
plot of a non-laminar beam is no longer a straight line: the beam, as shown in the
lower boxes of Fig. 6.2, occupies a wider area of the phase space.

6.3 The Emittance Concept

The phase space surface A occupied by a beam is a convenient figure of merit for
designating the quality of a beam. This quantity is the emittance εx and is usually
represented by an ellipse that contains the whole particle distribution in the phase
space (x, x′), such that A = πεx. An analogous definition holds for the (y, y′) and (z,
z′) planes. The original choice of an elliptical shape comes from the fact that when
linear focusing forces are applied to a beam, the trajectory of each particle in phase
space lies on an ellipse, which may be called the trajectory ellipse. Being the area of
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Fig. 6.2 Particle trajectories and phase space evolution of a non-laminar beam [19]

the phase space, the emittance is measured inmetres radians.More often is expressed
in millimetres milliradians or, equivalently, in micrometres.

The ellipse equation is written as

γx x
2 + 2αx xx

′ + βx x
′2 = εx , (6.1)

where x and x′ are the particle coordinates in the phase space and the coefficients
αx(z), βx(z), and γ x(z) are called Twiss parameters, which are related by the geo-
metrical condition:

βxγx − α2
x = 1 (6.2)

As shown in Fig. 6.3, the beam envelope boundary Xmax, its derivative (Xmax)
′
,

and the maximum beam divergence X ′
max, i.e., the projection on the axes x and x′

of the ellipse edges, can be expressed as a function of the ellipse parameters:

⎧
⎪⎨

⎪⎩

Xmax = √
βxεx

(Xmax )
′ = −α

√
ε
β

X ′
max = √

γxεx

(6.3)

According to Liouville’s theorem, the six-dimensional (x, px, y, py, z, pz) phase
space volume occupied by a beam is constant, provided that there are no dissipative
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Fig. 6.3 Phase space distribution in a skewed elliptical boundary, showing the relationship of Twiss
parameters to the ellipse geometry [6]

forces, no particles lost or created, and no Coulomb scattering among particles.
Moreover, if the forces in the three orthogonal directions are uncoupled, Liouville’s
theorem also holds for each reduced phase space surface, (x, px), (y, py), (z, pz), and
hence emittance also remains constant in each plane [3].

Although the net phase space surface occupied by a beam is constant, non-linear
field components can stretch and distort the particle distribution in the phase space,
and the beam will lose its laminar behaviour. A realistic phase space distribution is
often very different from a regular ellipse, as shown in Fig. 6.4.

We introduce, therefore, a definition of emittance that measures the beam quality
rather than the phase space area. It is often more convenient to associate a statistical
definition of emittance with a generic distribution function f (x, x′, z) in the phase

Fig. 6.4 Typical evolution
of phase space distribution
(black dots) under the effects
of non-linear forces with the
equivalent ellipse
superimposed (red line)
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space; this is the so-called root mean square (rms) emittance:

γx x
2 + 2αx xx

′ + βx x
′2 = εx,rms. (6.4)

The rms emittance is defined such that the equivalent-ellipse projections on the
x and x′ axes are equal to the rms values of the distribution, implying the following
conditions:

{
σx = √

βxεx,rms

σx ′ = √
γxεx,rms

, (6.5)

where
⎧
⎪⎪⎨

⎪⎪⎩

σ 2
x (z) = 〈

x2
〉 = +∞∫

−∞

+∞∫
−∞

x2 f
(
x, x ′, z

)
dx dx ′

σ 2
x ′(z) = 〈

x
′2〉 = +∞∫

−∞

+∞∫
−∞

x
′2 f

(
x, x ′, z

)
dx dx ′

(6.6)

are the second moments of the distribution function f (x, x′, z). Another important
quantity that accounts for the degree of (x, x′) correlations is defined as

σxx ′(z) = 〈
xx ′〉 = +∞∫

−∞

+∞∫
−∞

xx ′ f
(
x, x ′, z

)
dx dx ′. (6.7)

From (6.3) it also holds that

σ ′
x = σxx ′

σx
= −αx

√
εx,rms

βx

See also (6.16), which allows us to link the correlationmoment, (6.7), to the Twiss
parameter as

σxx ′ = −αxεx,rms. (6.8)

One can easily see from (6.3) and (6.5) that

αx = −1

2

dβx

dz

also holds.
By substituting the Twiss parameter defined by (6.5) and (6.8) into condition (6.2)

we obtain [5]

σ 2
x ′

εx,rms

σ 2
x

εx,rms
−

(
σxx ′

εx,rms

)
= 1. (6.9)
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Reordering the terms in (6.8) we obtain the definition of rms emittance in terms
of the second moments of the distribution:

εrms =
√

σ 2
x σ 2

x ′ − σ 2
xx ′ =

√(〈
x2

〉〈
x ′2

〉 − 〈xx ′〉2), (6.10)

where we omit, from now on, the subscript x in the emittance notation: εrms = εx,rms.
The rms emittance tells us some important information about phase space distribu-
tions under the effect of linear or non-linear forces acting on the beam. Consider, for
example, an idealized particle distribution in phase space that lies on some line that
passes through the origin, as illustrated in Fig. 6.5.

Assuming a generic correlation of the type x′ = Cxn and computing the rms
emittance according to (6.10) we have

ε2rms = C
√〈

x2
〉〈
x2n

〉 − 〈
xn+1

〉2
{
n = 1 ⇒ εrms = 0
n > 1 ⇒ εrms �= 0

. (6.11)

When n = 1, the line is straight and the rms emittance is εrms = 0. When n > 1 the
relationship is non-linear, the line in phase space is curved, and the rms emittance
is, in general, not zero. Both distributions have zero area. Therefore, we conclude
that even when the phase space area is zero, if the distribution is lying on a curved
line, its rms emittance is not zero. The rms emittance depends not only on the area
occupied by the beam in phase space, but also on distortions produced by non-linear
forces.

If the beam is subject to acceleration, it is more convenient to use the rms nor-
malized emittance, for which the transverse momentum px = pzx ′ = m0cβγ x ′ is
used instead of the divergence:

εn,rms = 1

m0c

√
σ 2
x σ 2

px − σ 2
xpx = 1

m0c

√(〈
x2

〉〈
p2x

〉
− 〈xpx 〉2

)
=

√(〈
x2

〉〈(
βγ x ′)2

〉
− 〈

xβγ x ′〉2
)

(6.12)

Fig. 6.5 Phase space distributions under the effect of (a) linear or (b) non-linear forces acting on
the beam
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The reason for introducing a normalized emittance is that the divergences of the
particles x′ = px/p are reduced during acceleration as p increases. Thus, acceleration
reduces the un-normalized emittance, but does not affect the normalized emittance.

It is interesting to estimate the fundamental limit of the beam emittance that
is set by quantum mechanics on the knowledge of the two conjugate variables (x,
px). The state of a particle is actually not exactly represented by a point, but by a
small uncertainty volume of the order of in the 6D phase space. According to the

Heisenberg uncertainty relation one gets from (6.12) , where

is the reduced Compton wavelength. For electrons it gives:

εQM
n,rms ≥ 1.9 × 10−13m.

In the classical limit we see also from (6.12) that the single particle emittance is
zero.

Assuming a small energy spread within the beam, the normalized and un-
normalized emittances can be related by the approximated relation 〈βγ 〉εrms. This
approximation, which is often used in conventional accelerators, may be strongly
misleading when adopted for describing beams with significant energy spread, like
those currently produced by plasma accelerators. A more careful analysis is reported
next [7].

When the correlations between the energy and transverse positions are negligible
(as in a drift without collective effects), (6.12) can be written as

ε2n,rms = 〈
β2γ 2

〉〈
x2

〉〈
x

′2
〉
− 〈βγ 〉2〈xx ′〉2 (6.13)

Consider now the definition of relative energy spread

σ 2
γ =

〈
β2γ 2

〉 − 〈βγ 〉2
〈βγ 〉2

which can be inserted into (6.13) to give

ε2n,rms = 〈
β2γ 2

〉
σ 2

γ

〈
x2

〉〈
x

′2
〉
+ 〈βγ 〉2

(〈
x2

〉〈
x

′2
〉
− 〈xx ′〉2

)
. (6.14)

Assuming relativistic particles (β = 1), we get

ε2n,rms = 〈
γ 2

〉(
σ 2

γ σ 2
x σ 2

x ′ + ε2rms

)
. (6.15)

If the first term in the parentheses is negligible, we find the conventional approx-
imation of the normalized emittance as 〈γ 〉εrms . For a conventional accelerator, this
might generally be the case. Considering, for example, beam parameters for the
SPARC_LAB photoinjector [8]: at 5 MeV the ratio between the first and the sec-
ond term is ~10−3; while at 150 MeV it is ~10−5. Conversely, using typical beam
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parameters at the plasma–vacuum interface, the first term is of the same order of
magnitude as for conventional accelerators at low energies; however, owing to the
rapid increase of the bunch size outside the plasma (σ x′ ~ mrad) and the large energy
spread (σγ > 1%), it becomes predominant compared with the second term after a
drift of a fewmillimetres. Therefore, the use of approximated formulas whenmeasur-
ing the normalized emittance of plasma accelerated particle beams is inappropriate
[9].

6.4 The Root Mean Square Envelope Equation

We are now interested in following the evolution of the particle distribution during
beam transport and acceleration. One can use the collective variable defined in (6.6),
the second moment of the distribution termed the rms beam envelope, to derive a
differential equation suitable for describing the rms beam envelope dynamics [10].
To this end, let us compute the first and second derivative of σ x [4]:

dσx
dz

= d

dz

√〈
x2

〉 = 1

2σx

d

dz

〈
x2

〉
= 1

2σx
2
〈
xx ′〉 = σxx ′

σx

d2σx
dz2

= d

dz

σxx ′
σx

= 1

σx

dσxx ′
dz

− σ 2
xx ′
σ 3
x

= 1

σx

(〈
x

′2
〉
+ 〈

xx ′〉) − σ 2
xx ′
σ 3
x

= σ 2
x ′ + 〈

xx ′′〉

σx
− σ 2

xx ′
σ 3
x

.

(6.16)

Rearranging the second derivative in (6.16), we obtain a second-order non-linear
differential equation for the beam envelope evolution,

σ ′′
x = σ 2

x σ 2
x ′ − σ 2

xx ′

σ 3
x

+
〈
xx ′′〉

σx
, (6.17)

or, in a more convenient form, using the rms emittance definition (6.10),

σ ′′
x − 1

σx

〈
xx ′′〉 = ε2rms

σ 3
x

. (6.18)

In (6.18), the emittance term can be interpreted physically as an outward pressure
on the beam envelope produced by the rms spread in trajectory angle, which is
parameterized by the rms emittance.

Let us now consider, for example, the simple case with
〈
xx ′′〉 = 0, describing a

beam drifting in free space. The envelope equation reduces to

σ 3
x σ ′′

x = ε2rms. (6.19)

With initial conditions σ 0, σ ′
0 at z0, depending on the upstream transport channel,

(6.19) has a hyperbolic solution:
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σ(z) =
√

(
σ0 + σ ′

0(z − z0)
)2 + ε2rms

σ 2
0

(z − z0)
2. (6.20)

Considering the case of a beam at waist
(
xx ′ = 0

)
with σ ′

0 = 0, using (6.5), the
solution (6.20) is often written in terms of the β function as

σ(z) = σ0

√

1 +
(
z − z0

βw

)2

. (6.21)

This relation indicates that without any external focusing element the beam enve-
lope increases from the beam waist by a factor

√
2 with a characteristic length

βw = σ 2
0 /εrms, as shown in Fig. 6.6.

At the waist, the relation ε2rms = σ 2
0,xσ

2
0,x ′ also holds, which can be inserted into

(6.20) to give σ 2
x (z) = σ 2

0x ′ (z − z0)2. Under this condition, (6.15) can be written as

ε2n,rms(z) = 〈
γ 2

〉(
σ 2

γ σ 4
x ′(z − z0)

2 + ε2rms

)
,

showing that beams with large energy spread and divergence undergo a significant
normalized emittance growth even in a drift of length (z − z0) [7, 11].

Notice also that the solution (6.21) is exactly analogous to that of a Gaussian light
beam for which the beam width w = 2σ ph increases away from its minimum value
at the waist w0 with characteristic length ZR = πw2

0/λ (Rayleigh length) [4]. This
analogy suggests that we can identify an effective emittance of a photon beam as
εph = λ/4π .

For the effective transport of a beam with finite emittance, it is mandatory to
make use of some external force providing beam confinement in the transport or
accelerating line. The term

〈
xx ′〉 accounts for external forces when we know x′′,

given by the single particle equation of motion:

dpx
dt

= Fx . (6.22)

Fig. 6.6 Schematic
representation of the beam
envelope behaviour near the
beam waist
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Under the paraxial approximation px << p = βγmc, the transverse momentum px
can be written as px = px′ = βγm0cx′, so that

dpx
dt

= d

dt

(
px ′) = βc

d

dz

(
px ′) = Fx , (6.23)

and the transverse acceleration results in

x ′′ = − p′

p
x ′ + Fx

βcp
. (6.24)

It follows that

〈
xx ′′〉 = − p′

p

〈
xx ′〉 + 〈xFx 〉

βcp
= p′

p
σxx ′ + 〈xFx 〉

βcp
. (6.25)

Inserting (6.25) into (6.18) and recalling (6.16), σ ′
x = σxx ′/σx , the complete rms

envelope equation is:

σ ′′
x + p′

p
σ ′
x − 1

σx

〈xFx 〉
βcp

= ε2n,rms

γ 2σ 3
x

, (6.26)

where we have included the normalized emittance εn,rms = γ εrms. Notice that the
effect of longitudinal accelerations appears in the rms envelope equation as an oscil-
lation damping term, called ‘adiabatic damping’, proportional to p′/p. The term 〈xFx 〉
represents the moment of any external transverse force acting on the beam, such as
that produced by a focusing magnetic channel.

6.5 External Forces

Let’s now consider the case of an external linear force acting on the beam in the form
Fx = ∓kx . It can be focusing or defocusing, according to the sign. The moment of
the force is

〈xFx 〉 = ∓k
〈
x2

〉 = ∓kσ 2
x (6.27)

and the envelope equation becomes

σ ′′
x + γ ′

γ
σ ′
x ∓ k2extσx = ε2n,rms

γ 2σ 3
x

, (6.28)

where we have explicitly used the momentum definition p = γmc for a relativistic
particle with β ≈ 1 and defined the wavenumber
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k2ext = k

γm0c2
.

Typical focusing elements are quadrupoles and solenoids [3]. The magnetic
quadrupole field is given in Cartesian coordinates by

{
Bx = B0

y
d = B ′

0y
By = B0

x
d = B ′

0x
, (6.29)

where d is the pole distance and B ′
0 is the field gradient. The force acting on the beam

is
⇀

F⊥ = qvz B ′
0

(
y ĵ − x ι̂

)
and, when B0 is positive, is focusing in the x direction and

defocusing in the y direction. The focusing strength is

kquad = qB ′
0

γm0c
= k2ext.

In a solenoid the focusing strength is given by

ksol =
(

qB0

2γm0c

)2

= k2ext.

Notice that the solenoid is always focusing in both directions, an important prop-
erty when the cylindrical symmetry of the beam must be preserved. However, being
a second-order quantity in γ , it is more effective at low energy.

It is interesting to consider the case of a uniform focusing channel without accel-
eration described by the rms envelope equation

σ ′′
x + k2extσx = ε2rms

σ 3
x

. (6.30)

By substituting σx = √
βxεrms into (6.30) one obtains an equation for the ‘betatron

function’ βx(z) that is independent of the emittance term:

β ′′
x + 2k2extβx = 2

βx
+ β

′2
x

2βx
. (6.31)

Equation (6.31) contains just the transport channel focusing strength and, being
independent of the beam parameters, suggests that the meaning of the betatron func-
tion is to account for the transport line characteristic. The betatron function reflects
exterior forces from focusing magnets and is highly dependent on the particular
arrangement of the quadrupole magnets. The equilibrium, or matched, solution of
(6.31) is given by βeq = 1

kext
= λβ

2π , as can be easily verified. This result shows
that the matched βx function is simply the inverse of the focusing wavenumber or,
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equivalently, is proportional to the ‘betatron wavelength’ λβ . The corresponding
envelope equilibrium condition, i.e., a stationary solution of (6.30), is given by:

σeq,x =
√

εrms
kext

.

In analogy with the kinetic theory of gases we can define the beam temperature
in a transverse direction at equilibrium and without correlations as

kBTbeam,x = γm0
〈
v2
x

〉 = σ 2
px

γm0
= m0c

2 ε2n,rms

γ σ 2
eq,x

= γm0β
2c2

εrms

βeq,x
,

where kB is the Boltzmann constant and we have used (6.12), showing that the
conditions for a cold beam are typically: low emittance, low energy, high betatron
function.

Bymeans of the beam temperature concept one can also define the beam emittance
at the source called the thermal emittance. Assuming that electrons are in equilibrium
with the cathode temperature T c = T beam and γ = 1, the thermal emittance is given by

εcatth,rms = σx

√
kBTc
m0c2

which, per unit rms spot size at the cathode, is εth,rms = 0.3μm/mm

at T c = 2500 K. For comparison, in a photocathode illuminated by a laser pulse with
photon energy �ω the expression for the variance of the transverse momentum of the

emitted electrons is given by σpx =
√

m0
3 (hω − φeff), where φeff = φw − φSchottky,

φw being the material work function and φSchottky the Schottky work function [12].

The corresponding thermal emittance is ε
ph
th,rms = σx

√
hω−φeff

3m0c2
that, with the typical

parameters of a Copper photocathode illuminated by a UV laser, gives a thermal
emittance per unit spot size of about 0.5 μm/mm.

6.6 Space Charge Forces

Another important force acting on the beam is the one produced by the beam itself
due to the internal Coulomb forces. The net effect of the Coulomb interaction in a
multiparticle system can be classified into two regimes [3]:

(i) collisional regime, dominated by binary collisions caused by close particle
encounters;

(ii) collective regime or space charge regime, dominated by the self-field produced
by the particles’ distribution, which varies appreciably only over large distances
compared with the average separation of the particles.

A measure for the relative importance of collisional versus collective effects in a
beam with particle density n is the relativistic Debye length,

λD =
√

ε0γ 2kBTb
e2n

. (6.32)



134 M. Ferrario

As long as the Debye length remains small compared with the particle bunch
transverse size, the beam is in the space charge dominated regime and is not sensitive
to binary collisions. Smooth functions for the charge and field distributions can be
used in this case, and the space charge force can be treated as an external applied
force. The space charge field can be separated into linear and non-linear terms as a
function of displacement from the beam axis. The linear space charge term defocuses
the beam and leads to an increase in beam size. The non-linear space charge terms
also increase the rms emittance by distorting the phase space distribution. Under the
paraxial approximation of particle motion, we can consider the linear component
alone. We shall see next that the linear component of the space charge field can also
induce emittance growth when correlations along the bunch are taken into account.

For a bunched beam of uniform charge distribution in a cylinder of radius R and
length L, carrying a current I“ and moving with longitudinal velocity vz = βc, the
linear component of the longitudinal and transverse space charge field are given
approximately by [13]

Ez(ζ ) = Î L

2πε0R2βc
h(ζ ), (6.33)

Er (r, ζ ) = Î r

2πε0R2βc
g(ζ ), (6.34)

The field form factor is described by the functions:

h(ζ ) =
√
A2 + (1 − ζ )2 −

√
A2 + ζ 2 − |1 − ζ | + |ζ | (6.35)

g(ζ ) = (1 − ζ )

2
√
A2 + (1 − ζ )2

+ ζ

2
√
A2 + ζ 2

, (6.36)

where ζ = z/L is the normalized longitudinal coordinate along the bunch, ζ = 0
being the bunch tail, and A = R/γL is the beam aspect ratio. The field form factors
account for the variation of the fields along the bunch and outside the bunch for ζ

< 0 and ζ > L. As γ increases, g(ζ ) → 1 and h(ζ ) → 0, thus showing that space
charge fields mainly affect transverse beam dynamics. It shows also that an energy
increase corresponds to a bunch lengthening in the moving frame L′ = γL, leading
to a vanishing longitudinal field component, as in the case of a continuous beam in
the laboratory frame.

To evaluate the force acting on the beam, one must also account for the azimuthal
magnetic field associated with the beam current, which, in cylindrical symmetry, is
given by

Bϑ = β

c
Er .
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Thus, the Lorentz force acting on each single particle is given by

Fr = e(Er − βcBϑ) = e
(
1 − β2

)
Er = eEr

γ 2
. (6.37)

The attractive magnetic force, which becomes significant at high velocities, tends
to compensate for the repulsive electric force. Therefore, space charge defocusing is
primarily a non-relativistic effect and decreases as γ −2.

To include space charge forces in the envelope equation, let us start by writing
the space charge forces produced by the previous fields in Cartesian coordinates:

Fx = eÎ x

8πγ 2ε0σ 2
x βc

g(ζ ) (6.38)

Then, computing the moment of the force, we need

x ′′ = Fx

βcp
= eI x

8πε0γ 3m0β3c3σ 2
x

= ksc(ζ )

(βγ )3σ 2
x

(6.39)

where we have introduced the generalized beam perveance,

ksc(ζ ) = Î

2IA
g(ζ ) (6.40)

where IA = 4πε0m0c3/e = 17 kA is the Alfvén current for electrons. Notice that in
this case the perveance in (6.40) explicitly depends on the slice coordinate ζ . We can
now calculate the term that enters the envelope equation for a relativistic beam,

〈
xx ′′〉 = ksc

γ 3σ 2
x

〈
x2

〉 = ksc
γ 3

, (6.41)

leading to the complete envelope equation

σ ′′
x + γ ′

γ
σ ′
x + k2extσx = ε2n,rms

γ 2σ 3
x

+ ksc
γ 3σx

. (6.42)

From the envelope (6.42),we can identify two regimes of beampropagation: space
charge dominated and emittance dominated. A beam is space charge dominated as
long as the space charge collective forces are largely dominant over the emittance
pressure. In this regime, the linear component of the space charge force produces a
quasi-laminar propagation of the beam, as one can see by integrating one time (6.39)
under the paraxial ray approximation x ′ � 1.

A measure of the relative importance of space charge effects versus emittance
pressure is given by the laminarity parameter, defined as the ratio between the space
charge term and the emittance term:
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ρ = Î

2IAγ

σ 2

ε2n
. (6.43)

When ρ greatly exceeds unity, the beam behaves as a laminar flow (all beam
particlesmoveon trajectories that do not cross), and transport and acceleration require
a careful tuning of focusing and accelerating elements to keep laminarity. Correlated
emittance growth is typical in this regime, which can be made reversible if proper
beam matching conditions are fulfilled, as discussed next. When ρ < 1, the beam is
emittance dominated (thermal regime) and space charge effects can be neglected. The
transition to the thermal regime occurs when ρ ≈ 1, corresponding to the transition
energy

γtr = Î

2IA

σ 2

ε2n
. (6.44)

For example, a beam with I“= 100 A, εn = 1 μm, and σ = 300 μm is leaving the
space charge dominated regime and is entering the thermal regime at the transition
energy of 131 MeV. From this example, one may conclude that the space charge
dominated regime is typical of low-energy beams. Actually, for such applications
as linac-driven free electron lasers, peak currents exceeding kA are required. Space
charge effects may recur if bunch compressors are active at higher energies and a
new energy threshold with higher I“must be considered.

6.7 Correlated Emittance Oscillations

When longitudinal correlations within the bunch are important, like that induced
by space charge effects, beam envelope evolution is generally dependent also on
the coordinate along the bunch ζ . In this case, the bunch should be considered as
an ensemble of n longitudinal slices of envelope σs(z, ζ ), whose evolution can be
computed from n slice envelope equations equivalent to (6.42), provided that the
bunch parameters refer to each single slice: γ s, γ ′

s , ksc,s = kscg(ζ ). Correlations
within the bunch may cause emittance oscillations that can be evaluated, once an
analytical or numerical solution [13] of the slice envelope equation is known, by
using the following correlated emittance definition:

εrms,cor =
√〈

σ 2
s

〉〈
σ

′2
s

〉 − 〈
σsσ ′

s

〉2
, (6.45)

where the average is performed over the entire slice ensemble, assuming uniform
charge distribution within each slice. In the simplest case of a two-slice model, the
previous definition reduces to

εrms,cor = ∣∣σ1σ
′
2 − σ2σ

′
1

∣∣, (6.46)
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which represents a simple and useful formula for an estimation of the emittance
scaling [14].

The total normalized rms emittance is given by the superposition of the correlated
and uncorrelated terms as

εrms,cor = 〈γ 〉
√

ε2rms + ε2rms,cor. (6.47)

An interesting example to consider here, showing the consequences of non-perfect
beam matching, is the propagation of a beam in the space charge dominated regime
nearly matched to an external focusing channel, as illustrated in Fig. 6.7. To simplify
our computations, we can neglect acceleration, as in the case of a simple beam
transport line made by a long solenoid (k2ext = ksol). The envelope equation for each
slice, indicated as σ s, reduces to

σ ′′
s + k2extσs = ksc,s

γ 3σs
. (6.48)

A stationary solution corresponding to slice propagation with constant envelope,
called Brillouin flow, is given by

σr,B = 1

kext

√
Î g(ζ )

2γ 3 IA
, (6.49)

where the local dependence of the current I“s = I“g(ζ ) within the bunch has been
explicitly indicated. This solution represents the matching conditions for which the
external focusing completely balances the internal space charge force. Unfortunately,
since kext has a slice-independent constant value, the Brillouin matching condition is
different for each slice and usually cannot be achieved at the same time for all of the
bunch slices. Assuming that there is a reference slice perfectly matched (6.49) with
an envelope σ r,B and negligible beam energy spread, the matching condition for the
other slices can be written as:

Fig. 6.7 Schematic
representation of a nearly
matched beam in a long
solenoid. The dashed line
represents the reference slice
envelope matched to the
Brillouin flow condition. The
other slice envelopes are
oscillating around the
equilibrium solution
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σs,B = σr,B + σr,B

2

(
δ Is

Î

)
, (6.50)

with respect to the reference slice. Considering a slice with a small perturbation δs
with respect to its own equilibrium (6.50) in the form

σs = σs,B + δs, (6.51)

and substituting into (6.48), we can obtain a linearized equation for the slice offset

δ′′
s + 2k2extδs = 0, (6.52)

which has a solution given by

δs = δ0 cos
(√

2kextz
)
, (6.53)

where δ0 = σ so − σ sB is the amplitude of the initial slice mismatch, which we
assume, for convenience, is the same for all slices. Inserting (6.53) into (6.51) we
get the perturbed solution:

σs = σs,B + δ0 cos
(√

2kextz
)
. (6.54)

Equation (6.54) shows that slice envelopes oscillate together around the equilib-
rium solution with the same frequency for all slices (

√
2kext, often called the plasma

frequency) dependent only on the external focusing forces. This solution represents a
collective behaviour of the bunch, similar to that of the electrons subject to the restor-
ing force of ions in a plasma. Using the two-slice model and (6.54), the emittance
evolution (6.46) results in

εrms,cor = 1

4
kextσr,B

∣∣∣
∣
�I

Î
δ0 sin(kextz)

∣∣∣
∣, (6.55)

where �I = I“1 − I“2. Notice that, in this simple case, envelope oscillations of the
mismatched slices induce correlated emittance oscillations that periodically return
to zero, showing the reversible nature of the correlated emittance growth. It is, in
fact, the coupling between transverse and longitudinal motion induced by the space
charge fields that allows reversibility. With proper tuning of the transport line length
or of the focusing field, one can compensate for the transverse emittance growth.

At first, it may seem surprising that a beam with a single charge species can
exhibit plasma oscillations, which are characteristic of plasmas composed of two-
charge species. However, the effect of the external focusing force can play the role of
the other charge species, providing the necessary restoring force that is the cause of
such collective oscillations, as shown inFig. 6.8. The beamcan actually be considered
as a single-component, relativistic, cold plasma.
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Fig. 6.8 The restoring force produced by the ions (green dots) in a plasma may cause electron (red
dots) oscillations around the equilibrium distribution. In a similar way, the restoring force produced
by a magnetic field may cause beam envelope oscillations around the matched envelope equilibrium

It is important to bear in mind that beams in linacs are also different from plasmas
in some important respects [5]. One is that beam transit time through a linac is too
short for the beam to reach thermal equilibrium. Also, unlike a plasma, the Debye
length of the beammay be larger than, or comparable to, the beam radius, so shielding
effects may be incomplete.

6.8 Matching Conditions in a Radiofrequency Linac

In order to prevent space charge induced emittance growth in a radiofrequency (rf)
linac, as in the case of a high brightness photoinjector, and to drive a smooth transition
from the space charge to the thermal regime, space charge induced emittance oscil-
lations have to be damped along the linac in such a way that an emittance minimum
is obtained at the transition energy (6.44). To this end the beam has to be properly
matched to the accelerating sections with a Brillouin like flow in order to keep under
control emittance oscillations that in this case are provided by the ponderomotive rf
focusing force [2] acting in the rf structures. In some case rf focusing is too weak
to provide sufficient beam containment. A long solenoid around the accelerating
structure is a convenient replacement to provide the necessary focusing.

The matching conditions for a beam subject to acceleration (assuming γ (z =
γ0 + γ ′z) and γ ′′ = 0) can be obtained following the previous example (Brillouin
flow). This process can be described using the envelope (6.42) for a generic slice

σs with external focusing provided by k2ext = ksol + k2rf, where k2rf = η

8

(
γ ′
γ

)2
and

γ ′ = eEacc
mc2 The quantity η is a measure of the higher spatial harmonic amplitudes of

the rf wave and it is generally quite close to unity in standing wave (SW) structures
and close to 0 in travelling wave (TW) structures [15].
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Being now γ(z) a time-dependent function, a stationary solution of (6.42) cannot
be found by simply looking for a constant envelope solution. A possible way to find
an ‘equilibrium’ solution is described hereafter. By substituting the reduced variable
σ̂ = √

γ σs [16] in the envelope (6.42) we obtain

σ̂ ′′ + k̂2extσ̂ = K̂sc

σ̂
+ ε2n

σ̂ 3
(6.56)

with the scaled parameters k̂2ext = k2ext + 1
4

(
γ ′
γ

)2 = ksol + 1
4

(
γ ′
γ

)2(
1 + η

2

)
and K̂sc =

ksc/γ 2. Equation (6.56) is equivalent to (6.42) but the damping term has disappeared
and the k̂2ext and K̂sc parameters have the same γ −2 dependence. In the space charge
regime the emittance term can be neglected in (6.56) and an equilibrium solutions
in the reduced variables (called the ‘invariant envelope’ in the literature [2]) is given

by σ̂sc =
√

K̂sc

k̂ext
, corresponding to the matching conditions for the beam envelope:

σsc =
√

2 Î

γ IA
(
�2 + γ

′2
(

η

2 + 1
)) for ρ > 1 (6.57)

where � = eB
mc .

The expression for the emittance oscillation in the space charge dominated regime,
i.e. when γ < γtr, can be obtained from (6.55) using reduced variables and results:

εn = 1

γ

√
Î

34IA

∣∣∣
∣∣∣

�I

Î
δ0 sin

⎛

⎝
(
�2 + γ

′2( η

2 + 1
)) 1

2

2γ
z

⎞

⎠

∣∣∣
∣∣∣
. (6.58)

Before the transition energy is achieved the emittance performs damped oscilla-
tionswithwavelength depending on the external fields andwith amplitude depending
on the current profile. A careful tuning of the external fields and bunch charge pro-
file can minimize the value of the emittance at the injector extraction. A successful
application of the emittance compensation technique can be seen in [17, 18].

When the beam enters in the thermal regime an equilibrium solution can be found
directly from (6.42) neglecting the space charge term. The result is

σth =
√

2εn
(
�2 + η

2γ
′2
)1/2 for ρ < 1 (6.59)

and no correlated emittance oscillations are expected. Note also that (6.57) scales
like γ −1/2 while (6.59) is independent of γ .
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Chapter 7
Ion Acceleration: TNSA and Beyond

Marco Borghesi

Abstract This paper reviews experimental progress in laser-driven ion acceleration
as well as discussing some of the current and foreseen applications employing laser-
accelerated beams of ions. While sheath acceleration processes initiated by high-
intensity irradiation of solid foils (the so-called target Normal Sheath Acceleration,
TNSA) have now been studied for two decades, novel processes which can accelerate
ions from the bulk of the irradiated target have emerged more recently. We will
summarize the basic physics behind all thesemechanisms, aswell as briefly reporting
current experimental evidence.

7.1 Introduction

The first experiments reporting laser acceleration of protons with beam-like proper-
ties and multi-MeV energies were reported in 2000 [1–3]. Experiments since then
have demonstrated, over a wide range of laser and target parameters, the genera-
tion of multi-MeV proton and ion beams with unique properties such as ultrashort
burst emission, high brilliance, and low emittance, which have in turn stimulated
ideas for a range of innovative applications. While most of this work has been based
on sheath acceleration processes [3–5], a number of novel mechanisms have been
at the centre of recent theoretical and experimental activities. Experiments in ion
acceleration employ both ultrashort (10 s of fs) lasers systems (typically based on
solid state, Ti:Sa technology) and high energy, picosecond laser systems (typically
Nd:glass), with some experiments using CO2 laser systems. This lecture will pro-
vide an overview of the main acceleration mechanisms and the underlying physical
principles, as well as a brief review of the state of the art and recent developments
in the field. More extensive surveys are provided in [6–8].

M. Borghesi (B)
Centre for Plasma Physics, Queen’s University Belfast, Belfast BT7 1NN, UK
e-mail: m.borghesi@qub.ac.uk

© Springer Nature Switzerland AG 2019
L. A. Gizzi et al. (eds.), Laser-Driven Sources of High Energy Particles and Radiation,
Springer Proceedings in Physics 231, https://doi.org/10.1007/978-3-030-25850-4_7

143

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-25850-4_7&domain=pdf
mailto:m.borghesi@qub.ac.uk
https://doi.org/10.1007/978-3-030-25850-4_7


144 M. Borghesi

7.2 Sheath Acceleration

This is the acceleration mechanism active in most experiments carried out so far,
and it was proposed [4] as an interpretative framework of the multi-MeV proton
observations reported in [2], obtained on the NOVA Petawatt laser at LLNL (the
name Target Normal Sheath Acceleration, TNSA, is generally used).

Acceleration through this mechanism employs thin foils (typically from a fewμm
to tens ofμmthickness),which are irradiated by an intense laser pulse. In the intensity
regime of relevance (as a guideline, Iλ2 > 1018 W/cm2μm2), the laser pulse can
couple efficiently energy into relativistic electrons, mainly through ponderomotive
processes (e.g. JxB mechanism [9]). The average energy of the electrons is typically
of MeV order, e.g. their collisional range is much larger than the foil thickness, so
that they can propagate to the rear of the target, and drive the acceleration of ions
from surface layers via the space–charge field established as they try to move away
from the target. While a limited number of energetic electrons will effectively leave
the target, most of the hot electrons will be backheld within the target volume by the
space charge, and will form a sheath extending by approximately a Debye length λD

from the initially unperturbed rear surface. According to the model developed in [2],
the initial accelerating field will be given by

E(0) = KTh
eλD

=
√
nhKTh
eλD

(7.1)

where nh and Th are density and temperature of the hot electrons, which for typical
values at Iλ2 ~ 1019 W/cm2μm2, i.e.λd ~ 1μmandTh ~ 1MeV, gives field amplitudes
of order TV/m. Under the right combination of target thickness and pulse duration,
the hot electrons recirculate through the target during the ion acceleration process,
which can lead to an enhancement of the ion energy [10]. TNSA from the front
surface has normally reduced efficiency due to the presence of a preplasma, although
symmetric acceleration from front and rear has indeed been observed in ultra-high
contrast interactionswithmoderate intensity ultrashort pulses, where front preplasma
formation is effectively suppressed [11].

While TNSA can in principle accelerate any ion species present in surface layers,
in most experimental setting this results in preferential acceleration of light ions
(protons, Carbon and Oxygen ions) from contaminant layers rather than ions from
the target bulk. Protons, with the highest charge to mass ratio, are therefore the
dominant component of TNSA ion beams, unless the target is suitably treated prior
to the laser irradiation to remove the contaminants [12].

According to (7.1) the field can be large enough to accelerate ions to multi-MeV
energies, which have indeed been observed in a very large number of experiments.
The energy spectra of the ion beams observed are broadband (e.g. see Fig. 7.1),
typicallywith an exponential profile, up to a high energy cut-off, which is the quantity
normally used to compare different experiments and determine experimental scaling
laws for the acceleration process.
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Fig. 7.1 Proton spectrum
and conversion efficiency as
reported in Snavely et al.
2000 experiment in [1]

The highest TNSA energies reported are of the order of 85 MeV, obtained with
large PW systems, and available data (e.g. see Fig. 7.1) generally shows that, at
equal intensities, longer pulses (of ~ps duration) containing more energy generally
accelerate ions more efficiently than 10 s of fs pulses. Using state of the art fs systems
has however recently allowed increasing the energies of accelerated protons up to a
reported 40 MeV [13], obtained with only a few J of laser energy on target.

The properties of the beams accelerated via TNSA are quite different from those
of conventional RF beams, to which they are superior under several aspects. The
beams are characterized by ultralow transverse emittance (as low as 0.004 mm-
mrad, according to the estimate given in [14]), and by ultrashort (~ps) duration at the
source. The beams are bright, with 1011–1013 protons per shot with energies >MeV,
corresponding to currents in the kA range if co-moving electrons are removed. How-
ever, the number of protons at the high-energy end of the spectrum (i.e. the energies
plotted in Fig. 7.2) can be as low as 107–108 particles/MeV/sr, (e.g. see [15] for a dis-
cussion related to recently published data)—with a divergence of a few degrees this

Fig. 7.2 Schematics of sequential stages of target normal sheath acceleration (from [110])
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gives ~106–107 particles/MeV. Drawbacks, as compared with conventional acceler-
ator beams, are the larger divergence (up to 10 s of degrees, and energy dependent)
and, as mentioned earlier, the broad spectrum.

7.2.1 TNSA Scaling and Optimization

Increasing the laser intensity on target should generally lead to an increase of the
cut-off energies of TNSA spectra, as shown in Fig. 7.3. However there is still debate
on what is the most appropriate scaling for ion energies as a function of irradiance,
and is also clear that, in addition to the role of pulse energy, several secondary factors
(e.g., such as prepulse energy and duration, target thickness) also affect themaximum
energy measurable.

Parametric investigations of the dependence of Emax on laser pulse irradiance,
duration, energy and fluence have been reported (e.g. [16–19]). Two main classes of
approaches have been developed to describe analytically the TNSA process with the
aim of matching current results and predict performance at higher intensities. A first
approach considers ions and hot electrons as an expanding plasma, described with
fluid models [4, 5, 20] as an extension of the classical case of a plasma expanding

Fig. 7.3 Survey of TNSA cut-off energies measured in experiments, plotted vs irradiance and
labelled according to pulse duration. For references for the specific data points, see [6, 13]. Points
labelled J-Karen, DRACO and Trident refer respectively to [13, 16, 17]. The point labelled PHELIX
refers to the work reported in [111]
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into vacuum, driven by the ambipolar electric field generated in a narrow layer at
the front of the plasma cloud. Simplest models are isothermal, and require that the
acceleration time is artificially constrained [18, 19], while more realistic adiabatic
models, accounting for the finite energy of the hot electrons, have also been developed
[20].

A different class of models assumes that the most energetic ions are accelerated
as test particles in a static sheath field, unperturbed by their acceleration. These
static models rely on an accurate description of the sheath field based on realistic
assumptions on the fast electron distribution. For example, in [21], a spatial truncation
of the electric potential in the sheath is introduced, and used to develop a model for
the maximum ion energy as a function of the relevant laser parameters (energy and
intensity). Scalings for the ion energy based on this model appear to match a large
fraction of experimental results so far [22], and can be used as a predictive tool
for future performance. Taking 200 MeV H+ energy as a benchmark, predictions of
the intensity requirement for reaching this cut-off value based on the two different
approaches discussed above give intensities of mid 1021 W/cm2 for ~ps pulses [21],
and ~1022 W/cm2 for 10 s of fs pulses [22].

Experimentally, several approaches have been developed to improve TNSA effi-
ciency by acting on the characteristics of the hot electron population driving the
acceleration, through modifications of the target design [8]. According to (7.2) the
accelerating field can be modified either by increasing the electron density or the
temperature. The use of the so-called mass limited targets, aims to reduce the trans-
verse size of the accelerating foils and concentrating the electrons with in a smaller
volume so that the density is increased during the acceleration process. This approach
was first demonstrated in [23] where reduction of the foil down to 20 μm × 20 μm
resulted in a 3-fold protons energy increase with respect to a large mm-size foil,
jointly to a sizeable increase in conversion efficiency. A further class of experiments
aims to optimize laser energy absorption into hot electrons by structuring the target:
an example of this approach is reported in [24], where foils coated with microspheres
(diameter ~λ/2) on the irradiated surface showed, compared to uncoated foils, a clear
improvement in the energy cut-off of the spectrum of the accelerated protons.

Targets with special microstructuring and/or shaping of the rear side have been
also used for spectral and spatial manipulation of the proton beam. For example,
target shaping to manipulate field configuration has been used for beam focusing
(e.g., see [25, 26]) and the highly transient nature of the TNSA field has been used
for dynamic focusingwith chromatic capability using a two-beam configuration [27].

A recently proposed approach employs what is a by-product of intense laser-
target interactions (i.e. the generation of large amplitude electromagnetic pulses,
EMP, through a process akin to ultrafast electric dipole emission), to control the
properties of TNSA-accelerated ions. This is done by attaching a coiled metallic
wire behind the target, and synchronizing the propagation of TNSA protons of a
given energy with the EMP propagating along the coil. The strong electric field
associated to the EMP can act on the protons by constraining their divergence but
also by re-accelerating the protons. In proof-of-principle experiments, doubling of
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the energies of TNSA protons has been achieved through this process, jointly to the
production of a highly collimated, narrow band proton beamlet [28].

For a review of other approaches, including the use of foam layers, controlled
pre-plasmas, or double pulses, see [8].

7.3 Beyond TNSA: Emerging Mechanisms

While experimental activity has focused until recently on the study of TNSA beams,
other mechanisms have also attracted a significant amount of theoretical and experi-
mental attention, and some of thesemechanisms are briefly discussed in the following
sections. We refer the reader to [8] for a more thorough discussion. Please note that,
although conceptually different, these mechanisms can coexist during an interaction,
and in many experimental settings (particularly when employing ultrathin foils), ion
acceleration will proceed through hybrid processes combining elements of different
acceleration mechanisms, including TNSA.

7.3.1 Radiation Pressure Acceleration

It is well known, already from Maxwell’s e.m. theory, that electromagnetic (EM)
waves carry momentum, and this momentum may be delivered to a non-transparent
(either absorbing or reflecting) medium irradiated by the EM wave.

In a classical approach, the momentum p carried by the wave per unit volume is
given by p = w/c, where w is the e.m. energy density and c the speed of light. If
the light strikes a surface A, it will apply a force to the surface, which is equal and
opposite to the rate of change of the momentum of the wave. If the light is completely
absorbed by the surface, the momentum change per unit time is given by the e.m.
momentum contained within a volume cA, the force applied to the surface is F =
pcA, and the pressure is Prad = F/A = w = I/c, where I is the intensity of light.

In case of light being fully reflected from the surface, the change of momentum
is double than in the total absorption case, as the momentum of the light is reversed
after reflection, and the force applied to the surface would therefore be F = 2pcA
from which Prad = 2I/c.

For an intense laser pulse, such pressure can be enormous: for example for I =
1020 W cm−2 (as achievable nowadays with state of the art lasers), the pressure 2I/c
is of the order of 60 Gbar. Such pressure can strongly alter the dynamics of laser-
plasma interaction, and can be used to accelerate and propel forward particles in the
plasma.

Hole Boring. If an intense laser pulse irradiates a dense plasma, the Radiation Pres-
sure is coupled to the electrons via the ponderomotive force



7 Ion Acceleration: TNSA and Beyond 149

Fp0 = − e2

4meω2
∇E2

0 (7.2)

Note that the expression above is obtained, for linearly polarized light, as a cycle
average of the expression:

Fp(t) = − e2

2meω2
∇E2

0cos
2(ωt) = − e2

4meω2
∇E2

0(1 + cos(2ωt)) (7.3)

(e.g. see [29]). The instantaneous ponderomotive force is therefore composed of
two terms, the steady ponderomotive force Fp0 and a term oscillating at twice the
frequency of the radiation. This oscillating term is responsible for electron heating
through the so-called Ponderomotive (or JxB) heating [9]. As we will discuss later
heating electrons to high temperature is generally detrimental for radiation pressure
acceleration. However, if one employs circularly polarized light at normal incidence,
the oscillating component of the force is not present, and Fp(t) = Fp0 . For this
reason most theoretical and numerical investigations of RPA (as well as some of the
experiments) employ circularly polarized pulses.

At the surface of the overdense plasma the electrons are pushed inward by Fp0,
leaving a charge separation layer and creating an electrostatic, backholding field that
in turn acts on the ions and leads to their acceleration. This dynamics leads to the
process called hole boring [30], i.e. a dynamic deformation of the plasma density
profile which allows the laser to penetrate into the plasma. During this process the
ions are compressed into a front which is pushed forward by the ponderomotive
force, and the name hole boring acceleration is typically used to describe the ion
dynamics in this process. The recession velocity of the plasma surface (i.e. the hole
boring velocity uHB) can be obtained from momentum balance considerations (and
assuming the velocity of the ions is non relativistic) as [30]:

u

c
=

[
ncr
2ne

Zme

mi

Iλ2

1.371018

] 1
2

where ne and ncr are the electron plasma density and the critical density respectively.
A complete, fully relativistic derivation of the hole boring velocity leads to a more
complex dependence (e.g. see [31]), however even from this simple, 1D description
some interesting features emerge:

(1) The energy of the ions in the hole boring front Ei = mu2/2) is directly propor-
tional to the intensity of the laser.

(2) Ei has an inverse proportionality to the plasma density (and consequently to
the mass density ρ ∼ mine/Z)), which suggests that the ion energy obtainable
through this process can be optimized by choosing plasmas or targets of suitably
low density (provided they are not transparent to the radiation).

A more detailed understanding of the dynamics of ion acceleration during hole
boring can be had from the cartoon provided in Fig. 7.4 (see also [32]), which
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Fig. 7.4 Sketch of electron density ne, ion density ni and longitudinal electric field Ex at sequential
stages of the hole boring process during intense irradiation of an overdense plasma

assumes an initial step-density profile with ne> ncr . The ponderomotive force of the
laser quickly pushes forward the electrons, which pile up, and leave behind a layer of
non neutralised ions. The charge distribution creates an electrostatic field Ex, which
accelerate the ions. The ions located between xd and xs experience an electrostatic
field which decrease with distance, meaning that the ions at the back of this layer
are accelerated more than those at the front, which results in bunching of the ions,
ultimately leading to a ion spike at the point where the electric field was initially
zero, as shown in Fig. 7.4c, and to an average velocity uHB. Simulations [32] indicate
that during this process, collapse of the electron equilibrium leads to a non-linear
phase in which a narrow bunch of fast ions can be accelerated at u ~ 2 uHB.

Experimental data on HB acceleration using solid density foils is limited so far,
mainly because the energies of HB-accelerated ions are low due to the inverse depen-
dence on target density and therefore ions from TNSA processes dominate experi-
mental spectra. Most interesting for acceleration via this method are media of low
density, where the ρ−1 dependence can be exploited. Results which have highlighted
HB-accelerated ions have been obtained employing CO2 lasers (λ ~ 10 μm). Due to
the long wavelength, the critical density is reduced by ~100 times with respect to the
more broadly used solid state lasers (e.g. Nd:YAG or Ti:Sa systems). Therefore even
gas jet targets can be overdense for CO2 laser pulses. For example, in an experiment
employing CO2 laser pulses and a gas jet [33], proton spectra obtained through this
method showed a clean monoenergetic signal at ~1 MeV which was broadly con-
sistent with hole boring acceleration in the conditions of the experiment. Although
the ion energy observed so far through HB is modest, the dependence on both tar-
get density and laser intensity allows designing suitable acceleration scenarios for
acceleration to 100 s MeV/nucleon with next generation laser facilities, as suggested
in [31, 34].

An acceleration scheme related to HB, but conceptually different, is the so-called
Shock Acceleration, first proposed in [35]. In this scheme, the light pressure applied
at the front surface of the target, acts as the source of a strong, collisionless elec-
trostatic shock propagating towards the bulk of the plasma. Acceleration arises as
ions present in the bulk of the target are reflected from the shock front to twice the
shock velocity, in a similar fashion to acceleration scenarios thought to take place in
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astrophysical contexts. Results also obtained with a CO2 laser have been explained
with this mechanism, namely monoenergetic acceleration of protons up to 22 MeV
from the interaction with hydrogen gas jets at intensities in the 1016–1017 W cm2

regime [36].

Light Sail. Light Sail is the name currently used to define a different regime of
Radiation Pressure Acceleration where the irradiated target is thin enough that the
Hole boring process reaches the rear of the target before the end of the laser pulse
[8, 37–40]. In such a case, the laser pulse is able to further accelerate ions to higher
energies since the ions are not screened by a background plasma anymore. In an ideal
situation, the irradiated region of the target is detached and pushed forward under
the effect of the intense Radiation Pressure of the laser pulse, as sketched in Fig. 7.5.

An estimate of the dependence of the ion energy in this regime from the relevant
parameters can be obtained from simple considerations. Neglecting absorption, the
force applied by the Radiation pressure to an area A of the targets is given by

F = (1 + R)A
I

c

The momentum acquired by the initially stationary target will be equal to the
product of this force by the pulse duration τ, and the mass contained in the irradiated
area of the target is given bymini Ad = ρAd. Therefore one has that the final velocity
acquired by the target will be

ui = (1 + R)
1

ρd

I

c
τ

which gives the dependence

Ei ∼
(
I τ

ρd

)2

A few interesting considerations can be made on the basis of this expression:

e-Z+

Fig. 7.5 Schematic representation of Light Sail acceleration. Reflection of light at the target surface
causes a pressure on the electrons driving hole boring through the target. The target is thin enough
that the laser keeps driving the irradiated portion of the target after the hole boring front has reached
its rear
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(1) The scaling of ion energy with laser intensity is much faster than in HB (and
TNSA), which is promising for acceleration to high energy.

(2) Due to the product Iτ, the dependence is on fluence (Energy per area) rather
than on intensity only.

(3) There is an inverse dependence on the areal density η = ρd rather than on the
target density which points to the advantage of using as thin targets as possible,
provided that they are not so thin to be transparent to the radiation. An optimum
thickness emerges if one takes transparency into consideration, as shown in
[40].

The scheme has been widely investigated via numerical simulations, which, while
confirming the general features above, have highlighted a complex dynamics, in
which charge separation between the electron and ions is maintained by the pon-
deromotive force of the laser as the compressed electron ion layer becomes detached
from the target.

Figure 7.6 shows the implementation of such a scheme in 2D Particle in Cell
simulations. The sequential frames show ion density plots at different stage of the
process, indicating how a compressed ion layer is detached and pushed forward by
the radiation (the laser is still active in the last frame shown). The red curve in Fig. 7.7
is an ion energy spectrum from the same simulation, characterized by a spectral peak
at very high energies (>GeV). A quasi-monoenergetic spectrum arises as all ions in
the compressed layer share the same acceleration history (differently from TNSA
spectra, which are typically very broad and exhibit an exponential decay at the high
energy end).

For LS to be effective, it is essential that the radiation pressure is strong enough
to overcome detrimental effects related to electron heating, such as foil disassembly
under the thermal pressure of hot electrons, or debunching of the compressed foil,
and to dominate over TNSA.As discussed before, the use of circularly polarized light
can in principle reduce these effects, although some electron heating is unavoidable.

Recent work has, however, highlighted hybrid RPA-TNSA regimes using linearly
polarized pulses, where, under appropriate conditions, RPA features dominate the
ion spectra [41], and has investigated the more complex dynamics associated with
RPA of multispecies targets.

Fig. 7.6 Snapshots of 2DPIC simulations of Light Sail acceleration of protons from a thin hydrogen
target. The pulse intensity employed in the simulation was circularly polarised and had intensity ~5
1022 W/cm2 See [39] for further information
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Fig. 7.7 Energy spectra of
protons accelerated by Light
Sail in 2D PIC simulations.
The red curve is from the
simulation shown in Fig. 7.6.
The green profile refers to a
case in which the
acceleration process is
unstable (see [39])

Experiments employing ultrathin foils have recently started to show signatures of
RPA acceleration processes, namely effective acceleration of bulk species, a strong
polarization dependence and the emergence of spectral peaks (see, e.g., [42], report-
ing recent results from the GEMINI 40 fs laser system, at intensities of ~5 1020

W/cm2—see Fig. 7.8).
Features consistentwith hybridTNSA-RPAregimes havebeenobserved in experi-

ments employing ultrathin foils and sub-ps, PW-class laser pulses [43]. Record proton
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Fig. 7.8 Ion spectra from irradiation of ultrathin foils on theGEMINI laser (from [42]) (a) Example
Thomson parabola traces for circularly (CP) and linearly (LP) polarised laser pulses irradiating 10-
nm amorphous carbon targets. The corresponding CP (red) and LP (black) proton (b) and C6 spectra
(c) are also shown. The noise level is also plotted
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Fig. 7.9 Measurements of proton beam spectrum and direction for thin CH foils irradiated by the
VULCAN PW laser (from [44]). a Example proton energy spectra, for given foil thickness, �. The
highest proton energies are observed for 75–90 nm thick targets, where the laser pulse undergoes
relativistically induced transparency near the peak of the pulse. b Measured angle of the centre of
the proton beam, θ , with respect to the laser axis (in the plane of the incident laser beam), as a
function of energy, for � = 75 nm (red) and 1.5 μm (blue). An example PIC simulation result for
� = 75 nm (red curve) is included for comparison. The dashed lines mark the target normal and
laser axis, for ease of reference

energies (approaching 100 MeV) have been recently reported in an experiment car-
ried out on VULCAN in which a hybrid TNSA-RPA regime was optimized and
enhanced by relativistic transparency processes (see next section and Fig. 7.9) [44].

7.3.2 Relativistic Transparency Regimes

Acceleration regimes in which the target becomes relativistically transparent to the
laser pulse are also of interest, and have been explored in a number of experiments
[45–48]. In these investigations the target areal density is chosen so that the target is
quickly heated by the laser pulse, and the density decreases below the relativistically
corrected critical density near the peak of the pulse. In this regime the interaction
leads to volumetric heating of the target electrons, and to a consequent enhancement
of the field accelerating the ions. In the Break Out Afterburner scenario proposed by
the Los Alamos group [49], non-linear processes lead to growth of electromagnetic
instabilities, which further enhances energy coupling into the ions.

Experimental spectra obtained in this regime are generally broadband, with par-
ticle numbers decreasing to a high energy plateau and show efficient acceleration of
the bulk components of the target. The mechanisms of this interaction regime are
rather complex, and a number of recent investigations have been devoted to the elec-
tron and ion dynamics during the interaction, as well as their dependence on laser
polarization [48, 50]. Under appropriate conditions, occurrence of transparency near
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the peak of the laser pulse can lead to an enhancement of the energy of the accelerated
ions (e.g. as in [44]), as well as to distinctive angular emission patterns [50, 51].

7.4 Applications of Laser-Driven Ions

In the following section some of the main applications of laser-driven ion beams
will be briefly reviewed. We will discuss some applications which can already be
implemented with current beam parameters (proton radiography, warm dense matter
generation, pulsed radiobiology, neutron beam production) as well as more spec-
ulative applications, which require an uplift in performance of laser-accelerators
(Fast Ignition of Thermonuclear Fusion and particle therapy of cancer), and may be
facilitated by the next generation of ultra-intense laser systems.

7.4.1 Proton Radiography/Deflectometry

The unique properties of protons from high intensity laser-matter interactions, par-
ticularly in terms of spatial quality and temporal duration, have opened up a totally
new area of application of proton probing/proton radiography. Several experiments
have been carried out in which laser-driven proton beams have been employed as
a backlighter for static and dynamic target assemblies, typically a secondary target
irradiated by a separate laser pulse. In light of the high laminarity of laser-driven
proton beams, the protons emitted from a laser-irradiated foil can be thought of as
emitted from a virtual, point-like source located in front of the target [52]. A point-
projection imaging scheme is therefore automatically achieved with magnification
set by the geometrical distances at play. Density variations in the target probed can be
detected via modifications of the proton beam density cross section, caused by dif-
ferential stopping of the ions, or by scattering. Similarly, electric or magnetic fields
in the sample region can be revealed by the proton deflection and the associated
modifications in the proton density pattern.

Backlighting with laser-driven protons has intrinsically high spatial resolution,
which, for negligible scattering in the sample investigated, is determined by the
size d of the virtual proton source and the width δs of the point spread function of
the detector, offering the possibility of resolving details with spatial dimensions of
a few μm. However, resolution degradation due to multiple scattering affects this
technique when the sample probed is not very thin, effectively increasing the size of
the backlighting proton source. Multilayer detector arrangements employing RCFs
or CR39 layers offer the possibility of energy-resolved measurements despite the
beam’s broad energy spectrum. Energy dispersion provides the technique with an
intrinsic multi-frame capability. In fact, since the sample to be probed is situated at
a finite distance from the source, protons with different energies reach it at different
times. As the detector performs spectral selection, each RCF layer contains, in first
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approximation, information pertaining to a particular time [53]. Depending on the
experimental conditions, 2-D frames spanning up to 100 ps can be obtained in a
single shot. The ultimate limit of the temporal resolution is given by the duration
of the proton burst τ at the source, which is of the order of the laser pulse duration.
However other effects are also important: the finite energy resolution of the detector
layers and the finite transit time of the protons through the region where the fields
are present normally limit the resolution to a few ps.

Several radiographic applications of laser-produced protons have been reported
to date.

Density diagnosis via proton radiography has potential application in Inertial
Confinement fusion. A preliminary test studying the compression of empty CH shells
under multi-beam isotropic irradiation at the moderate irradiance of 1013 W/cm2

was carried out at the Rutherford Appleton Laboratory, where radiographs of the
target at various stages of compression were obtained [54]. Experiments aiming to
use protons as a shock diagnostic in laser-irradiated dense targets have also been
carried out [55], although the aforementioned scattering degradation effects have
limited these experiments to low-density foam targets at currently available proton
energies. Projection radiography of static objects (where high-resolution images are
imprinted on a suitable detector by either scattering or stopping processes) has also
been explored in a number of experiments, employing point projection [52, 56] or
contact radiography [57, 58] schemes.

The most successful applications to date of proton backlighting are related to
implementations of this technique aimed to detect electric and magnetic fields in
plasmas [53], via the deflections undergone by the protons. This has made possible
obtaining for the first time direct information on electric fields arising through a
number of laser-plasma interaction processes, and has provided a powerful tool for
magnetic field measurements. In this way novel and unique information has been
obtained on a broad range of plasma phenomena. The high temporal resolution is
here fundamental in allowing the detection of highly transient fields following short
pulse interactions.

Two main arrangements have been explored: in proton imaging (i.e. simple back-
lighting projection of the sample), the deflections cause local modulations in the
proton density np across the proton beam cross section, which, under simplified
assumptions, can yield line-averaged values of the fields [59]. In a proton deflectom-
etry arrangement, thinmeshes are inserted in the beam between the proton source and
the object as “markers” of the different parts of the proton beam cross section [60].
The meshes impress a modulation pattern in the beam before propagating through
the electric field configuration to be probed. The beam is in this way effectively
divided in a series of beamlets, and their deflection can be obtained directly from the
distortion of the impressed pattern.

A general analysis method, applicable to both arrangements, consists of using
particle tracing codes to follow the propagation of the protons through a given three-
dimensional field structure, which can be modified iteratively until the computa-
tional proton profile reproduces the experimental ones. State-of-the-art tracers allow
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Fig. 7.10. a Set-up of a proton radiography experiment investigating sheath expansion from the
rear of a laser irradiated target. b–g Typical proton imaging data at probing times −4, 0, 3, 7, 13,
and 25 ps, respectively, and h proton deflectometry data. The magnification was 30 in (b)–(d) and
15 in (e)–(h). The scales refer to the interaction target plane. From [61]

realistic simulations including experimental proton spectrum and emission geometry,
as well as detector response.

Data obtained with this technique are shown in Fig. 7.10. In this case, the pro-
tons are used to probe the rear of a foil following ultraintense irradiation of the
front of the foil (the foil is curved to allow access to the region near the target sur-
face where the fields are more intense) [61]. The probe proton pattern is modified
by the fields appearing at the target rear as a consequence of the interaction, and
the technique effectively allows spatially and temporally resolved mapping of the
electrostatic fields associated to TNSA acceleration of protons from the foil. The
data confirmed the existence of a large short-lived (flash) field at the target surface
temporally coincident with the irradiation (~1011 V/m), and allowed following the
consequent expansion of the accelerated ion front, via detection of the field at the
front. Both the initial sheath field and the ion front show a characteristic bell shape.
The frames (b–g) are taken in a single shot and highlight clearly the capability of this
diagnostic to produce a “movie”made-up of discrete frames.Amodified arrangement
enabling detection of field fronts propagating at relativistic speeds was proposed by
Quinn et al. which has allowed resolving the propagation of an electric field pulse
along the surface of a laser irradiated target, with v ~ c [62].

Proton radiography is now a well-established diagnostic technique employed by
many groups worldwide, for the investigation of a broad range of plasma phenomena
(see [8] for a more extensive literature survey). Active areas of investigation using
radiography techniques with TNSA protons include the dynamics of large-scale
magnetic fields [63, 64], and the study of collisionless shock physics [65–67] of
astrophysical relevance.

7.4.2 Warm Dense Matter Studies

Laser-driven ions have also found application in a number of experiments aimed to
heat up solid density matter via isochoric heating, and create so-called Warm Dense
Matter (WDM) states (i.e. matter at 1–10 times solid density and temperatures up
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to 100 eV) [68] of broad relevance to material, geophysical and planetary studies.
The high-energy flux and short temporal duration of laser-generated proton beams
are crucial parameters for this class of applications. The creation of so-called Warm
DenseMatter (WDM) states can be achieved by several other means. However, when
studying fundamental properties of WDM, such as equation of state or opacity, it is
desirable to generate large volumes of uniformly heated material; ion beams, which
can heat the material in depth, are in principle better suited to this purpose than other
methods available, such as shock heating or x-ray or electron heating.

Heating of solid density material with ions can be achieved with accelerator-
based or electrical-pulsed ion sources. However, the relatively long durations of ion
pulses from these sources (1–10 ns) means that the materials undergo significant
hydrodynamic expansion already during the heating period. On the contrary, laser-
generated proton beams, emitted in ps bursts, provide a means of very rapid heating,
on a timescale shorter than the hydrodynamic timescale. By minimizing the distance
between the ion source and the sample to be heated, it is possible to limit the heating
time to 10 s of ps. The target then stays at near-solid density for 10–100 s ps before
significant expansion occur, and the WDM properties can be investigated within this
temporal window. (Fig. 7.11)

The first demonstration of laser-driven proton heating was obtained by Patel et al.
[25]. In this experiment a 10 J pulse from the 100 fs JanUSP laser at LLNL was
focused onto an Al foil producing a 100–200 mJ proton beam. A second 10 μm
thick Al foil was placed in the path of the proton beam a distance of 250 μm from
the first. Target heating was monitored via time-resolved rear surface emission, pro-
viding a measurement of the initial temperature of the heated Al (~4 eV). A focused
proton beam, produced from a spherically-shaped target, was seen to heat a smaller
region to a significantly higher temperature, approximately 23 eV. Subsequent exper-
iments have mostly foregone ballistic focusing, easing set-up constraints and placing
the emphasis on the characterization of the heated sample. In these experiments, a
naturally diverging laser-driven proton beam is employed to heat a secondary target
placed very close (typically hundreds of microns) to the ion source. The properties
of the Warm Dense Matter so produced are then investigated with a number of diag-
nostics, either passive or in pump-probe configurations, combined to self-consistent
modeling of sample heating and expansion, which also requires a full characteriza-
tion of the proton beam parameters, down to the low energy end of the spectrum.
In particular, pump-probe arrangements have led to totally novel information on the
transition phase between cold solid and plasmas in isochorically heated targets, as
observed for example in [69–71].

The short burst duration of laser-driven protons has also been recently exploited in
investigations of the transient dynamics of proton-irradiated samples, by observing
variations in the optical opacity of transparent materials on ps timescales [72, 73].
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Fig. 7.11. Proton heating data from [25]. a Experimental setup for flat and focusing target geome-
tries. Each target consisted of a flat or hemispherical 10μm thickAl target irradiated by the laser, and
a flat 10 μm thick Al foil to be heated by the protons. b Corresponding streak camera images show-
ing space- and time-resolved thermal emission at 570 nm from the rear side of the proton-heated
foil. The streak camera images an 800 μm spatial region with a 1 ns temporal window

7.4.3 Radiobiology

Several groups have initiated experimental activities in which laser-driven proton
beams have been used to irradiate cellular samples, in order to investigate the bio-
logical response of the cells to the protons. This work has been motivated by the
proposed future use of laser-driven ions in cancer therapy (see below) but also by
the possibility of accessing unexplored regimes of radiobiology at ultra-high dose
rate, thanks to the ultrashort duration of the ion bursts. In a typical arrangement,
doses of up to a few Gy can be delivered to the cells in short bursts of ∼ns dura-
tion. In some experiments [74, 75] the dose is fractionated and the average dose
rate is comparable to the one used in irradiations with conventional RF accelerators
(∼0.1Gy s−1). In single-shot irradiations, on-cell dose rates of the order of 109 Gy s−1

have been estimated [76–78]. In view of this enormous difference in dose rate, and of
its possible effects on the cell response, experiments have initially focused on assess-
ing the biological effect of laser-driven ions with respect to conventionally acceler-
ated ion beams and other reference radiation. To this aim, the Relative Biological
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Effectiveness (RBE), defined as the ratio DX /Dp where Dx is a reference dose of a
standard radiation source (usually X-rays) andDp is the laser accelerated proton dose
producing the same biological effect, has been measured in several experiments [74,
76, 77, 79], which have all shown results broadly in line with results obtained at con-
ventional dose rates. These experiments have employed traditional cellular assays,
assessing the damage inflicted to the cells’ DNA or the fraction of cells surviving the
irradiation. More recently, experiments investigating sublethal effects of laser-driven
protons [80, 81] (i.e. long-term effects on cells irradiated at low levels of dose) have
reported indications of a less negative impact of laser of laser-driven protons on the
cells compared to irradiations with conventional proton beams at lower dose rate.
This is encouraging for possible future therapeutic use of laser-driven protons as, in
a clinical context, would translate in lower damage to healthy cells traversed by the
ions on their way to a tumour (as recently observed, for example, in short pulse elec-
tron (FLASH) irradiations) [82]. For a more detailed discussion of the radiobiology
experiments carried out so far, we refer the reader to [83].

7.4.4 Cancer Therapy

Protons or carbon ions are used in ~70 centres worldwide to treat cancer [84]. The
use of ion beams in cancer radiotherapy exploits the advantageous energy deposition
properties of ions as compared to more commonly used X-rays, allowing for a better
localization of the dose to the target tumor and a reduction of harmful effects to the
healthy tissues surrounding it [85]. The proton energy window of therapeutic interest
ranges between 60 and 250MeV, depending on the location of the tumor (the required
Carbon ion range extends up to 350MeV/nucleon).Most of the facilities use protons,
with a minor number using carbon ions which are more effective for radioresistant
and hypoxic tumors [86].

The potential use of laser-driven protons for future cancer therapy was originally
proposed in a number of papers, which argued potential advantages in compactness
and cost compared to conventional systems based on RF accelerators [87–89]. While
these arguments need to be reassessed in view of the recent progress in compact pro-
ton therapy systems, interest in a possible laser-driven approach remains significant,
with a number of projects currently active which aim to explore and develop the
potential of laser-driven ion sources towards cancer therapy applications (e.g. see a
review in [90]).

It is recognized that there are significant challenges ahead before laser-driven ion
beams capable of meeting therapeutic specifications, both in terms of energy, repe-
tition rate and general reliability, may become available. However, several authors
have started to consider how a laser-driven treatment could be delivered, for exam-
ple designing reduced size magnetic delivery systems (gantries) [91] or developing
treatment plans tailored to the characteristics of TNSA beams [92, 93]. Another
significant development in this area is the future availability of laser-driven proton
beamlines with controlled output parameters, which will allow significant progress
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in preclinical work (e.g. see [94]). For a more extensive assessment of the prospects
and interest of laser-driven ions towards cancer therapy, we refer the reader to [95].

7.4.5 Neutron Generation

The interaction of laser-driven high-energy ions with secondary targets can intiate
nuclear reactions of various type, presenting the opportunity of carrying out nuclear
physics experiments in laser laboratories rather than in accelerator facilities [96, 97],
and to apply the products of the reaction processes in several areas. In particular,
nuclear reactions driven by laser-accelerated proton or deuteron beams are of inter-
est for the production of beams of high energy neutrons, which can be initiated by
directing the ion beam onto a secondary target, i.e. in a “pitcher-catcher” configura-
tion. A number of experiments employing laser-accelerated protons and deuterons
has reported the acceleration of beams of fast neutrons (with energies from MeV
to 10 s of MeV) [98–102], which typically display a clear directionality/anisotropy
along the propagation axis of the ion beam.

Laser-driven neutron sources have potential advantages over conventional reactor-
or accelerator-based sources in term of cost, compactness, and short duration for
applications such as neutron resonance spectroscopy, fast neutron radiography and
material testing [103]. Recently, the moderation of MeV laser-produced neutrons to
epithermal energies (eV–100 keV) has been demonstrated [104], which can in prin-
ciple open up a broader range of applications in neutron science, provided sufficient
neutron fluxes can be obtained on next generation laser-systems.

7.4.6 Proton Fast Ignition

The use of laser-driven ions as a trigger to start ignition in a compressed fusion fuel
pellet was first proposed by Roth et al. [105], as an alternative to the electron-driven
Fast Ignitor concept [106]. The concept proposed in [105] envisaged coupling laser-
driven protons to the interior of an indirect drive assembly and taking advantage of
the energy deposition profile of the protons, their short duration and their focusability.
Detailed analysis of this scheme has been carried out, e.g. in [107, 108], using the
parameters of TNSA ions. The problem to overcome in this approach is not the
required energy of the protons, which is in the 10–20 MeV range, but the very high
number of particle required to heat the hot spot (which translates in laser pulses
energies up to ~100 kJ, considering reported laser-to-proton conversion efficiencies
[108]). More recent work has considered ignition using RPA accelerated carbon ions
or ions accelerated ponderomotively via Hole Boring acceleration. A recent survey
of the relative merit and requirements of these approaches is provided in [109].
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Chapter 8
Ultrafast Plasma Imaging

Malte C. Kaluza

Abstract This paper gives an overview of high-resolution diagnostic techniques,
which can be used for ultrafast plasma imaging. Various effects in the plasma are
exploited to realize diagnostics sensitive to density distributions (via interferometry)
or small-scale internal plasma structures (shadowgraphy). Furthermore, magnetic
field distributions, which are linked to the formation of a relativistic particle pulse,
can be detected using polarimetry. After a short description of these effects possible
experimental configurations are discussed and exemplary experimental results are
presented, which highlight the great potential of such diagnostics for giving us high-
resolution insights into laser-based particle accelerators.

8.1 Introduction

The acceleration of electrons and ions from relativistic plasmas generated by high-
intensity laser pulses has attracted considerable attention over the last decades [13,
16, 22, 24]. Due to significant advances in high-power laser technology over the last
couple of years, multi-100 Terawatt (TW) and Petawatt (PW) laser systems are now
available in a growing number of laboratories all over the world, clearly in national
research institutions but more and more also at universities. Focusing pulses from
such laser systems on different types of targets ranging from low-density gas jets
[30] or gas cells over liquid [35] and cryogenically cooled targets [9, 14] to solid foil
or bulk targets generates transient plasmas in which electric field distributions with
peak amplitudes of several 100GV/m to 1TV/m and more can be generated [32,
34] and further used to accelerate charged particles. The growing interest in particle
accelerators driven by such high-power laser systems is also due to the fact that some
of the parameters of the generated particle pulses are not only compatible but some-
times even superior to the parameters of particle pulses generated from large-scale
conventional accelerators. Here, particle pulse parameters such as the pulse duration
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(electron pulses can have durations as short as a few femtoseconds [6, 11, 21]) or the
emittance or brilliance of the pulses (electron pulses: [5] ion pulses: [10]) are not or
only under extreme precautions achievable with conventional particle accelerators.
Another advantage of laser-driven particle accelerators comes from the availability
of the afore mentioned electric field amplitudes in the plasma, reaching values up to
1TV/m. Such field strengths, which cannot be generated in conventional accelera-
tors due to ionization-induced material break-down in the accelerator structure, bear
the potential of significantly reducing the acceleration length and hence the physi-
cal size of the accelerator. In fact, the current record of 7.8GeV electron energies
was achieved by accelerating the electrons over a distance of 20cm only [15]. It is
due to these advantages of laser-driven particle accelerators that they are envisaged
as a potential future alternative to conventional particle accelerators with a number
of different applications such as secondary radiation sources [27], material radio-
graphy, probes for ultra-fast, transient phenomena [4], materials research, inertial
confinement fusion [26], medical applications [23] or as frontends for conventional
accelerators [7, 8]

There are, however, a few challenges that currently still prevent such laser-driven
plasma accelerators from becoming ready-to-use particle sources with broad appli-
cability, e.g. in industry or medicine. Among these are the still limited peak energy,
which becomes crucial e.g. when discussing the application of laser-driven ion beams
in radiation therapy. Here, proton energies of 200–250MeV would be necessary to
reach and destroy deep-sited tumors located inside the human body. Even more
severe, however, is the lack of controllability and shot-to-shot stability of the particle
pulses, which are generated from subsequent, newly formed laser-generated plasmas.
Since the parameters of the particle pulses strongly depend on the conditions of the
plasma as the acceleration medium, a high degree of control over the parameters of
these plasmas appears as a natural precondition to produce reproducible and stable
particle bunches. Before having the chance to control this plasma, however, the diag-
nosis of the relevant plasma parameters, which are dominating the particle pulses’
parameters appears as a natural first step. Keeping in mind that the laser-generated
plasma rapidly evolves on length- and time-scales determined by the driving laser
pulse, i.e. on few-fs time and few-µm length scales, it seems obvious that the diag-
nostics of the plasma need to have the potential to resolve the physical quantities and
plasma parameters on these length and time scales too.

While there is a plethora of plasma diagnostics which canmeasure virtually all the
relevant parameters of the plasma, such as temperature, density, electric- ormagnetic-
field distributions in a quasi-static manner, therefore mostly integrating over the
whole interaction time, the availability of diagnostic methods having the potential
of few-fs resolution is still rather limited [12]. Here, diagnostic techniques based
on ultra-short electromagnetic pulses as so-called probe pulses have the potential to
resolve also the fastest plasma dynamics. Usually, these probe pulses are split off of
the main, driving laser pulse (also called the pump pulse), which leads to an intrinsic,
almost perfect synchronization between pump and probe pulses. However, it is not
straight-forward to detect all relevant plasma parameters, such as temperature or
electric or magnetic field distributions using such pulses, since the sensitivity of the
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probe pulses to the different plasma parameters often also depends on the probe’s
wave length.

In this paper, we will review ultra-fast plasma imaging techniques based on the
application of ultra-short probe pulses and experimental results from the application
of such pulses in various scenarios for particle acceleration. While in Sect. 8.2, we
will describe basic considerations and introduce effects which are underlying these
diagnostics, Sect. 8.3 will describe possibilities to generate an optical probe pulse,
which is necessary for realizing such diagnostics. Section8.4will then concentrate on
possible implementations of such diagnostics and Sect. 8.5 will present a few exem-
plary experiments in which these diagnostics have been used in particle acceleration
scenarios.

8.2 Physical Effects Relevant for Ultrafast Plasma Imaging

As discussed in the introduction, laser-driven plasma accelerators have intrinsic
length and time scales on the μm- and fs-level, respectively. For a diagnostic, which
needs to be able to resolve both scales at the same time, the application of ultra-
short electromagnetic probe pulses seems a natural choice. Despite the spatial and
temporal resolutions achievable with such pulses, in particular in combination with
high-resolution imaging systems (which—in the case of visible ormid-infrared probe
pulses—can reach a spatial resolution close to the wavelength of the applied probe
radiation), it still needs to be discussed, which parameters and properties of the
plasma can indeed be investigated when using electromagnetic radiation.

8.2.1 The Plasma’s Refractive Index

First, let us consider an electromagnetic probe wave (with angular frequency ωpr

and wave vector kpr), which is propagating through a plasma of density ne or—if
the plasma density’s spatial and temporal variation need to be taken into account—
ne(r, t). Here, we have assumed that the plasma’s natural frequency, the so-called
plasma frequency

ωpl =
√

nee2

ε0me
, (8.1)

is smaller than the probe’s angular frequency, i.e. ωpl < ωpr, i.e. the plasma is called
underdense. In an overdense plasmawithωpl > ωpr the probe pulse would not be able
to propagate.1 Due to the oscillation of the plasma electrons, which were induced

1Note that the local plasma frequencymay become space and time dependent through the respective
variation of ne. Furthermore, once the plasma electrons start to move with relativistic speeds, e.g.
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by the oscillating electric field of the probe pulse in the first place, these plasma
electrons reemit radiation at the same frequency (like a forced oscillator). Depending
on the ratio of the frequencies between the external oscillation (in our case the probe
frequency ωpr) and the resonance frequency of the oscillator (in our case the plasma
frequency ωpl), a phase shift between initial and induced oscillation occurs, which
leads to a resulting wave superpositioned by both oscillations (which have the same
frequencies) but with a slightly modified propagation speed of the oscillations, i.e. a
slightly changed phase velocity. This phase velocity can be described by the refractive
index η of the plasma with

η =
√√√√1 − ω2

pl

ω2
pr

=
√
1 − ne

ncr
< 1. (8.2)

For the second expression, we have introduced the critical plasma density ncr =
ω2
prε0me/e2 for the probe pulse’s wave length or frequency, i.e. the plasma density

up towhich the probe pulse can still propagate in the plasma before the latter becomes
overdense for the probe light. With the plasma’s refractive index the phase velocity is
given by vΦ = c/η > c. In addition, the probe pulse’s group velocity can be written
as vgr = c · η < c. This relation between plasma density and probe pulse’s phase
velocity can be exploited, when the phase Φ accumulated by the probe wave propa-
gating along a path with length L in x−direction through a plasma of density ne(x)
is compared to the case that the same wave would have propagated through vacuum
(where the refractive index ηvac = 1). The difference between these two phases,ΔΦ,
is then given by

ΔΦ = 2π

kpr

∫
L

[ηvac − η(x)] dx = 2π

kpr

∫
L

[
1 − √

1 − ne(x)/ncr
]
dx (8.3)

≈ π

kprncr

∫
L

ne(x)dx . (8.4)

Note that the last approximation is valid for a strongly underdense plasma, i.e. for
ne(x)/ncr � 1. This phase difference between a probe wave propagating through a
plasma and a wave going through vacuum can be measured using an interferometer,
as it will be discussed in the next section.

Exploiting this effect, we are able to measure the electron density distribution in
the plasma. Note, however, that the phase shiftΔΦ is generated by a line integration,
i.e. the probe wave accumulates the measureable phase shift along its entire path
through the plasma. When one is interested in the spatially resolved electron density
distribution (i.e. ne(r)), certain assumptions about the symmetry of the plasmahave to

through the interaction with a high-intensity laser pulse, relativistic corrections to the electron mass
need to be taken into account, too.
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be made that the density can be derived using an Abel inversion. If this is not possible
(or if the degree of symmetry is unknown or needs to be checked) holographic
methods have to be employed [1, 20].

8.2.2 Effects Sensitive to Magnetic Fields

Furthermore, since particle accelerators rely on electric and magnetic fields which
accelerate the charged particles in the first place, the ability tomeasure electric and/or
magnetic fields is also an important aspect. However, an electromagnetic probe pulse
(as introduced above) propagating in vacuum will not directly be sensitive to electric
ormagnetic field distributionsB(r, t). This is in contrast to pulses of charged particles
(e.g. electron or proton pulses moving with a velocity v), which are deflected due to
the Lorentz-force F(r, t) = e · (E + v × B) acting on a single proton or electron of
charge qp = +e and qe = −e, respectively, in this beam. However, electro-magnetic
pulses are susceptible, e.g. to magnetic field distributions, if these fields are present
in a plasma of electron density ne(r, t).2 In this case, the Faraday effect or the
Cotton-Mouton effect may play a role, depending on the orientation of the magnetic
field lines and the direction (and polarization) of the probe pulse. For the case of a
parallel orientation of the magnetic fields and the probe pulse’s propagation direction
(which is parallel to kpr), the response of the plasma electrons to the oscillating
probe fields changes when compared to the case without magnetic fields. Since
their forced oscillation leads to a motion perpendicular to the magnetic field, the
induced Lorentz force alters their oscillation motion and—as a consequence—also
the emitted radiation. In this case it is more intuitive to describe the initially linearly
polarized probe light as the superposition of two circularly polarized waves. Here,
one of them has the same sense of rotation as the electrons which—in the case they
were free—would be carrying out cyclotron revolutions with the Larmor frequency
ωL = eB/me. Due to this break of symmetry it is obvious that the two circularly
polarized components are affected differently by the magnetized plasma. In fact, one
of themmoveswith a slightly higher phase velocity than the other, which then leads to
a continuous increase of the delay between the two circularly polarized components,
when the light keeps propagating through the magnetized plasma. This increase in
delay, however, is nothing but a continuous rotation of the plane of polarization of
the probe beam, once we look at the linear oscillation again. This effect causing the
polarization rotation is called the Faraday effect, and the rotation angle φrot in the
plasma can be calculated by

φrot = e

2mec

∫
L

ne(r)
ncr

B(r) · kpr

kpr
ds, (8.5)

2Note that the Faraday-effect also occurs in transparent media, which have a non-vanishing Verdet-
constant.
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where the integration again has to be carried out along the whole path of length L of
the probe pulse through the plasma [33]. Once one is able to detect this change of the
plane of polarization of the probe light, one is sensitive to detecting signatures of a
magnetic field in the plasma. When the plasma density is measured simultaneously
(e.g. by using interferometry), one can also deduce the spatial distribution of the
magnetic field strength.

8.3 Generation of Synchronized Electromagnetic Probe
Pulses

As it has been discussed in the previous sections, it is of great importance for laser-
driven, plasma-based particle accelerators to have high-resolution diagnostics avail-
able for probing the evolution of the plasma and for measuring its parameters in a
spatially and temporally resolved manner. For the latter point, it is of further impor-
tance to ensure the possibility to probe the status of the plasma at afixed timeduring its
evolution. Here, the use of probe pulses temporally synchronized to the driver pulse
is essential. This can be ensured when the probe pulse is generated out of the main
pulse, e.g. by using a partially transmissive mirror in the beam line [17] (cf. Fig. 8.1)
or by using a pick-up mirror or a hole in a beam-line mirror.3 If it is desired that the
diagnostic has a temporal resolution better than the driver pulse’s time scale (e.g. to
be able to resolve processes occurring already during the driver pulses duration), it is
not sufficient to simply use a split-off fraction of the main pulse (which would then
lead to a time resolution similar to the driver pulse). Here, it is necessary to reduce
the pulse duration, which can be accomplished by first broadening the probe pulse’s
spectrum e.g. via self-phase modulation in a gas-filled hollow core fibre and then
recompressing this pulse, e.g. using chirped mirrors. This principle, as it is e.g. used
at the JETI laser facility at IOQ and HI-Jena is shown in Fig. 8.1. In this example, the
probe pulse can have a duration as short as (5.9 ± 0.4) fs [29] or—after optimizing
the spectral broadening of 2.8 fs [2], which is significantly shorter than the driver
pulse’s duration of 32 fs. Using such a probe pulse allows e.g. for taking shadow-
graphic snapshots of the plasma wave’s evolution in a laser wakefield accelerator
[28] where the probe’s pulse duration below the driver pulse duration is essential.
Furthermore, it is also possible to select a certain part of the ultra-broad spectrum
of the probe pulse, which is different from the driver pulse spectrum. Using such
a frequency shifted probe pulse light in combination with a well-adapted spectral
filter (which effectively blocks out all other frequency components) light scattered

3Note that both approaches have their pros and cons: Using a partially transmissive beam-linemirror
does not affect the driver beam profile, but the passage of the light through the mirror introduces
spectral dispersion, which needs to be compensated. This becomes more and more challenging
the broader the driver pulse’s spectrum is. This can be avoided by using a pick-up mirror in the
beam line (or by using a beam-line mirror with a small hole in the center). While this leads to an
undisturbed probe pulse, it, however, likely leads to diffraction effects, which may affect the driver
beam’s profile.
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Fig. 8.1 Exemplary setup to generate few-cycle probe pulses synchronized to the main driver pulse
[2]. Here, one of the mirrors in the driver pulse’s beam line (BS) is partially transmissive through
which a fraction of the beam is coupled out passing through a vacuum window (VW). This fraction
is then first recompressed to its shortest duration (still similar to the driver pulse’s duration) using
chirped mirrors before it is focused by a lens (L) into a gas-filled hollow core fiber (HCF), where its
spectrum is significantly broadened via self-phasemodulation. After that, the pulses are compressed
to their new Fourier-limited pulse duration using more reflexions off chirped mirrors. The duration
of the probe pulses can be measured e.g. with a carrier-envelope phase meter (CEPM, [2]) or with
an autocorrelator, before it is sent towards the target interaction chamber where it can diagnose the
plasma generated by the driver pulse

from the interaction region (dominantly at the driver pulse’s frequencies and har-
monics) can be suppressed efficiently. Such scattered light could otherwise be much
brighter than the probe light which would then outshine the probe light rendering
time-resolved probe imaging impossible.

8.4 Specific Setups for Ultra-Fast Plasma Diagnostics

8.4.1 Interferometry

As it was discussed in Sect. 8.2.1, the plasma density is related to the plasma’s refrac-
tive index η. Differences of the refractive index (e.g. when compared to vacuum) can
be measured with a technique called interferometry. Such an interferometer can e.g.
be set up in a Mach-Zehnder type geometry, as it is shown in Fig. 8.2. Here, a probe
beam is split into two replica using a first beam splitter. One of the replica is prop-
agating through the plasma (this is the signal arm), while the other part is covering
the same geometrical distance but along another path which is not going through the
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Fig. 8.2 Principle layout of a Mach-Zehnder type of interferometer. This image is reproduced
from https://www.wikipedia.com

plasma (this is the reference arm). The two pulses are then recombined using a second
beam splitter. The plasma can e.g. be imaged onto a CCD chip using a lens (or a more
complex imaging system), which is positioned behind the second beam splitter. Then
the two pulses will overlap and interfere on the camera. If no plasma is present and
the two beams are recombined under a small tilt angle, parallel interference fringes
will become visible in the image of the plasma. If, however, a plasma disturbs the
signal beam the additional phase experienced by some parts of the probe wave will
lead to a lateral bending of the interference fringes in the corresponding regions in
the image. Note that in this scheme it is crucial that the signal and the reference arms
have the same geometrical length—when neglecting the influence of the plasma—in
order to allow for the two recombined replica to interfere on the CCD. This becomes
all the more challenging the shorter the probe pulses are, since their longitudinal
coherence length is determined (and hence limited) by their pulse duration. When
using optical pulses with few-cycle duration for probing, the interference length is
of the order of a few μm only, and the length of the two interferometer arms has to
be aligned with an accuracy better than this.

Another, sometimes more elegant approach is to use a Nomarski-type interferom-
eter, which employs a Wollaston prism [3]. A principle sketch is shown in Fig. 8.3.
Here, the probe pulse does not need to be separated into two replica that have to
be recombined after the interaction using beam splitters, but the pulse is split into
two replica using a combination of two birefringent prisms, which are combined

https://www.wikipedia.com
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Fig. 8.3 Principle layout of a Nomarski-type interferometer using a Wollaston prism

in a so-called Wollaston prism. The two optical axes of the two prisms are aligned
perpendicular with respect to each other and also perpendicular to the probe’s direc-
tion of propagation. If the probe’s linear polarization is initially aligned under an
angle of 45◦ with respect to both optical axes, the probe pulse can be regarded as
a combination of two linearly polarized parts, in Fig. 8.3 parallel and perpendicular
to the plane of the drawing. When first entering the Wollaston prism, neither beam
is diffracted. However, the polarization of one of the parts is parallel, that of the
other one perpendicular to the optical axis in the first birefringent prism, i.e. one can
be described as an ordinary ray, while the other one is an extraordinary ray. When
entering the second prism, the ordinary ray becomes the extraordinary ray and vice
versa. Therefore, both beams (with different polarizations) are refracted differently
at this boundary, since one is passing from one medium with a smaller refractive
index to one with a higher one and vice versa. When exiting the rear surface of the
second prism, the two rays propagate in slightly different directions, which enclose
the angle α, which is specific for a specificWollaston prism. Assuming that a plasma
is imaged onto a CCD using an imaging system, which we again simplify by a single
imaging lens, then the initially collimated probe beam will be focused. Due to the
refraction of the rays in the Wollaston prism the focal spot F appears to be separated
into two virtual focal spots F ′ and F ′′, which are slightly separated in the lateral
direction. Note that the two rays have different, in particular perpendicular polariza-
tions. Once the angle β, which is related to the focusing of the collimated probe beam
by the imaging lens, is larger than the separation angle α, the two diverging beams
will always partially overlap. However, they will not interfere, since their polariza-
tions are still perpendicular. If an additional polarizer is placed in the path of the two
diverging beams and rotated by 45◦ with respect to both polarizations, the two beams
will afterwards have the same polarization and intensity and can therefore interfere
in the overlapping region. If the interaction region is placed in the one half of the
probe beam, while the other half is propagating through undisturbed regions (i.e.
vacuum), in the overlapping part of the two replica behind the Wollaston prism the
disturbed part is interfering with the undisturbed part, i.e. we obtain an interferogram
of the interaction region, which can then be analyzed to deduce the plasma density
distribution.
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8.4.2 Shadowgraphy

When one is not explicitly interested in the plasma density but in the plasma size and
internal structures (e.g. a plasma wave), it is often sufficient to take a simple image
of the plasma region only. Such an image is called a shadowgram, the associated
technique is called shadowgraphy. Here, we just want to briefly discuss the question,
why a plasma, which is only a phase object, can be seen in such an image. In an
underdense plasma, the absorption of the probe light can to first order be neglected,
i.e. it is not responsible for the formation of the image. However, the refractive index
of the plasma and in particular its spatial variation leads to differences of the optical
path length of different rays of the probe beam. Furthermore, if the refractive index
of the plasma varies on small spatial scales, the rays of the probe beam can also
experience diffraction. Therefore, the initially parallel probe rays will have been
deflected by the plasma distribution. However, when imaging this plasma with a
high-resolution objective, all rays which have been deflected should be collected
and re-focused to the image plane, i.e. one would not necessarily expect that the
image would show signatures of the plasma. However, since the depth of focus of
the imaging optic is usually quite small (in particular when a high spatial resolution
is desired), the probe rays will be deflected already before and also after the object
plane. As a consequence, the different rays will cause interference in the image
formed on the CCD chip (since the sources of the probe rays’ deflection are no longer
in the object plane). Therefore, even using a simple imaging system will allow us
to take images of the plasma with a clear intensity variations caused by the plasma,
which reflect size and—to some extent—the inner structure of the plasma. However,
a quantitative analysis of the observed features may become rather complex, since
there are no simple back-tracing algorithms from a certain image to a 3-dimensional
plasma structure. However, when using numerical simulations (e.g. 3-dimensional
particle-in-cell codes) it becomes possible to accurately model the formation of the
image of the interaction which then helps to deduce some quantitative information
about the plasma density distribution [19, 31].

8.4.3 Polarimetry

When onewants to employ the Faraday effect in a plasma in order to gain information
about magnetic field distributions (which—as we have seen above—may lead to
modifications of the probe pulse’s polarization for the correct orientation of magnetic
field lines and the probe pulse’s propagation direction), one needs to modify the
imaging setup (which has, e.g. been used to obtain shadowgrams before) in order
to be sensitive to small polarization changes. Since a charge-coupled device (CCD)
camera is usually sensitive to intensity variations but not to polarization changes,
one can in principle simply place a polarizer in front of the CCD camera to translate
the changes of the polarization into changes of the intensity on the CCD chip.
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Let us first assume that the probe pulse is linearly polarized (which can in practice
be realized by adding a high-quality polarized into the probe beam’s path before it
traverses the interaction) and that there is initially no interaction. If the probe pulse’s
intensity at a certain position (x0, y0) in the image plane is I0(x0, y0) and the polarizer
is rotated away from maximum extinction—i.e. from the direction perpendicular to
the orientation of the probe pulse’s E-field vector—by an angle of θpol1 then the
probe’s intensity Ipol1(x0, y0) transmitted through this polarizer is determined by
Malus’s law to

Ipol1(x0, y0) = I0(x0, y0)
[
1 − β1 sin

2(90◦ − θpol1)
]
, (8.6)

where β1 is the extinction ratio of this polarizer. If the probe’s plane of polarization
is furthermore rotated in the plasma due to the Faraday effect by an angle φrot, then
this additional angle needs to be included in this expression yielding

Ipol1(x0, y0) = I0(x0, y0)
[
1 − β1 sin

2(90◦ − θpol1 − φrot)
]
. (8.7)

By doing so, a shadowgraphic image (or a shadowgram) becomes a polarogram. If
the (initial) intensity distribution of the probe pulse in the plane, which is imaged by
the imaging system onto the CCD chip, is known, taking a single polarogram would
in principle be sufficient to extract the information about the polarization rotation.

In practice, however, the probe beam has a non-uniform intensity distribution,
which is further modified by refraction and diffraction of the probe pulse when
it traverses the plasma. Furthermore, since the imaging system produces a sharp
image of one image plane only, the regions in front of this plane and behind it also
contain plasma, which alters the probe pulse significantly due to interference. As a
result, a simple shadowgram (i.e. taken without a polarizer) may already show a large
variation of bright and dark regions. Furthermore, since the plasma is often subject to
non-linear evolutions, the modifications to the probe beam may significantly change
from shot to shot.

To eliminate intensity variations caused by the initial (in general non-uniform)
near-field intensity profile of the probe and of diffraction and refraction of the probe
rays in the plasma, two images of the same interaction region can be taken simul-
taneously using two different CCD cameras, each equipped with its own polarizer
(then set to the two angles θpol1 and θpol2) separated by a non-polarizing beam splitter.
Such a setup is schematically shown in Fig. 8.4. Here, intensity variations induced
by refraction and diffraction of the probe rays in the plasma appear in both images
and can be eliminated by a direct comparison of these two images. Furthermore, this
method does not suffer from shot-to-shot variations, since the two images can be
recorded on the same shot.
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Fig. 8.4 Sketch of an experimental setup to probe magnetic field distributions in a laser-generated
plasma using an initially linearly polarized probe pulse [18]. The probe pulse’s polarization is
modified by magnetic field distributions in the plasma via the Faraday effect. Imaging the same
region in the plasma on two CCD cameras by using a non-polarizing beam splitter but by equipping
each CCD camera with an individual polarizer (set to two different angles θpol1 and θpol2) makes
this technique sensitive to changes in the polarization (which are different in the two polarograms)
but insensitive to intensity variations in the probe pulse due to diffraction or refraction (which are
identical in the two polarograms). The inset in the lower left corner shows the principle of the
Faraday effect which is responsible for the polarization rotation in the plasma

8.5 Experimental Examples for Ultra-Fast Plasma Probing

In this section, we want to present a few examples, where the diagnostic techniques
that were introduced in the previous sections, have been used to gain deeper insight
into the interaction between the laser and the plasma. Please keep in mind that
this selection is by far not exhaustive. For a comprehensive review on diagnos-
tic techniques and their application, we refer e.g. to the review paper by Downer
et al. [12].

8.5.1 Measurement of the Plasma Density Using
Interferometry

Here, we show exemplary images from the interaction of two separate laser beams
with a thin plastic foil which was then transversely probed by a synchronized, fre-
quency doubled probe pulse. The two laser pulses initiating the interaction were (i) a
few-ns long, frequency-doubled laser pulse from a Nd:glass laser system delivering
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Fig. 8.5 Series of interferograms to measure the plasma density distribution of the interaction of
a high-intensity CPA main pulse (coming from the left) with a preplasma in front of a thin plastic
foil generated by a frequency-doubled, ns-long laser pulse with 10J energy (also coming from the
left). While in panel (a), there was no high-power laser pulse, i.e. only the preplasma is measured,
panels (b)–(f) show the interaction of the main pulse with this preplasma at different times during
the evolution, realized by varying the relative delay between the CPA main pulse and the probe
pulse

up to 10J energy into a focal spot of 200µm diameter which produced a preplasma
on the front surface of the plastic foil with a long scale length. Into this preplasma,
the second laser pulse (delivering up to 800mJ of energy in a duration of 150 fs) was
focused to a spot of a few μm in diameter. This second, high-power laser pulse gener-
ated a plasma channel in the preplasma, in which electrons were accelerated into the
foil. Using a synchronized, frequency doubled probe pulse (also of 150 fs duration
but at 395nm wave length) time-resolved snap shots of the channel formation in the
preplasma could be taken. By changing the delay between the high-intensity main
pulse and the synchronized probe pulse, a time-sequence of images could be taken
as it is shown in Fig. 8.5. Using a Wollaston prism interferometric images could be
taken to deduce the electron density. While panel (a) shows the preplasma alone (i.e.
without the high-intensity main pulse), the subsequent images show the formation
and later lateral expansion of the plasma channel for different times. Note that the
bright spot in the center of panels (b)–(f) is due to plasma emission at the second
harmonic of the high-intensity main pulse.

While such images can already give a qualitative idea about the preplasma extent
and—in this particular case—the evolution of the plasma channel in the preplasma
induced by the interaction with the CPAmain pulse, such interferograms can also be
used to deduce the preplasma density distribution quantitatively. This is particularly
easy to do in the case that the preplasma can be assumed to have cylindrical symmetry.
This is usually a valid assumption if the preplasma was generated by a laser pulse
irradiating a plane target under normal incidence—as it was the case for the ns-laser
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Fig. 8.6 Schematic sketch for the calculation of the (radially symmetric) plasmadensity distribution
in a transverse probing geometry when applying an Abel inversion

pulse which generated the preplasma in the images presented here.4 In this situation,
the axis of symmetry is the target normal going through the center of the focal spot
on the target front surface. One can use an Abel-transformation to deduce the plasma
density distribution, as it is schematically shown in Fig. 8.6. Here, the gray shaded
area schematically shows a cut through the preplasma in a plane parallel to the target
surface. The axis of symmetry of this distribution goes through the origin (O) of the
coordinate system. A single ray of the probe beam (which propagates from left to
right in this image) traverses the plasma distribution and acquires an optical phase as
dictated by the plasma’s refractive index. When compared to the case that a similar
raywould have propagated through vacuum (along a path of equal geometrical length
but without a plasma) a phase difference Δφ(y0) is aquired, which depends on the
lateral position y0 of the ray. This phase difference is related to the local refractive
index η(x, y0), which the ray experiences on its path through the plasma. When
assuming that the plasma’s refractive index η = 1 beyond the boundary with the
radius R from the origin, (or—in other words—the ray propagates through vacuum
beyond the radius R) the phase difference is

Δφ(y0) = 2π

λpr

x2∫
x1

[1 − η(x, y0)]dx, (8.8)

4One should note, however, that any deviations from this cylindrical symmetry cannot be resolved
with the simplest approach of an Avel inversion, which inherently assumes this symmetry. Such
asymmetries can—for example—be caused by a non-symmetric focus or—when using a gas jet for
producing an underdense plasma—a non-symmetric gas nozzle. For various applications, a non-
symmetric density distribution may even be advantageous. For more accurate results, which can
resolve also non-symmetric density disrtibutions, tomographic techniques would be required [1,
20].
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where x1 and x2 indicate the positions where the ray enters and exits the plasma
region, respectively. For a low density plasma with

η = √
1 − ne/ncr ≈ 1 − ne/2ncr, (8.9)

this expression—when used in (8.8)—leads to

Δφ(y0) ≈ π

ncrλpr

x2∫
x1

ne(x, y0)dx = 2π

ncrλpr

R∫
y0

ne(r)r√
r2 − y20

dr, (8.10)

where we have substituted the integration variable according to x =
√
r2 − y20

and dx = rdr/
√
r2 − y20 . Now the radially symmetric plasma density ne(r) can be

deduced via an Abel inversion to

ne(r) = −ncrλpr

π2

R∫
r

d

dy
Δφ(y) · dy√

y2 − r2
. (8.11)

When applying this method to an interferogram from the same sequence as shown
above the density distribution shown in Fig. 8.7 can be calculated. Here, the density
distribution from the area marked by the red boundary is shown in the right part of

Fig. 8.7 Analysis of an interferogram. The region indicated by the red box in (a) is analyzed and
yields an electron density distribution as shown in (b). The densities are given as fractions of the
critical density for the probe wavelength of λpr = 395nm
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the image and given in units of the critical density of the probe wavelength (here,
λpr = 395nm, i.e. ncr = 7.2 × 1021/cm3).

8.5.2 High-Resolution Shadowgrams of the Plasma Wave
in a Laser-Wakefield Accelerator

When a few-cycle probe pulse together with a high-resolution imaging system is used
for probing the interaction of a high-power laser pulse with an underdense plasma,
it may be possible to record the plasma wave, which is the central acceleration
structure in a laser-wakefield accelerator [25, 34]. An exemplary image is shown
in Fig. 8.8, where a plasma wave was driven by a pulse from the JETI laser at the
IOQ in Jena, Germany in a plasma with a density of 1.5 × 1019 cm−3 [29]. In this
image, the driving laser pulse is propagating from left to right and it has generated
a periodic structure of density oscillations in the background plasma (the so-called
plasma wave). The driving laser pulse is positioned at the longitudinal position of
0µm. In the first part of the plasma wave (i.e. in the oscillations directly following
the driving laser pulse), the shape of the individual plasma wave periods resembles a
horse-shoe, which is indicative of relativistic effects and the reduction of the plasma
density on the laser axis due to ponderomotive effects. Further behind, the plasma
wave periods evolve into a triangular shape which is indicative of transverse wave
breaking.

8.5.3 Measurements of Magnetic Field Structures
in a Laser-Wakefield Accelerator

In an experiment using the JETI-laser at IOQ in Jena, Germany, in which a laser-
wakefield acceleratorwas employed to produce quasi-monoenergetic electron pulses,
themagnetic field structure inside the plasmawasmeasured using a transverse optical

Fig. 8.8 Exemplary image of a laser-driven plasma wave, which was obtained by taking a shad-
owgraphic image using a few-cycle optical probe pulse and a high-resolution imaging system [29]
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Fig. 8.9 Two polarograms (shown in false colour) taken during the same laser shot but with polariz-
ers aligned differently (see text). While the strongly modulated structure is mostly due to diffraction
and refraction of the probe pulse on its passage through the plasma the regions in the center of the
images, where clear differences in colour (i.e. in intensity in the images) are visible

probe pulse (of 100 fs duration and at a wavelength of λpr = 800 nm) and employing
the Faraday effect [18]. In a setup, similar to the one described in Sect. 8.4.3, two
polarograms of the same interaction region in the plasma were taken on each laser
shot. The two polarizers were rotated in opposite direction from the orientation
of maximum extinction (here, θpol1 = +5.9◦ and θpol2 = −4.1◦). Two exemplary
images of the interaction are shown in Fig. 8.9. As it was described in Sect. 8.2.2,
the polarization of a probe pulse propagating through a magnetized plasma can be
altered by the Faraday effect. As it is described by the scalar product between the
local magnetic field B and the probe pulse’s propagation direction linked to kpr in
8.5, the rotation depends on the orientation of these two vectors. In particular, if one
of them reverses its orientation, the sense of rotation of the probe’s polarization will
reverse too. In a situation, where the probe pulse propagates perpendicular to the
direction of an electron current (as which an accelerated multi-MeV electron bunch
can be described), which is associated with azimuthal magnetic fields, the probe will
have an orientation parallel or anti-parallel to the B−field lines depending on if it is
passing the current below or above its axis. Therefore, the probe’s polarization will
be rotated either clockwise or counter-clockwise above and below the axis. If the two
polarizers are also rotated in opposite directions, the sensitivity of the measurement
will be improved. Regions of azimuthal magnetic fields will show up in the images
as pairs of bright(er) and dark(er) patches, which should be symmetrical to the laser
axis, which coincides with the propagation axis of the electron pulse (Fig. 8.10).

If the two polarograms shown in Fig. 8.9 are analyzed by carrying out a pixel-
by-pixel division of the intensities, i.e. Ipol1(x0, y0)/Ipol2(x0, y0), the intensity dis-
tribution I0(x0, y0) from (8.6), which contains all intensity variations of the probe
excluding magnetic field effects, can be eliminated. From this intensity ratio the
corresponding rotation angle φrot can be deduced numerically using the polarizer
angles θpol1 and θpol2 from the experiment. The region in the plasma, where clear
changes of the polarization angle are visible corresponds to regions of strong mag-
netic fields. A comparison with numerical simulations confirmed that these fields are
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Fig. 8.10 The pixel-by-pixel intensity ratio of the two polarograms shown in Fig. 8.9 can be trans-
lated into the Faraday-rotation angle using the polarizer angles from the experiment. The region
where clear rotation angles are visible corresponds to the magnetic field region caused by the MeV
electron pulse together with the magnetic fields from the plasma wave

indeed caused by the azimuthal magnetic fields associated with the MeV electron
pulse and the plasma wave. By changing the delay between pump and probe pulse
in this experiment, the formation of the magnetic field feature and—since this was
directly related to this—the injection and further acceleration of a relativistic electron
pulse was possible. In this experiment, the region showing the strongest magnetic
fields had a spatial extent of approximately 35µm× 55µm, which is much larger
than one would expect. This, however, could be explained by the limited spatial and
temporal resolution of the probing diagnostic available in this experiment. In fact,
the spatial resolution was limited to about 10µm in the transverse and 30µm in the
longitudinal direction. The latter value was also affected by the motion blur in the
image caused by the motion of the main pulse (and the plasma wave) perpendicular
to the propagation direction of the probe pulse.

8.6 Summary

This paper has given a short (and by far not exhaustive) overview of ultra-fast diag-
nostics which can be applied to laser-generated plasmas in the context of plasma-
based particle accelerators.When employing the various diagnostic techniques, these
measurements will be sensitive to various plasma quantities (e.g. density, magnetic
fields, etc.). If synchronized few-cycle probe pulses are used in combination with
high-resolution imaging setups, the plasma properties can be investigated in great
detail. In the future, such diagnostic techniques bear the potential to give us more
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detailed insights into the physics underlying laser-based particle accelerators, poten-
tially improving their performance, which is mandatory for the various envisioned
applications of this novel type of particle accelerators.
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Chapter 9
Particles Simulation Through Matter
in Medical Physics Using the Geant4
Toolkit: From Conventional
to Laser-Driven Hadrontherapy

G. A. P. Cirrone, G. Cuttone, L. Pandola, D. Margarone and G. Petringa

Abstract MonteCarlo simulation represents nowadaysoneof thepowerful approach
for the simulation of very complex environments like those typical ofmedical physics
where, in general, an accurate simulation of the involved radiation beams and of the
patients are required to fully reproduce a clinical case. It since from 1963, when
Berger introduced the condensed approach for the simulation of electron interac-
tion with matter grew being today one of the most important tools used to verify
the dose distribution in patients, design radiotherapy facility, study the radioiso-
topesproton/ion beams and their application (Berger. Monte Carlo calculation of the
penetration and diffusion of fast charged particles, vol. I. Academic Press, NewYork,
pp. 135–215, 1963 [1]),(Berger and Hubbell. XCOM: photon cross sections on a per-
sonal computer, Technical Report NBSIR 87–3597. National Institute of Standards
and Technology, Gaithersburg, MD, 1987. [2]). Monte Carlo is also often used to
evaluate important parameters related with the quality of a radiation treatment [3].
Evaluation of radiobiological damage from charged particles represents a complex
calculation where a simple analytical approach is not sufficient for a precise and
complete description of involved phenomena. In this work we will present, after a
brief introduction onMonte Carlo method, the use of the open-source Geant4 toolkit
for the simulation of a typical hadrontherapy passive beamline and how it can be
efficiently used to retrieve critical parameters like LET and RBE.
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9.1 Introduction

9.1.1 The Monte Carlo Approach

The Monte Carlo (MC) is a mathematical approach aiming to model nature through
direct simulation of the essential dynamics of a given system. In the framework
of physics processes studies, the Monte Carlo is used, for example, to model a
macroscopic system through the simulation of its microscopic components.

Based on the random numbers generation and belonging to the so-called family
of statistic and not-parametric methods, the term Monte Carlo was coined in 1947,
by the scientists J. Von Neumann and S. Ulam, at the starting age of computers [4, 5].
They in fact, associated the intrinsic stochastic nature of the approach with theMonte
Carlo city, being a roulette an almost perfect analogic random number generator.

In order to find a solution using the Monte Carlo three fundamental steps should
be accomplished [6, 7]:

1. The generation of a sequence a random numbers and the determination of the
input variable, depending on the chosen probability distribution;

2. The calculation of the output parameter;
3. The loop on previous points and comparison of the results in order to establish

the minimum value of the associated variance.

The randomness of the generated numbers is a key requirement for the reliability
of anyMonte Carlo result. The number sequence generated by a calculator is defined
to be pseudo-random because a pre-established relation between a sampled number
and the previous one exists [3]. The entire sequence depends on the first number of
the chain which is called seed.
A huge list of simulation codes, based on a Monte Carlo approach, have been devel-
oped and adopted in many application fields. Many of these have been specifically
developed and publicly distributed to permit the simulation of particles interaction
and propagation inside matter. Table9.1 shows some of the most widespread Monte
Carlo codes, the particles they are able to handle and the programming language
used for their development [8–10].

9.2 Monte Carlo Simulation in Medical Physics

The history of the Monte Carlo method applied to the medical physics field is tied
to the development of methods for the simulation of electron transport in complex
geometries and in the description of electromagnetic cascades. In the 1950, Robert
Wilson published the first papers describing the Monte Carlo method in the elec-
tron transport [11]. The growth of the use of linear electron accelerators (LINACs)
for radiotherapy also pushed-up the development of Monte Carlo methods for the
dose calculation. Since that time, the deployment in Monte Carlo radiation transport
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Table 9.1 List of the most widespread Monte Carlo codes used for particle tracking

Code name Particles handled Language

ETRAN/ITS Protons, Electrons Fortran

PHITS All particles Fortran

SHIELD-HIT All particles Fortran

MCNP Protons, Electrons, Neutrons Fortran

MCNPX All particles Fortran

EGS Photons, Electrons Fortran

PENELOPE Photons, Electrons Fortran

GEANT3 All particles Fortran

GEANT4 All particles C++

FLUKA All particles Fortran

PETRA Protons, Electrons, Neutrons C++

algorithms has had an important impact in different areas of radiation dosimetry. For
the experimental determination of absorbed dose, for example, several quantities
are difficult to estimate accurately without numerical models. Radiation dosimetry
detectors are in fact mostly constituted by several parts and different materials. In
this context, Monte Carlo simulations can solve the problem related to the change
in energy loss inside the materials [12]. Over the recent generations of radiation
dosimetry protocols, progress in Monte Carlo techniques has permitted an improve-
ment in accuracy in the determination of the absorbed dose. Nowadays, applications
of the Monte Carlo method in medical physics span almost all topics, including radi-
ation protection, diagnostic radiology, radiotherapy and nuclear medicine with an
increasing interest in new applications such as nanoparticles technique, Boron Neu-
tron Capture Therapy (BNCT), DNA damage and microdosimetry. Thanks to the
rapid development of computational power, Monte Carlo based treatment plannings
for radiation treatment are becoming feasible, too [13–15].

9.2.1 The Geant4 Simulation Toolkit

Geant4 (GEometry ANd Tracking) [16, 17] is one of the most widely used Monte
Carlo toolkits to study particles interaction and transport in the matter. It is currently
used in a large number of experiments and projects and in a variety of applica-
tion domains, including high energy physics, astrophysics and space science, med-
ical physics and radiation protection. The Geant4 diffusion is essentially due to its
advanced functionalities in the geometrical description and to a wide and well-tested
set of available physics models. The first product of the Geant family was released
in 1974 at CERN (Geneva, CH) in order to simulate the interaction of high energy
elementary particles with matter. It was limited to a restricted set of particles and
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simple detector geometry. In 1982 a new project started: its aim was to develop a
completely new toolkit written in Fortran [18, 19]: it was called Geant3 and discon-
tinued at the end of the nineties, even if many researcher still use it. It allowed to
simulate large experimental apparata and the transport of high energy beams. The
last member of the Geant4 family was born in 1998 when, after a first development
phase, an Object Oriented, reusable and easy to maintain C++ toolkit was released.
This new product was called Geant4.

Geant4 is currently developed by an international collaboration, constituted by
about one hundred members from Europe, US Asia and Australia that release a new
version of the code twice per year [20]. The public version of the Geant4 toolkit
consists of a collection of C++ libraries containing all tools that the user has to
include to develop his/her specific application. The object-oriented technology allows
the easy and reusable development of distinct classes that can be used to simulate
different aspects of a typical experiment: there are classes to construct the geometry,
to define the materials, to model the source, the physics processes and so on. The
public Geant4 distribution also contains a wide set of examples (divided in three
main categories) representing the ideal users’ starting point:

1. Basic examples: developed to illustrate the basic functionalities of the toolkit;
2. Extended examples: focused on many specific capabilities and domains on which

Geant4 can be used;
3. Advanced examples: each describing a full experimental apparatus

Over the last years, the code evolved to address many requirements by a wide
and growing community of Users and to encompass many physics applications and
technological evolutions. The possibility to exploit the modern CPU multithreads
has been, for example, recently introduced. Other different options for the future
developments of Geant4 are also explored: GPUs [21] and accelerated processors
offer, for example, great potentialities for speeding up intensive applications like
those common in physics. Moreover, massively parallel computing and vectorization
are being examined as a way to exploit available supercomputer capacity. In 2013
a new project was launched, named GeantV, to develop an all-particle transport
simulation package with the broad objective of developing a tool based on Geant4
but several times faster to be used on CPU accelerators. A first alpha version of
GeantV has been recently released [22].

9.2.2 Geant4 Use in Medical Physics

Thanks to its great flexibility and precision in terms of physics models, geometry and
transport parameters,Geant4 allows theUsers to simulate complex three-dimensional
geometries, possibly importing Computers Aided Design (CAD) and/or Digital
Imaging and COmmunications in Medicine (DICOM) images, routinely used in the
medical physics community [23, 24]. Coupled with these advanced geometry capa-
bilities, Geant4 offers several interesting features in terms of transport parameters,
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Table 9.2 List of medical
physics examples released
inside the Geant4 distribution

Advanced examples Extended examples

Brachytherapy Dicom

Cell_irrdiation dna

Human_Phantom FanoCavity_1

Medical_linac FanoCavity_2

IORT_Therapy ElectronScattering_1

Hadrontherapy ElectronScattering_2

GammaKnife GammaTherapy

specifically introduced for dosimetric and micro/nano dosimetry studies. A particle
can be transported until its kinetic energy goes down to approximately zero. Spe-
cific production thresholds of secondary particles (protons, electrons, positrons, and
gamma) can be defined in order to optimize the dose depositions and the overall sim-
ulation precision. Several examples focused on medical applications are included
in Geant4 distribution to guide the Users in the simulation of specific problems
from the conventional radiotherapy to the Hadrontherapy and nuclear medicine
applications (for diagnostic and therapy) and to the dosimetry at macro-, micro-
and nano scale level. The medical physics examples in Advanced and Extended
categories [25, 26] are listed in the Table9.2.

Geant4 is currently able to simulate and model biological effects of ionizing
radiation at the DNA scale [27, 28]. A tool extension, named Geant4-DNA and
included in the low-energy Electromagnetic (EM) package, contains discrete EM
physics models applicable to electrons, protons, neutral Hydrogen ions, Helium ions
and its charged states in liquid water (that are the main component of biological
media). This package is able to simulate all interactions step-by-step in order to
precisely reconstruct track structures of ionizing particles at nanometre scale, thus
allowing for a more precise understanding of damage at the DNA level [29].

9.3 Hadrontherapy: An Application for Clinical Passive
Proton/Ion Beam Lines Simulation

9.3.1 Main Characteristics

Among the Advanced Examples released with the Geant4 distribution, Hadronther-
apy was an application specifically developed for dosimetric and radiobiological
studies with protons and ions beams [30, 31]. The application has been realized
in the framework of a joint project between the INFN (Istituto Nazionale di Fisica
Nucleare) and the Geant4 collaboration. The main purpose of this project, started in
2003, was the development of an open source Monte Carlo application able to repro-
duce each element of the CATANA (Centro di AdroTerapia ed Applicazioni Nucle-
ari Avanzate) [32] beam line, the first Italian protontherapy facility dedicated to the
treatment ocular melanomas. At the end of 2004, the first version of Hadrontherapy
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was released. Over the past several years, the application has been improved in order
to get more flexibility and additional capabilities. Specific tools were added to per-
mit the collection of information on the energy spectra of primary and secondary
particles. The primary event generator has been optimized, with the introduction of a
new approach based on phase space, allowing to run fast simulations also in the case
of complex sources. Hadrontherapy also provides the possibility to activate physics
lists via simple macro commands. Recently, a set of classes specifically devoted to
the calculation of biological quantities: dose, averaged LET-dose, RBE, Survival
Fraction and biological dose has been introduced [33]. The geometrical module of
Hadrontherapy is divided in twomain independent blocks, described by two different
classes: a block is delegated the simulation of the beamlines geometry, the second is
reserved to the simulation of the voxelized detector immersed in a water box. The
detector is a specific volume (whose dimensions, position and material can be easily
changed by macro commands) permitting the scoring of several quantities of interest
such as deposited dose and particle fluences. Hadrontherapy allows the simulation of
three passive proton/ion beamlines, including all necessary transport elements: scat-
tering and modulation systems for spatial and energy distribution beam definition,
collimators, transmission detectors and detectors for dose distributionmeasurements.
In particular Hadrontherapy allows the precise simulation of three INFN beam lines:

• CATANA ocular proton therapy facility (INFN-LNS Catania, I);
• The Zero degree multidisciplinary facility (INFN-LNS Catania, I);
• TIFPA multidisciplinary beam line (INFN-TIFPA Trento, I) [34].

9.3.2 Reference Physics Lists

Since the release 10.0, Geant4 provides nine reference physics lists (classes contain-
ing a complete set of physics models and dedicated to specific applications) [35, 36].
Hadrontherapy provides three custom physics lists suggested for medical physics
applications (see Table9.3).

The electromagnetic interactions are simulated using the
G4EmStandardPhysics_option4 builder, which implements a condensed-
history algorithm based on the Bethe-Bloch energy loss formula [37]. This physics
constructor was designed for applications for which high accuracy of electrons,
hadrons and ion tracking is required. It includes the most accurate standard and
low-energy models and it is suggested for the simulations focused on medical
physics application. Hadronic interactions are reproduced with models implemented
in the QGSP_BIC and QGSP_BIC_HP constructor, in which Geant4 native pre-
equilibrium and de-excitation models are used as low energy stages of the Binary
Cascade model for protons, neutrons and ions [38]. The builder QGSP_BIC_HP
uses the addition data driven high precision neutron package (PartcleHP) to trans-
port neutrons and light charged particle below 20 MeV down to thermal energies.
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9.3.3 Primary Event Generator

The Hadrontherapy particle source module was planned to provide Users’ with two
choices: a standard random event primary generator and a phase space file, which
contains data related to the events (position, direction of propagation, kinetic energy
and particle type). The use of the phase space also allows to reduce the computing
time without affecting the results accuracy. The phase space approach permits to
divide the whole simulation into two steps. During the first step, the information of
all particles hitting a scoring plane are recorded in a file from which they are recalled
during the second step of the computation. This approach reduces the computing time
considerably because the same primary data can be used in different simulations.

9.4 The CATANA Beamline and Its Complete Simulation

9.4.1 Set-Up of the Beamline

CATANA (Centro di AdroTerapia ed Applicazioni Nucleari Avanzate) was the first
Italian protontherapy facility and in operation since 2002. The beamline is fully
simulated inside the Hadrontherapy Geant4 application (Fig. 9.1). A picture of the
real beam line is displayed in Fig. 9.2. Accelerated protons exit in air through a 50
µmkapton window. Range shifters and rangemodulators are positioned downstream
the scattering system. Two transmissionmonitor ionization chambers provide the on-
line control of the dose delivered to the patient. In order to monitor the beam stability
during the treatment, a micro strip ionisation chambers detector [39] is placed at the
end of the beamline. The beamline ends with a final (50cm long, 36mm in diameter)
brass collimator, defining the final emittance of the beam at patient location.

Fig. 9.1 The CATANA beamline geometry implemented inside Hadrontherapy application
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Fig. 9.2 Photo of the CATANA protontherapy beamline

9.4.2 Design of a Scattering System: The Role of Monte Carlo

Lateral and energy beam spread is obtained inCATANAby interposing static systems
(scattering foils, plasticmodulatorwheels) along the beampath.Different approaches
can be adopted to spread the accelerated beam laterally.

The simplest scattering system consists of a single scattering foil able to spread the
beam into a Gaussian-like profile [40]. A collimator then fixes the beam dimensions.
The scattering foil is generally made of high-Z materials (tantalum, gold, etc.) to
obtain the maximum scattering minimising the energy losses (Fig. 9.3).

The efficiency of this scattering system is very low: spreading is limited to small
fields of the order of millimeters [41]. A better efficiency can be achieved by using
a double-scattering system: the first scatterer spreads the beam that then reaches the
second scatterer. By inserting an occluding central stopper between the two scatterer
a wider uniformity in the lateral dose distribution can be easily achieved. A layout
of a double-scattering system is reported in Fig. 9.4.

The CATANA protontherapy facility [32] adopts such kind of system to obtain a
lateral dose profile in accordance with the clinical ocular melanoma treatment pre-
scriptions. Specifically, the double scattering system consists of two tantalum foils
of 15 µm and 25 µm, respectively. The brass central stopper is 4mm in diameter
and 7mm high. The first foil is located in the vacuum region of the beam transport
line, about 20cm upstream the in-air section, while the second is located in air, 15cm



196 G. A. P. Cirrone et al.

Fig. 9.3 Scattering system scheme based on a single scattering foil

Fig. 9.4 Scattering system layout based on a double scattering foil with a central stopper

beyond the 15 µm kapton window separating the vacuum from the air section. The
scattering system has been completely simulated and inserted into the Hadronther-
apy application. The comparison of the experimental results and simulated data is
reported in the Fig. 9.5.

9.4.3 Energy Modulation System

Energy modulation is achieved by means of PMMAmodulator wheels. A modulator
wheel is made of different steps of varying thickness able to reproduce pristine
peaks of different energies to finally achieve a Spread-Out Bragg Peak (SOBP)
[42]. Using analytical calculations based on the power-law approximation of the
proton stopping power, it is possible to describe the proton Bragg peaks and calculate
the optimal weights for a SOBP [43]. The Hadrontherapy application provides a
dedicated class for the simulation of the CATANA modulator wheels. Users can
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Fig. 9.5 Left: experimental lateral dose profile distribution (circles) of a 62 MeV proton beam and
the corresponding simulation dose (triangles). Right: second scatterer with its stopper of the system
installed at the CATANA facility

Fig. 9.6 Experimental and simulated Spread Out Bragg Peak obtained by using three different
modulator wheels

change the modulation region according to the different geometrical simulation of
the available wheels. An example of the available SOBPs that can be reproduced in
Hadrontherapy is reported in Fig. 9.6.

9.5 Monte Carlo for the Extimation of Radiobiological
Relevant Parameters

9.5.1 LET (Linear Energy Transfer) Calculation

Monte Carlo simulations offer a very powerful solution to obtain local energy spectra
in a given geometry making use of the information retrieved step-by-step along
particles track. Geant4 hence permits a precise calculation of the ratio between the
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total energy deposited and the total track lengths from all primary charged particles
interacting with a given material, this information begin necessary for a precise
and reliable estimation of the LET (Linear Energy Transfer) of the radiation in the
considered medium. Today many approaches to compute the LET using a Monte
Carlo code are available [44–47].

A completely new module, as respect what reported in [48], to compute the aver-
age dose-LET L̄ D and average track-LET L̄T has been recently included inside the
Hadrontherapy application. The new algorithms have been developed in order to
produce results independent from the simulation transport parameters such voxel
size, secondary particle threshold (production cuts) and step length.

Both algorithms (for dose-LET and track-LET calculation) make use of a method
implemented in the Geant4 kernel and belonging to the G4EmCalculator class; the
method converts the energy of charged particles to unrestricted LET, thus permitting
the calculation of averaged dose-LET weighted by the electronic energy loss εsn
using the formula:

L̄ D =
∑N

n=1

∑Sn
s=1 Lsn · εsn

∑Sn
s=1 Lsnεsn

(9.1)

L̄T =
∑N

n=1

∑Sn
s=1 Lsn · lsn

∑Sn
s=1 Lsnlsn

(9.2)

Figure9.7 shows the weighted dose-LET and track-LET derived using the (9.1)
and (9.2) calculated by considering the contribute of the primary particles only (dash
and dotted-dash curves) and the concurrent effect of the complex spectrum of the

Fig. 9.7 Weighted dose and track-LET for a 60 AMeV 4He beam calculated using formula (9.1)
and (9.2) for the primary beam and also taking into account the spectrum of secondary generated
particles. 4He beam simulated dose distribution is also reported
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secondary particles generated by the primary beam iteractions (dots and dots with
the open circles respectively).

9.5.2 RBE (Relative Biological Effectiveness) Calculation

Oneof themost important parameters to describe the biological damageof an incident
ion beam is the Relative Biological Effectiveness (RBE) [49]. Analytical calculations
and Monte Carlo simulations (or their combination) represent nowadays one of the
best approaches for RBE evaluation [50–53]. A dedicated class to compute RBE
which Geant4 with radiobiological models have been included in the Hadrontherapy
application and will be soon available to Users. Themixed field method, based on the
alpha and beta parameters computed step-by-step is adopted [54] in this class. Pre-
compiled Look Up Tables (LUTs) generated using the LEMmodel are coupled to the
Geant4 simulation. Specifically, the LUTs have been generated using the version II
and III of the LEMmodel containing the αD and βD values for a givenmonoenergetic
ions (from Z = 1 to Z = 8) and cell type, and as function of ion LETs and energy
[55].

Hadrontherapy was used to calculate RBE values for U87 human glioma cells
irradiated with alpha particles and to compare results with those measured and calcu-
lated in the case of proton irradiation [56]. The simulation considers a tissuematerial,
divided in small cubic voxels and irradiated with a given charged beam.Monte Carlo
simulations can retrieve for each voxel and for each particle step the particle type, its
kinetic energy, step-length, its energy loss. The combination of these quantities is the
finally LET values. The kinetic energy and LETs of any primary ion and secondary
in each voxel are calculated and used to perform a direct linear interpolation of the
LUTs and to obtain a weighted alpha and beta value, accordingly to the formulas:

〈αD〉 =
∑

i αDi · Di
∑

i Di
(9.3)

〈βD〉 = (

∑
i

√
βDi · Di

∑
i Di

)2 (9.4)

where αDi and βDi , refer to a specific radiation type i with a released dose Di . In
Fig. 9.8 the experimental survival fraction obtained irradiating U87 radioresistant
human glioma cells at three different depths along a monochromatic proton beam of
62MeV is reported. The corresponding simulated survival curve is also reported. The
light-gray band represents the most probable region (1.07 σ ) where the experimental
curves could fall on the basis of the measured error on αD and βD . Survival curve
calculated using LEM (open squares) is also reported.More details on the experiment
performed at the CATANA protontherapy facility of INFN-LNS can be found in
Chaudhary et al. [56]. To shown the good reproducibility on the cell damage by
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Fig. 9.8 Experimental survival curves for U87 cells irradiated at three different positions along a
clinical proton pristine Bragg peak (see Fig. 9.9). The corresponding curves calculated using the
Monte Carlo LEM weighted method (open square) is also reported in the two investigated cases:
62 MeV proton beam(black line) and 4He ion incident beam of 62 AMeV (blue line)

Fig. 9.9 Simulated dose released in water by an incident proton beam (blue line) and incident
4He (red line) in both cases with 62 AMeV of energy. The points P1, P2 and P3 corresponds to
the investigated positions. The corresponding LET value is 1.2, 2.6 and 4.5 keV/µm in the case of
incident proton beam and 13, 35 and 60 keV/µm for the He4 incident beam

using high-LET incident beam the Survival Curve with 62 AMeV incident 4He ions
beam is also shown in Fig. 9.8.

The simulated dose released in water by both proton beam and 4He beam is shown
in cite fig. Investigated positions along the Bragg curve are indicated with P1, P2
and P3.
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Fig. 9.10 Experimental RBE measured irradiating U87 cells in different positions along the Bragg
curve (blue points). The calculated values by usingMonte Carlo LEM-weighted method for protons
(yellow points), for Helium (violet points), parametrized approach (red points) are reported

The dose-response curves well reflect the increase in RBEwith increasing LET of
the incident beam. In all investigated positions, the simulated curve is entirely of the
experimental error bar. As shown in Fig. 9.8 alpha parameter increase proportionally
to LET value. A comparison to the RBE calculated in the case of incident proton
beam (low-LET particles) and 4He beam (high-LET particles) is shown in Fig. 9.10.

Accordingly, to the literature the RBE of the 4He beam is mostly higher than the
corresponding effect due to the proton beam with the same incident energy. Along
the Bragg curve differences in RBE becoming more entrenched consistent with a
LET increasing.

9.6 Using Simulations with Laser-Driven Beams: The
ELIMED Beamline at ELI-Beamlines

The acceleration of charged particle via ultra-intense and ultra-short laser pulses,
has gathered a strong interest in the scientific community in the past years and it
represents nowadaysoneof themost challenging topics in the relativistic laser-plasma
interaction research. Indeed, it could represent a new path in particle acceleration
and open new perspectives in multidisciplinary fields. Among many scenarios, one
of the most interesting idea driving recent research activities, consists in setting
up high intensity laser-target interaction experiments to accelerate ions for medical
applications,withmainmotivation of reducing cost and size of acceleration, currently
associated with big and complex acceleration facilities [57, 58].
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Indeed, a development of more compact laser-based therapy centres could lead
to a widespread availability of high-energy proton and carbon ion beams providing
hadron therapy to a broader range of patients [57, 58].

However, to assume a realistic scenario where laser-accelerated particle beams
are used for medical applications, several scientific and technological questions have
to be answered and requirements to be fulfilled. Furthermore, the properties of laser
driven proton bunches significantly differ from those available at conventional accel-
erators, both in terms of pulse duration and peak dose rate. Thus, many scientific and
technical challenges must be solved, first to demonstrate the feasibility of unique
applications with laser driven ion beams, and second to perform reliable and accu-
rate physical and dosimetric characterization of such non-conventional beams, before
starting any medical research and application. Different acceleration regimes have
been experimentally investigated in the intensity range 1018–1021W/cm2 in the so-
called Target Normal Sheath Acceleration (TNSA) regime [59–61]. Acceleration
through this mechanism employs relatively thin foils (about 1 µm), which are irra-
diated by an intense laser pulse (of typical duration from 30 fs to 1 ps). At peak
intensities of the order of 1018W/cm2 hot electrons are generated in the laser-target
interaction whose energy spectrum is strictly related to the laser intensity itself. The
average energy of the electrons is typically of MeV order, e.g., their collisional range
is much larger than the foil thickness. They can hence propagate to the target rear and
can generate very high space-charge fields able to accelerate the protons contained
in the target. The induced electric fields, in fact, are of the order of several teravolts
per metre and, therefore, they can ionize atoms and rapidly accelerate ions normal
to the initially unperturbed surface. Typical TNSA ion distribution shows a broad
energy spread, exceeding 100%, much larger compared to the 0.1–1% energy spread
typical of ion beams delivered by conventional accelerators, a wide angular distri-
bution with an half-angle approaching 300 which is very different from the typical
parallel beam accelerated by the conventional machine and a very high intensities
per pulse, i.e. up to 1010–1012 particles per bunch, as well as a very short temporal
profile (ps) compared to 107–1010 particles/s of conventional clinical proton beams.
Moreover, the cutoff energy value can be likely considered as a spectrum feature still
strongly dependent to the shot-to-shot reproducibility and stability and up to now, the
maximum proton energy obtained with a solid target in the TNSA regime is about
85 MeV [62].

These results are particularly promising along the pathway for achieving laser-
driven ion beams matching the parameters required for different multidisciplinary
applications, including the medical ones. Moreover, such improvements in the laser-
driven source features will allow reaching better conditions for potential collection
and transport of such kind of beams. Indeed, coupled to the investigations recently
carried out on different target types, the development of new strategies and advanced
techniques for transport, diagnostics and dosimetry of the optically accelerated parti-
cles represents a crucial step towards the clinical use of such non conventional beams
and to achieve well-controlled high-energy beams with suitable and reproducible
bunch parameters for medical applications. In this context, a collaboration between
the INFN-LNS (Nuclear Physics Laboratory, Catania, Italy) and the ASCR-FZU
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Fig. 9.11 The ELIMED line section installed at ELI-Beamlines (Doln Brezany, CZ) as part of the
ELIMAIA beamline (July 2018)

(Institute of Physics of the Czech Academy of Science), has been established in
2011. The main aim of the collaboration, named ELIMED (ELI-Beamlines MEDi-
cal applications), is to demonstrate that high energy optically accelerated ion beams
can be used for multidisciplinary applications, including the hadron therapy case,
designing and assembling a complete transport beam-line provided with diagnos-
tics and dosimetric sections that will also enable the Users to apply laser-driven ion
beams in multidisciplinary fields. In 2012, ELI-Beamlines started the realization of
the laser facility, where one of the experimental hall, will be dedicated to ion and pro-
ton acceleration and will host the ELIMED beamline. In 2014, a three-years contract
has been signed between INFN-LNS and ELI-Beamlines to develop and realize the
ELIMAIA beamline section dedicated to the collection, transport, diagnostics and
dosimetry of laser-driven ion beams. This section, named ELIMED as the collabora-
tion, was entirely developed by the LNS-INFN and has been delivered and assembled
in the ELIMAIA experimental hall in July 2018. One of the purposes of the ELI-
MAIA beamline is to provide to the interested scientific community a user-oriented
facility where accurate dosimetric measurements and radiobiology experiments can
be performed. The technical solution proposed for the realization of the ELIMED
beam line are described in [63]. The picture of the ELIMED beamlines installed at
ELIMAIA (Doln Brezany, CZ) is shown in Fig. 9.11.

Thebeam transport line consists of an in vacuumsectiondedicated to the collection
transport and selection of the optically accelerated particles. In particular, few cm
downstream the target, a focusing system based on permanent magnet quadrupoles
(PMQs) will be placed. A complete description of the designed system along with
the study of the PMQs optics for different energies is given in [64]. The focusing
system will be coupled to a selector system (ESS) dedicated to the beam selection in
terms of species and energy. The ESS consists of a series of 4 C-shape electromagnet
dipoles. The magnetic chicane is based on a fixed reference trajectory with a path
length of about 3m. According to the feasibility study results, such a solution will



204 G. A. P. Cirrone et al.

allow to deliver ions up to 60 MeV/n with an energy bandwidth, depending on the
slit aperture, varying from 5% up to 20% at the highest energies and for the different
species selected ensuring a rather good transmission efficiency, 106–1011 ions/pulse.
At the end of the in vacuum beam-line, downstream the ESS, a set of conventional
electromagnetic transport elements, two quadrupoles and two steering magnets, will
allow refocusing of the selected beam and correcting for any possible misalignment.
This last transport sectionwill also allow providing a variable beam spot size between
0.1 and 10mm.

A complete Monte Carlo simulation of the entire beamline and of the associated
detectors [65] has been also performed using the Geant4 toolkit [16, 17, 66]. More-
over, when the system simulation will be ready, it will be used to study and optimize
the particle transport at well defined positions. The evaluation of dose, fluence and
particle distribution in the in-air section, will be performed, as well.

According to the beam transport simulation results, performed for the 60MeVcase
with the beamline elements designed for ELIMAIA and considering a typical TNSA-
like distribution with a cutoff energy of about 120 MeV and an angular divergence
with a FWHM of 5 at 60 MeV, it is possible to deliver 60 MeV proton beam with
a 20% energy spread with a rather uniform 10 × 10mm spot size, beam divergence
less than 0.50 and achieving a transmission efficiency of about 12%.

The simulation studies permitted us to estimate, in the worst conditions for the
generated beams (biggest angular spread lowest expected particles number) the dose
reaching the end of the beamline at each bunch. The value of 2cGy per pulse, for

Fig. 9.12 Two dimensional dose distribution of a 30 MeV proton beam at the irradiation point and
for one laser shot. The colours are representative of the released dose and values must be multiply
by 100 to obtain the dose in Gy
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60MeV protons was found. This value, assuming a laser repetition rate of 1Hz,
would provide a pulsed proton beam with an average dose rate of about 1.2Gy/min,
which represents the minimal requirement for typical radiobiology experiments and
is also promising considering the future possibility of running the PW laser available
at ELI-Beamlines at a repetition rate of 10Hz. In Fig. 9.12 is shown the simulated
two dimensional dose distribution of a 30 MeV proton beam at the irradiation point
and for one laser shot. Each colour represents a given value of dose delivered at
the irradiation point but values must be multiplied by 100 to obtain a dose in Gy.
This means that a maximum dose of 0.02Gy per shot is reached for this simulation
configuration. Such kind of informationwill be of capital importance for the schedule
of the first biological irradiation at the ELIMED beamline and foreseen with 2020.
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Chapter 10
Lectures About Intense Lasers:
Amplification Process

Bruno LeGarrec

Abstract The laser lecture about intense lasers is dedicated to the basic process of
stored energy and amplification and the way to achieve high intensity when con-
sidering the shortest possible pulse duration. The amplification course is essentially
based on the semi-classical model that represents the interaction between electro-
magnetic radiation and an assembly of atoms. On the radiation side, we always start
with Maxwell’s equations to arrive at the Helmholtz propagation equation, whereas
on the atomic side the system will be represented by the two-level model. From there
we can extend this model to the case of amplification, gain and stored energy. Many
useful quantum aspects will be mixed with this model but we will always try to strive
for the greatest possible simplification in order to have the most user-friendly formu-
las possible and especially not to lose the underlying physical reality. For accessing
high peak powers, we will give a short description of the different techniques that
were used since the very beginning of laser operation in 1960 and we will show
that a major step was made in 1985 when the chirped pulse amplification process
(CPA) was demonstrated. This year 2018 was somehow the celebration of this major
event when the Nobel prize in Physics was delivered to Gérard Mourou and Donna
Strickland.

10.1 Introduction

Intense lasers are lasers delivering high intensity beams. Laser intensity is defined as
the ratio of the laser power to the laser beam area. Laser power is simply laser energy
divided by the laser pulse duration. Finally high intensity means high energy, short
pulse duration and small beam area. Small beam area is possible in the vicinity of
the focal spot and the larger the spectral bandwidth, the shorter the pulse duration.
Petawatt lasers are in the run for more than a decade [1] and some authors are
already promising exawatt and zettawatt applications [2]. At the same time lasers
scientists are trying to extract more and more energy from the laser medium and
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recent developments have shown that the kilojoule level is at hand [3, 4]. In this
lecture we will concentrate at first on energy; how to amplify it and how to store
it and then we will describe the different techniques that were used to decrease the
pulse duration in the laser process: from “natural” relaxed oscillation to chirped pulse
amplification process (CPA) while going through Q-switch and Mode-locking.

The system of international units was chosen and a rigorous presentation of the
various most useful equations will be made. Nevertheless, by convention of use
one will use certain notations and certain “hybrid” units which are frequent in the
documents and the jargon of the laser people. Light is an electromagnetic radiation,
therefore a wave that propagates at high speed (c= 3 108 m/s) will travel 300 000 km
in 1 s and 30 cm in one nanosecond (1 ns = 10−9 s). The laser domain extends from
X-rays to infrared (10 μm).

This lecture will cover the black body radiation, the two-level system (Einstein
coefficients, their relationship and their properties), the amplification process (Frantz
andNodvikmodel) andfinally a short descriptionof the basic principle of the different
techniques for achieving short pulse duration. The laser lectures are intended for
students and beginners.

10.2 The Black Body Radiation

The semi-classical model between electromagnetic radiation and an assembly of
atoms starts from the formulation of the black body. At the end of the 19th century,
physicists sought the answer to the following question: what is the law describ-
ing the spectral density of radiation emitted by a gas contained in a chamber at a
given temperature? Various models of the time well explained the behaviour at long
wavelengths (Wien’s law) but not at short wavelengths: this is what was called the
ultraviolet “catastrophe”. Planck has found the solution by resorting to a mathemat-
ical device which he did not explain and which he baptized the unknown “h” (in
German, the equivalent of our “x”) [5]. This amounts to assuming that the spectrum
of energy levels is not continuous but discrete. Bold hypothesis for the time; even
Planck was very dissatisfied. In 1905, Einstein explained the photoelectric effect [6]
and thus gave the answer to the unknown “h” of Planck’s formula. He introduced
the notion of “photon” energy E = hν. One photon at λ = 1 μm wavelength carries
an energy E = hν = hc/λ. Numerical application gives [6,62 10−34 J s] * [3 108

m/s]/[10−6 m] = 2 10−19 J so roughly 1 eV. The energy spectral density ρ(ν) =
U(ν)dN(ν)/V is equal to the product of the average number of photons per mode
by the energy of a photon and the density of modes between ν and ν + dν. This is
Planck’s formula of black body radiation (Fig. 10.1):

ρ(ν)dν = hν
1

exp( hν
kT ) − 1

8πν2

c3
dν (10.1)
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Wavelength

Fig. 10.1 The curve of the black body at different temperatures as a function of the wavelength

With hν, the photon energy; 1/ [exp(hν/kT ) − 1], the average number of photons
per mode and 8 πν2/c3, the density of modes between ν and ν + dν.

The energy spectral density varies as ν3/ [exp(hν/kT ) − 1] while the spectral
density per unit wavelength varies as λ−5/ [exp(hc/λkT ) − 1]. The curve of the black
body always goes through a maximum which is governed by the law of Wien:

λmax .T ≈ 3000 K μm (10.2)

In photometry, this temperature is called the luminance temperature and in plasma
physics it is called the radiative temperature. This formula is very practical. A black
body with a temperature of 6000 K emits a radiation whose maximum is at 0.5 μm,
thus visible whereas a black body at 300 K will emit a radiation whose maximum is
at 10 μm, therefore in the infrared.

10.3 The Two-Level System

Systems with 2, 3, 4 levels or more are reduced to a 2-level system for the sake of
simplicity, but do not forget the degeneracy or the width of the levels. The degen-
eracy g = 2 m + 1 is the multiplicity related to the number of sub-levels of kinetic
moment given: orbital kinetics L, mL, total J = L + S, J, mJ , or F = J + I, F, mF .
This degeneracy can be seen by the presence of an external static field (Stark effect,
Zeeman effect). The width of the level depends on several phenomena that are clas-
sified into two categories. Homogeneous broadening is related to the lifetime of the
atomic system (free atoms, electrons of the crystal lattice, molecules) while inhomo-
geneous broadening represents the Doppler effect of moving atoms and molecules.
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The homogeneous width is characterized by a Lorentzian function and the inhomo-
geneous width by a Gaussian function, but one can meet more complex phenomena
where the shape of the line is the convolution of the two preceding phenomena: one
speaks then of Voigt’s profile.

Lorentzian profile:

g(ω) = �

2π
[
(ω − ω0)

2 + �2

4

] (10.3)

Gaussian profile:

g(ω) = 2

�

√
ln2

π
Exp

(
−4ln2

(
ω − ω0

�

)2
)

(10.4)

Wewill generally write the full width at half maximum (FWHM) of general shape
as the sum of radiative and the non-radiative contributions: Δ = 1/Trad + 1/Tnon rad

with ω = 2πν is the pulsation of the wave whose width is well defined as the inverse
of a time: Δω = 1/T. Furthermore:

∫ g(ω)dω = 1 (10.5)

10.3.1 The Einstein Coefficients

At first, let us summarize what was known at the end of the 19th century about the
basic processes of absorption and emission. In a typical light absorption experiment,
the intensity transmitted by the material is lower than the incident intensity. Apart
from the Fresnel losses (reflection on the faces), the difference of intensity is absorbed
by thematerial. Itwas known that instantaneously, light can be emitted by thematerial
(not necessarily at the same wavelength) in all directions and for a given time. In
some cases, this emission persisted even when the exciter radiation was no longer
present. We were talking about fluorescence and phosphorescence (Fig. 10.2).

In his 1917 article “On quantum theory of radiation”, Einstein introduced the con-
cept of amplification of radiation through the notion of stimulated emission [7]. After
discovering the photoelectric effect that provided a justification for Planck’s famous
constant h, Einstein will introduce an additional phenomenon in the absorption-
emission process in order to make this process more symmetrical. These works are
in agreement with those of Niels Bohr (1913) on the planetary model of the hydrogen
atom.

The three basic mechanisms are:
Absorption (superscript “a”):
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White light

Fig. 10.2 A calcite crystal placed under a UV lamp emits fluorescence whose color is not the same
as the excitation wavelength (254 or 366 nm). After suppression of UV radiation, the emission of
light persists: it is phosphorescence

dNa
0 = − N0 B0 j ρ(ν) dt (10.6)

Stimulated or induced emission (superscript “ei”):

dNei
0 = + N j B j0 ρ(ν) dt (10.7)

Spontaneous emission (superscript “es”) (Fig. 10.3):

dNes
0 = + N j A j0 dt (10.8)

We consider an isolated or closed system where the total population of the levels
is constant:

Fig. 10.3 A two-level
system with the three basic
mechanisms

Level 0, g0

Level j, gj

Ab
so

rp
tio

n

Spontaneous
emission
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N = N0 + N j = cste (10.9)

Nj is the population (or population density) of level j. We write the transition
probability between levels:

P0→ j = B0 j ρ(ν) dt (10.10)

The balance population is written:

�N0 = dNa
0 + dNei

0 + dNes
0 = [(N j B j0 − N0B0 j

)
ρ(ν) + N j A j0] dt (10.11)

And also:

�N j = −�N0 = [(N0B0 j − N j B j0
)
ρ(ν) − N j A j0] dt (10.12)

We will write generally dNj/dt, dN0/dt.

10.3.2 Relationship Between Einstein Coefficients

It is known that at thermodynamic equilibrium, populations follow Boltzmann’s law:

N j ∝ g j exp − E j/kT (10.13)

and for a closed system, thus isolated, the absorption is equal to the sum of the
emissions (induced and spontaneous). Hence:

g0B0 j = g j B j0 and A j0/Bj0 = 8πhν3/c3 (10.14)

with Nj the population (or nj the population density) of level j.
On the other hand,

ρ(ν) dν = ρ(ω) dω (10.15)

therefore

ρ(ω) = ρ(ν)/2π (10.16)

Bj0 ρ(ν)/Aj0 = n(ν) is the number of photons per mode and we can write:

ρ(ν) = (8πν2/c3) hνn(ν) (10.17)

where
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n(ν) = 1/Exp (hν/kT ) − 1) (10.18)

We can conclude that in the optical domain where hν � kT then the stimulated
over spontaneous ratio≈Exp(−hν)/kT is favourable to the spontaneous regimewhile
in the thermal domain hν ≈ kT then the stimulated over spontaneous ratio ≈kT/hν
and therefore favourable to the stimulated regime. In a medium of index n, we define
the intensity in the laser sense as I = cρ(ν)/n and the populations are written:

dN j/dt = (
N0 B0 j − N j B j0

)
ρ(ν) − N j A j0 (10.19)

dN j/dt = (n I (ν) /c) A j0
(
c3/n3

)
/ 8πhν3

(
N0g j/g0 − N j

) − N j A j0 (10.20)

dN j/dt = − A j0(λ
2/8πν2) (I (ν)/hν)

(
N j − N0 g j/g0

) − N j A j0 (10.21)

10.3.3 Linewidth Broadening

In the general case, we have ρ(ν) and g(ν), and we replace A by A′ = Ag(ν) and B
by B ′ = Bg(ν) . Two extreme cases are to be considered.

Either we have a narrow transition in front of the radiation density ρ(ν) and the
linewidth is assimilated to a Dirac:

g(ν) = δ(ν − ν0) (10.22)

or we have a wide transition in front of the radiation density and the radiation is
assimilated to a Dirac:

ρ(ν) = I (ν)/c = I0g(ν − ν0)/c (10.23)

10.3.4 Properties of the Relationship Between Einstein’s
Coefficients

Spontaneous emission is isotropic (photons are emitted in a random spatial direc-
tion) and un-polarized in general, except in specific cases (for example, if Brewster
incidence dioptres are present). The stimulated emission has characteristic proper-
ties: the stimulated radiation has the same direction and the same polarization as the
incident radiation. We can make an assessment of an intensity point of view and lead
to the notions of gain and amplification.
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10.4 Amplification

The intensity balance is written:

�I = Itransmitted + Ispontaneous − Iincident (10.24)

as a function of Einstein’s coefficients when considering a 2-level system (level 1
and level 2) of thickness Δz and spontaneous emission inside a solid angle d
:

�I = hνB21 I (ν)/c g(ν)N2�z − hνB12 I (ν)/c g(ν)N1�z + hνA21�n g(ν)N2�zdΩ/4π (10.25)

�I/�z = hνB21(N2−N1g2/g1)g(ν)I (ν) + hνA21�n g(ν)�zdΩ/4π (10.26)

There is gain whenever: (Fig. 10.4)

N2 > N1g2/g1 (10.27)

And this is called population inversion. Because of the Boltzmann law, such a
population inversion is not possible in a 2-level system. Only 3-level and 4-level
systems are suitable for population inversion.

The gain term is written:

d I (ν)/dz = A21(λ
2/ 8πν2)g(ν)(N2−N1g2/g1)I (ν) = g0(ν) I (ν) (10.28)

g0(ν) or γ0(ν) is called small signal gain because I incident is small when compared
with a characteristic intensity Isaturation (that will be defined later on). The first part
of g0(ν) is the transition cross section. There are the emission cross section and the
absorption cross section.

σse = A21(λ
2/8πν2) g(ν) (10.29)

z

Polarizer filter

Incident intensity
Transmitted intensity 
with dΩ

Fig. 10.4 Intensity balance during the absorption and emission processes
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σab = A21(λ
2/8πν2) g(ν) g2/g1 (10.30)

Finally with ΔN = N2 – N1 g2/g1, (10.27) can be simplified to:

g0(ν) = σse�N (10.31)

When it is possible to integrate dI(ν)/dz over z:

Iν(z) = Iν(0) Exp[g0(ν) z] (10.32)

and

G0(ν) = Exp[g0(ν)z] = Iν(z)/ Iν(0) (10.33)

Equation (10.32) is the classical gain definition.
The characteristic value is called the saturation intensity Isat (W/cm2) but themost

commonly used term is the saturation fluence Fsat (J/cm2):

Isat = hν/στ Fsat = hν/σ (10.34)

with τ , the pulse duration and σ , the emission cross section.
The saturation fluence depends only on the laser medium and its typical range

is 0.1–10 J/cm2. A low saturation fluence means that the stored energy will be low
but the gain will be high because of the emission cross section. On the other hand a
large saturation fluence is good for energy storage but the gain will be low. From this
point of view, Nd:glass laser medium has a saturation fluence around 5 J/cm2 and is
considered as an ideal amplifying medium.

10.4.1 Gain Saturation and the Amplification Process
According to Frantz and Nodvik

There is gain g = σΔn and this can be written either in intensity:

Iout = Iin Exp(g.l) (10.35)

or fluence:

Fout = Fin Exp(g.l) (10.36)

But what is happening when the amplification length is increasing indefinitely?
Let’s split the medium into «n» slices (equivalent to «n» amplifiers following each
other’s). Whenever 1 photon is emitted from the upper energy level E2 to the lower
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energy level E1, then the population of E2 decreases of 1 unit and the one of E1

increases of 1 unit because g = σΔn, and finally, the extracted energy is:

�E = �N hν (10.37)

The more I amplify, the less gain I get because ΔN is decreasing along the ampli-
fication process. Starting from Maxwell’s equations, we can get the propagation
equation «Helmoltz» type and the rate equations that can be simplified to:

∂ I
∂Z

= σ I�N (10.38)

and

∂�N
∂ t

= −2σ I
hv

�N (10.39)

This simplification is neither straightforward nor easy and can be found in ref-
erences [9, 10]. Equations (10.38), (10.39) are known as the Frantz and Nodvik’s
equations of a two-level system [8]: this system has no analytical solution. Frantz et
Nodvik are using transformation variables such that the space variable «z» becomes
«z/c» and the time variable «t» becomes «t − z/c». The final Frantz and Nodvik
solution can be written:

Fout = Fsat Ln(1 + Exp(gl))
[
Exp(Fin/Fsat) − 1

]
(10.40)

It can be shown that:

Exp
(
Fout

Fsat

)
− 1 = Exp(gl)

[
Exp(Fin/Fsat) − 1

]
(10.41)

and:

Fin � Fsat : Fout/Fin = Exp(gl) (10.42)

Fin � Fsat : Fout − Fin = gl Fsat or �E = gl Fsat�S (10.43)

The residual gain in one amplification slice “i”:

gi l = − Ln
[
1 − (

Exp
(−Fin(i−1)/Fsat

))(
1 − Exp

(−gi−1l
))]

(10.44)

From these two formulae, a recursive calculation in an EXCEL type spreadsheet
is straight forward.
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10.4.2 Energetic and Temporal Behaviour

As an example we have considered the output fluence and the residual gain in a
simple “ideal” case of a long laser rod and we have decided to split it in equal
slices. Saturation fluence is 4 J/cm2, initial small signal gain is 0.05 cm−1 and we
are considering an input fluence equal to 0.04, 0.4 and 4 J/cm2 (Fsat/100, Fsat/10 and
Fsat).

At low fluence the curve has an exponential shape (according to 10.42) while at
high fluence it is close to a straight line (10.43). The length of the laser rod was
chosen such that the output fluence will be much greater than the saturation fluence.
When considering 2 cm slice and 10 cm × 10 cm area, the stored energy as given by
(10.43) is [0.05 cm−1] * [130 cm] * [100 cm2] * [4 J/cm2] = 2600 J. The extracted
energy is simply the difference between the output energy and the input energy and
at an input fluence equal to 0.04, 0.4 and 4 J/cm2 it is respectively equal to 812, 1665
and 2417 J.

Equation (10.43) gives the stored energy. This is a very important parameter once
you have chosen the amplification medium whose basic parameter is the saturation
fluence. The next step for designing your amplifier is to decide the dimensions of
your amplifying module: beam area and propagation length. From the conditions
and results of Fig. 10.5, you know how much energy can be extracted at least in a
single pass amplification scheme (Fig. 10.6).

At low input fluence, the residual gain remains close to the initial value up to
the middle of the laser rod (black curve) while at fluence equal to the saturation
fluence, it decreases quickly. In single pass amplification a lot of stored energy is not

Fig. 10.5 Output fluence
after each slice when the
input fluence on the first slice
is 0.04 J/cm2 (black curve),
0.4 J/cm2 (blue curve) and
4 J/cm2(red curve)
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Fig. 10.6 Residual gain
after each slice when the
input fluence on the first slice
is 0.04 J/cm2 (black curve),
0.4 J/cm2 (blue curve) and
4 J/cm2(red curve)

extracted at low fluence. Multiple pass amplification is a much better solution (see
next paragraph).

For a given z (let us assume an infinitely thin slice of amplifier) at t = 0, the
gain is g0. At any time t > 0, the gain is lower since population inversion has been
already used according to (10.37). So a square input pulse turns into a decreasing
exponential pulse shape. Consequently, if I want a square pulse at the laser output, I
have to generate an exponentially increasing input pulse. For Lorentzian or Gaussian
shaped pulses, the front edge is more amplified than the last part of the pulse and
very quickly the pulse is no longer symmetric.

10.4.3 Multiple Pass Amplification

For improving the extracted energy, it is better to use a multiple pass scheme where
the amplified laser beam is travelling back and forth through the same laser medium.
An example of a double-pass amplifier is given below and it is possible to increase the
number of passes. Double-pass amplifiers are easy to build and most commonly used
multiple-pass amplifiers have 4 passes. When amplifying from a very low fluence
level and that a large number of passes is necessary, it is possible to use regenerative
amplification as discussed by Murray and Lowdermilk in [11, 12] (Figs. 10.7, 10.8).

During the first pass, the gain is decreasing quickly but the residual gain remains
high at the beginning of the laser rod (black curve) while during the second pass,
the residual gain is small and almost flat which means that all stored energy has
been extracted. With a laser rod half size of the one considered above, extraction
efficiency in double pass is much better than is single pass. The jump in the residual
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Fig. 10.7 Output fluence
after each slice in a double
pass design when the input
fluence on the first slice is
1 J/cm2. Fist pass (black
curve) and second pass (blue
curve)

Fig. 10.8 Residual gain
after each slice in a double
pass design when the input
fluence on the first slice is
1 J/cm2. Fist pass (black
curve) and second pass (blue
curve)

gain between the two passes is only related to the fact that the first slice at the second
pass is the last slice of the first pass and the “initial” gain before the second pass is
the residual gain.

At that point, it is necessary to look back at what has been done in the past and how
and why the laser technology has evolved. The very first laser was made by Maiman
in 1960 [13] and the laser medium has the shape of the rod. Although Frantz and
Nodvik’s set of equations came later in 1963 [8], all lasers where based on that early
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design i.e. the longer the rod, the higher the output energy. This was true not only
for solid-state lasers but although for gas lasers (chemical lasers, excimer lasers, ion
lasers and metal-vapour lasers). The rod design has been extensively used until the
mid 80’s where solid-state lasers were up to 50-cm long, gas lasers were up to 2-m
long sometimes even longer. Essentially because of the classical thermal focal length
introduce by the rod under pumping conditions but also because of filamentation
effects due to high laser intensities, the laser technology moved from the rod to the
disk. The first disk amplifier was successfully developed by John Emmett in 1979
[14].

10.5 Achieving Short Pulse Duration

As soon as there is population inversion (10.27), there is gain (10.31) and this gain
can be used for amplification. The question is how long the laser system is able to
sustain amplification? The answer is as long as the population inversion is possible.
This condition will be fulfilled during the time pumping is effective. In real systems,
there are losses and losses will counterbalance the amplification process. It can be
shown easily with the rate equations that this processes can be taken into account
with 3-level and 4-level systems. The optimum pumping time must be of the order
or the upper-level lifetime. It is commonly said that the energy is “stored” during
this upper-level lifetime.

Managing the losses of the system was the first step to move from a system driven
by the self-relaxation process (like the early laser made by Theodore Maiman) to a
system controlled by a fast switch (commonly called Q-switch) where the losses of
the system are controlled by a fast electronic device. The self-relaxation process will
deliver many spikes with microsecond duration and the spike intensity will decrease
exponentially. In theQ-switch technique, the losses are controlled until themaximum
gain is reached and finally the gain commutation occurs for delivering a single pulse.
The shortest Q-switched pulse duration is of the order of a few nanoseconds.

Starting with Frantz and Nodvik’s set of (10.38), (10.39), one can include a lot
of details about the cavity losses (residual absorption of the gain medium, mirrors
reflectivity, Fresnel losses etc.), its length, the gain medium length such that the gain
is normalized to the losses. Experimental results and measurements will help to fit
at best the pulse duration and the build-up time (of the pulse inside the cavity). Most
of the time a parameter run is necessary to define the best quality factor of the cavity
depending on the requirements (shortest pulse duration, maximum extracted energy,
etc.). Solving this set of equations is straightforward for example with Mathematica
[15] (Fig. 10.9).

For achieving even shorter pulse duration (i.e. shorter than a few nanoseconds),
the gain mediummust have a large linewidth and the conditions according to (10.22)
and (10.23) are no longer valid.

Mode-locking was introduced as early as the laser itself in the 60’s and pulse
duration of tens of picoseconds were obtained. It was shown theoretically that the
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t*3.10^10
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Fig. 10.9 Evolution of the gain and the laser intensity as a function of time during the Q-switch
process. Gain (blue curve) is normalized to the gain value at laser threshold which means that when
it is equal to 1, laser intensity (red curve, a.u.) is at its maximum. Pulse duration is roughly 7 ns
FWHM

minimum duration of mode-locked pulses was of the order of the reciprocal of the
oscillation bandwidth of the laser [16]. The basis of the technique is to induce a fixed-
phase relationship between the longitudinal modes of the laser’s resonant cavity such
that constructive interference between these modes will occur at high repetition rate
(because the period is equal to the cavity round-trip duration). The laser is then said
to be ‘phase-locked’ or ‘mode-locked’. This technique was extensively used in gas
lasers, solid-state lasers and dye lasers but a major step was made in 1982 when Peter
Moulton discovered the wide bandwidth capability of Titanium doped sapphire [17,
18] covering almost 600 nm (600–1200 nm). With such a large bandwidth, one can
create laser pulses at 800 nm as short as a few femtoseconds: less than 5 fs with a
spectral Gaussian shape 200 nm full width at half maximum (FWHM).

Unfortunately, amplifying short pulses was not possible because the peak inten-
sity is too high and will cause induced damages to the optical components of the laser
system. Another major step was made in 1985 when Donna Strickland and Gérard
Mourou [19] were able to amplify a short laser pulse with the chirped pulse ampli-
ficationtechnique (CPA). The basic idea is at first to stretch the pulse from few fs to
few ns, then amplify it and finally compress it back to almost its original duration.
Stretching and compressing the pulse are possible because of the dispersion proper-
ties of the classical optical grating: a fist pair of gratings disperses the spectrum and
stretches the pulse by a factor of a thousand and a second pair of gratings reverses the
dispersion of the first pair and recompresses the pulse. Typical dispersion is around
10 ps/nm such that a 100 nm bandwidth will be stretched to 1 ns. In between those
two pairs of gratings, amplification is possible (Fig. 10.10).
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Fig. 10.10 Schematic of beamstretching, amplifying and compressing as used in theCPA technique
(adapted from [20])

Introducing the dispersion for modelling the stretched pulse with Frantz and Nod-
vik’s set of (10.38), (10.39) is straightforward. With 20 J and compression to 20 fs,
the petawatt is at hand. The CPA technique is used worldwide for building petawatt
and multi-petawatt lasers [1, 3] and the actual level is 10 PW [21] while accessing
even more energy (10 kJ) with existing fusion lasers will lead to 5 10+18 W in 20 fs:
Zetawatt and Exawatt lasers as discussed by Nobel Prize winner, Mourou [2, 22].

10.6 Conclusion

We have shown that starting from the black-body radiation and the basic relations
between the Einstein’s coefficients, we are finally able to calculate the fundamental
parameter of an amplification system according to the Frantz and Nodvik formalism.
With these formulae, it is possible to design many different laser systems from the
smallest laser cavity to the biggest multiple pass amplification scheme in fusion
lasers. The temporal point of view shall not be forgotten and a split-step method is
easy to implement when considering a laser amplifier with a given temporal shape.
Chirped pulse amplification is possible too when introducing the spectral-temporal
dispersion into Frantz and Nodvik’s set of equations.
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Chapter 11
Diagnostics of Ultrafast and Ultraintense
Laser Pulses

Luca Labate

Abstract In this Chapter, an introductive overview of the experimental methods
to characterize an ultrashort laser pulse will be given. Great attention will be paid
to the measurement of their time behaviour; this encompasses both the time profile
and the pulse contrast. A formal introduction to the mathematical description of an
ultrashort pulse in time will be preliminarily provided. Since reaching an ultrashort
duration, in the range of 30 fs or less, typically requires an active management of the
pulse spectral phase, a particular care will be devoted to the discussion of diagnostics
providing both the pulse amplitude and phase. Finally, a brief account will be made
of diagnostic techniques to characterize the beam wavefront.

11.1 Introduction

As discussed in other Chapters, the efficient driving of laser-based electron accelera-
tors via the Laser WakeField Acceleration (LWFA) mechanism requires laser pulses
with duration in the range of a few tens of femtoseconds. Moreover, although a lot
of experiments in such a field have been carried out using longer laser pulses, this
requirement also holds for laser-driven protons and light ions accelerationwhen novel
schemes beyond the Target Normal Sheath Acceleration (TNSA) mechanisms have
to be exploited (see the Chapter by Borghesi in this Volume). The lowest response
time of photodiodes is limited to a few (tens of) picoseconds, both in the leading
and trailing edge, basically due to the finite time needed to clean up the deple-
tion zone of the free carriers induced via the photoelectric effect. On the other
hand, streak-cameras in the visible and near-IR range enable shorter timescales,
of the order of a few hundreds of femtoseconds, to be investigated, which is nev-
ertheless still not enough to directly access the timescale of an ultrashort pulse.
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Therefore, advanced autocorrelation methods have been developed to this purpose,
which will be the main topic of this Chapter. As will be shown, unlike “conventional”
photodetection methods which typically only provide the (time) intensity profile of
the pulse, such advanced techniques may enable the (spectral) phase to be retrieved;
as will be quickly mentioned, this can in turn be used to actively compensate for the
phase distortions occurring in a Chirped Pulse Amplification (CPA) chain.

Beside the actual main pulse duration, the full knowledge of the time behaviour of
an ultrashort laser pulse entails the study of the so-called pulse contrast, that is of the
ratio of the main pulse intensity to the one of the laser radiation occurring on much
longer timescales before the pulse; this radiation results as a consequence of either
the so-called Amplified Spontaneous Emission (ASE), on nanosecond timescales,
or of other mechanisms, such as, for instance, an imperfect stretching/compression
of the pulse (on tens of picoseconds timescales). This kind of measurement is rather
challenging as well, due to the huge dynamic range one has to explore, and requires
advanced autocorrelation techniques. A very brief introduction to this subject will
be given in this Chapter.

Ultrashort and ultraintense laser systems typically feature a large number of ele-
ments, whose optical characteristics and performances can be greatly affected by
material non-uniformities, manufacturing imperfections, material stresses, thermally
induced deformations and so on. All these factors may introduce wavefront aberra-
tions in the beam, which in turn affect the energy distribution in the focal plane. In
order to reach the high intensities (typically in the range 1018–1021 W/cm2) required
for laser-driven particle acceleration, the correction of these aberrations needs to be
pursued, usually by means of adaptive (deformable) mirrors. Of course, this requires
the previous knowledge of the wavefront; methods to perform such a measurement
will be briefly dealt with at the end of this Chapter.

Before going on, we observe that any discussion concerning the measurement
of “standard” laser pulse parameters, such as, for instance, pulse energy, spectrum
and so on, will be left out of this Chapter; rather conventional and well consolidated
techniques exist for such purposes, whose discussion can be found elsewhere.

11.2 Experimental Techniques for the Temporal
Characterization of Ultrashort Pulses

11.2.1 A Brief Introduction to the Mathematical
(and Physical) Description of an Ultrashort
Laser Pulse

In this subsection we summarize some mathematical tools and notation which will
be useful in the following. We will also quickly review the definitions of standard
quantities, in particular in the frequency domain, and discuss their physical meaning.
For a deeper introduction to this subject, we refer the reader to [1, 2].
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At a fixed point in space, the electric field of a linearly polarized laser pulse
can bewritten as E(t) = Re

(
A(t)eiω0t

)
, with A(t) = |A(t)|eiϕ(t) = |A(t)|eiϕoeiϕa(t).

Thus, in general E(t) = Re
(|A(t)|ei(ω0t+ϕ0+ϕa(t))

)
. The meaning of each term of this

expression should be well known:

– ω0 is the so-called carrier frequency (which can be typically identified with the
frequency where the spectrum exhibits a maximum).

– |A(t)| is the field envelope, which is proportional to the square root of the instan-
taneous intensity, |A(t)| ∝ √

I (t). Most often, depending on the actual situation,
the envelope of an ultrashort pulse can be assumed to be of the form e−(t/tp)2 ,
sech(t/tp) or 1/(1 + (t/tp)2), tp being related to the pulse duration.

– ϕ0 is the so-called Carrier Envelope Frequency (CEP); it can be visualized as the
actual phase of the fields with respect to the pulse envelope [ref].

– ϕa(t) is an additional (with respect to a linear dependence) time dependent phase
function. A non null ϕa(t) describes a pulse whose instantaneous frequency,
defined as ω(t) := d

dt ϕ(t) = ω0 + d
dt ϕa , varies in time. As we will see in the

following, a nonlinear (in t) phase term characterizes what is called a chirped
pulse.

A complete (and more convenient, as we will see) description of the pulse can be
also obtained in the frequency domain. Using Fourier analysis, the electric field and
its Fourier transform can be written as

E(t) = 1

2π

∫ +∞

−∞
Ẽ(ω)eiωt dω Ẽ(ω) =

∫ +∞

−∞
E(t)e−iωt dt (11.1)

As it is well known, under quite general assumptions the knowledge of one of these
two descriptions is enough to completely characterize the pulse.

Let us now introduce the so-called analytic signal, a quantity widely (and often
implicitly) employed for the mathematical description of ultrashort pulses. Since
E(t) is real, its Fourier transform is a Hermitian function, Ẽ(−ω) = Ẽ∗(ω), so
that the knowledge of the Fourier transform for positive frequencies is sufficient to
fully retrieve the signal. We can thus define, for convenience, a new function in the
frequency domain, retaining only the positive part of the Fourier transform Ẽ(ω):

Ẽ+(ω) =
{
Ẽ(ω) for ω ≥ 0
0 for ω < 0

(11.2)

The inverse Fourier transform of this function, E+(t) := F−1[Ẽ+(ω)], is called ana-
lytic signal (see [3] for a discussion of its mathematical properties). According to the
above observation, E+(t) is sufficient to retrieve the actual field E(t) (indeed, it is eas-
ily seen that E(t) = 2Re[E+(t)]). From now on, unless otherwise specified, we will
use the analytic signal instead of the “real” signal E(t) (sometimes, the + superscript
will be tacitly omitted for convenience). Since E+(t) is a complex function, it can be
written as E+(t) = |E+(t)|eiΦ(t) = |E+(t)|eiΦ0eiω0teiΦa(t) ∝ √

I (t)eiΦ0eiω0teiΦa(t),
where Φa(t) represents any additional phase dependence higher than linear. Of
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course, the meaning of each term is the same as above. Similarly, in the frequency
domain we can write down the Fourier transform of the analytic signal as

Ẽ+(ω) = |Ẽ+(ω)|e−iφ(ω) ∝ √
I (ω)e−iφ(ω) (11.3)

Here, |Ẽ+(ω)| is the spectral amplitude and φ(ω) is the spectral phase. The spectral
amplitude is basically proportional to the square root of I (ω), the usual spectrum as
measured by a spectrometer. The spectral phase is, in essence, the relative phase of
each frequency in the waveform. A basic understanding of its meaning in the time
domain can be grasped looking at Fig. 11.1 left. Here, a superposition of six discrete,
equally spaced frequencies (ωk = k δω) is considered. On the top, the six different
waves are supposed to have a zero phase at t0 (φ(ωk) = 0); as a consequence, the
overlap of these waves is centered at t0. On the bottom, the six waves are supposed
to exhibit a phase (at t0) with a linear dependence upon ω: φ(ωk) ∝ k δφ. As it
can be seen, the constructive superposition of the waves occurs at a different time;
nevertheless, the shape of the pulse remains unchanged. In other words, the spectral
phase linear dependence upon ω just results in a pulse delay. However, this doesn’t
hold anymore for a higher order dependence: in this case, the pulse gets broadened
in time, as we will see in a moment.

In general, for a well defined pulse the spectral phase can be expanded into a
Taylor series around a central frequency ω0:

φ(ω) =
∞∑

k=0

φ(k)(ω0)

k! (ω − ω0)
k (11.4)

with, of course, φ(k)(ω0) = dkφ(ω)/dωk |ω0 . For a more detailed discussion of this
expansion we refer to [4]. As it is implicit in our assumptions, each term in the series
produces a pulse distortions which is significantly smaller than that of the previous

Fig. 11.1 Left: Pictorial view of the effect, in the time domain, of the spectral phase exhibiting
a linear dependence upon ω. Right: Time profiles of pulses with different spectral phase terms.
Left plot: original pulse, φ(1) = 40 fs, φ(2)/(2!) = 150 fs2. Middle plot: original pulse, φ(3)/(3!) =
+1500 fs3 (light green), φ(3)/(3!) = −1500 fs3. Right plot: original pulse, φ(4)/(4!) = 10000 fs4



11 Diagnostics of Ultrafast and Ultraintense Laser Pulses 231

term (dφ/dω|ω0(ω − ω0) � (1/2!) d2φ/dω2|ω0(ω − ω0)
2 � (1/3!) d3φ/dω3|ω0

(ω − ω0)
3 . . .).

One of the reasons to introduce the concept of spectral phase is easily seen.
Indeed, in general, a linear optical system with spectral dispersion acts on the
input field by a multiplication by a (complex) transfer function M̃(ω) in the fre-
quency domain: Ẽ+

out (ω) = M̃(ω)Ẽ+
in(ω) = R̃(ω)e−iφadd (ω) Ẽ+

in(ω). The amplitude
term R̃(ω) accounts for a change induced on the pulse spectrum. The spectral phase
of the pulse is instead modified according to φin(ω) → φin(ω) + φadd(ω). Thus, for
instance, an initially unchirped pulse, that is a pulse with φ′′

in(ω0) = 0, can acquire a
chirp if φ′′

add(ω0) 
= 0.
The three plots of Fig. 11.1 right show the effect, in the time domain, of different

additional spectral phase terms added to an initially unchirped pulse with a 20 fs
FWHM duration. As seen above, a linear phase term (φ(1)(ω0) 
= 0) just results in
a time shift of the pulse (left plot). As an exercise, let us prove this finding from
a formal point of view. We start with an initial unchirped pulse, with a frequency
domain representation Ẽ+

in(ω) = |Ẽ+
in(ω)|. Adding a linear phase term results in this

expression being modified to Ẽ+
f in(ω) = |Ẽ+

f in(ω)|e−iφ(1)(ω0)(ω−ω0). On calculating
the inverse Fourier transform, one easily gets

E+(t) = 1

2π

∫ +∞

−∞
|Ẽ+

f in(ω)|e−iφ(1)(ω0)(ω−ω0)eiωt dω

= eiφ
(1)(ω0)ω0E+(t − φ′(ω0))

This corresponds to a time shift of the pulse of an amountφ′(ω0). The effects of higher
order spectral phase terms can be studied in a similar fashion, although resulting in
more complicated expressions. Some selected results for spectral phase terms up to
the fourth order are shown in Fig. 11.1 right. Spectral phase terms of order 2 are
usually said to give rise to Group Delay Dispersion (GDD), and terms of order 3
to Third Order Dispersion (TOD). It is worth noting that 3rd order terms result in
additional pulses appearing before or after the initial pulse, depending on the sign of
φ(3)(ω0) (see the Figure).

According to the above discussion, we can conclude that for a pulse with a given
spectrum (or bandwidth), the shortest duration is reached when no chirp occurs; in
the frequency domain, this translates into the spectral phase exhibiting a constant or
linear dependence upon ω. In order to provide a simple formal foundation for this
claim, we start calculating the pulse duration for a general pulse as

Δt2 =
∫ +∞

−∞
(t − 〈t〉)2 I (t) dt =

∫ +∞

−∞
|(t − 〈t〉)E(t)|2 dt (11.5)

Using the Plancherel’s identity and the equation F[(t − 〈t〉)E(t)] = ie−iω〈t〉 ×
∂
∂ω

(eiω〈t〉 Ẽ(ω)), we get
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=
∫ +∞

−∞
|F[(t − 〈t〉)E(t)]|2 dω =

∫ +∞

−∞

∣∣∣
∣

∂

∂ω
(eiω〈t〉 Ẽ(ω))

∣∣∣
∣

2

dω

and finally, on introducing the spectral amplitude and the phase and calculating the
derivative

Δt2 =
∫ +∞

−∞

∣
∣∣∣

∂

∂ω
|Ẽ(ω)|

∣
∣∣∣

2

dω +
∫ +∞

−∞
|Ẽ(ω)|2

∣
∣∣∣

∂

∂ω
(ω 〈t〉 − φ(ω))

∣
∣∣∣

2

dω

The first integral is ever positive and depends upon the spectrum. As for the second
one

∂

∂ω
(ω 〈t〉 − φ(ω)) = 〈t〉 − φ′(ω0) − ∂

∂ω
(spectral phase terms O((ω − ωo)

2))

We saw above that the second term accounts, in the time domain, for a pulse delay,
so that the first two terms cancels out. Thus, a further (positive) contribution to the
time duration exists if the spectral phase exhibits higher order terms (GVD, TOD,
…). Ideally, in order to keep a pulse as short as possible, one thus look for optical
elements which do not transfer quadratic phase to the pulse or (most of the times)
for devices for adjusting/compensating for the accumulated spectral phase.

We conclude this introductory Section mentioning a few basic facts about the
spectral phase modifications generally occurring when dealing with ultrashort laser
systems.

1. Ordinary transparent media such as those used in laser optics (BK7, fused silica,
etc.) feature, under normal dispersion, a φ(2)(ω0) > 0, resulting in a positive
chirp (lower wavelengths travelling before higher ones). For further details see
[5].

2. In their most general configuration, stretcher and compressor induce a positive
and a negative chirp, respectively. Moreover, an array of spatial light modulators
in the Fourier plane of a compressor can be used to modify the spectral phase of
ultrashort laser pulses, thus allowing the pulse shape to be modified in the time
domain (see [6]).

3. The accumulated (high order) spectral phase of ultrashort pulses in Chirped
Pulse Amplification chains can be compensated for using so-called Acousto-
Optic Programmable Dispersive Filters [7], acting on the chirped (stretched)
pulse. This is a mandatory technique when intense laser pulses in the range
�30 fs have to be produced.

11.2.2 Basics on 1st and 2nd Order Autocorrelators

In this Section a basic tutorial on the different methods for measuring the duration of
ultrashort laser pulses will be given. As it will be clear, this encompasses either the
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knowledge of just the intensity profile in the time domain, or, using more advanced
techniques, of both the spectral amplitude and phase (in the frequency domain), thus
accessing the knowledge of the possible pulse chirp. Before entering the discussion,
it is useful to highlight the following three basic facts.

– Many of the methods which will be presented in the following requires the mea-
surement of some kind of correlation between two pulses at a variable delay to each
other, in a time range of the order of femtoseconds. Such a delay is easily obtained
by letting the pulse to be delayed travel longer paths; femtosecond delays require
micron-scale optical path lengths, which can be safely and reliably produced and
measured using present day technology translation stages and optical encoders.

– Given two pulses with fields Eref(t) and E(t), it is easy to realize that the experi-
mental measurement of their first order correlation function, defined as

C1(τ ) :=
∫ +∞

−∞
Eref(t) E(t − τ ) dt ,

allows E(t) to be retrieved, provided that Eref(t) (a “reference” pulse) is fully
known. It is also easy to understand that, in order for the measurement to provide
an accurate estimate of E(t), the length of Eref (t) should be comparable to that
of E(t).

– As we mentioned in the Introduction, photodiodes response is limited to the few
picoseconds range.When using such a kind of detector in advanced temporal char-
acterization techniques, it is then clear that the measured signal is the integral over
a time interval much longer than the actual pulse duration, so that it is proportional
to the pulse energy:

Read signal ∝
∫ +∞

−∞
I (t) dt ∝

∫ +∞

−∞
|E(t)|2 dt ∝ pulse energy

All these facts will be implicitly used in what follows.
Although not very useful in practice, due to the lack, in general, of a completely

characterized ultrashort pulse to be used as a reference, it is worth, from a didactic
point of view, to start with simple interferometric techniques. Figure11.2 shows a
conceptual view of the experimental setup to measure the pulse duration of the pulse
E(t) using time-domain (left) or frequency-domain (right) interferometry. In both
cases, an ultrashort pulse Eref(t) is supposed to be available and completely known
(that is, in terms of both spectral amplitude and phase).

In the case of time-domain interferometry, a scan of a sufficiently large delay
(greater than the pulse duration) is carried out, and the signal corresponding to each
delay is recorded. According to what said above, it is easy to verify that the recorded
signal is
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Fig. 11.2 Conceptual optical schemes to measure a pulse duration using time-domain (left) or
frequency-domain (right) interferometry

S(τ ) ∝
∫ +∞

−∞
|Eref(t − τ ) + E(t)|2 dt =

∫ +∞

−∞
|Eref(t − τ )|2 dt

+
∫ +∞

−∞
|E(t)|2 dt +

(∫ +∞

−∞
E(t)E∗

ref(t − τ ) dt + c.c.

)
(11.6)

Notice that the last two terms correspond to 1st order correlation functions. Taking
the Fourier transform, one gets F(S)(ω) = Aδ(ω) + (Ẽ(ω)Ẽ∗

ref(ω) + c.c.) (A is a
constant), from which the spectral phase of the pulse to be measured can be retrieved
(recall that the spectral amplitude is simply related to the pulse spectrum).

In the case of frequency-domain interferometry, the delay is kept at a fixed value,
and the spectrum of the overlapping pulses is measured:

S(ω) ∝ |F(Eref(t − τ ) + E(t))|2 =
∣∣∣Ẽref(ω)eiωτ + Ẽ(ω)

∣∣∣
2

=
∣
∣∣Ẽref(ω)

∣
∣∣
2+

∣
∣∣Ẽ(ω)

∣
∣∣
2 + 2

∣
∣∣Ẽref(ω)

∣
∣∣
∣
∣∣Ẽ∗(ω)

∣
∣∣ cos [ωτ − φref(ω) − φ(ω)] (11.7)

This shows that interference fringes appear in the spectrum with an average fringe
spacing inversely proportional to the time delay (which is kept fixed). Again, the
spectral phase can be retrieved: indeed, the phase of the fringe pattern yields the
spectral phase difference between the reference and the unknown pulse.

Let’s come now to the more realistic case in which a second completely charac-
terized ultrashort pulse is not available. In such a case (by far the most common) one
has to rely on so-called autocorrelation techniques. The most direct way of getting
an autocorrelation trace lies in using a Michelson-like interferometer, to let the pulse
to be measured interfere with a delayed replica and directly observing the resulting
pulse at different delays (1st order autocorrelation). The conceptual scheme is the
same as the one in Fig. 11.2 left, where now Eref(t) = E(t). Recalling that the field
can be written as

E(t) = A(t)eiΦ0eiω0teiΦa(t) , (11.8)

the resulting signal as a function of the time delay can be easily seen to be
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S(τ ) ∝
∫ +∞
−∞

|E(t − τ ) + E(t)|2 dt ∝ 2
∫ +∞
−∞

|E(t)|2 dt

+2
∫ +∞
−∞

A(t)A(t − τ ) cos [ω0t + Φa(t) − Φa(t − τ )] dt ∝ 1 + G1(τ ) (11.9)

where G1(τ ) is the autocorrelation function. Looking at this expression, we can first
notice that the detected signal (trace) is ever symmetric with respect to the time delay
τ , even in the case of a chirped pulse. This leads to the conclusion that the spectral
phase cannot be measured using this technique. As a matter of fact, the Wiener-
Khintchine theorem states that the Fourier transform of the first order autocorrelation
function is basically proportional to the pulse spectrum: F[G1(τ )] = |Ẽ(ω)|2 (see,
for instance, [8]). Thus, taking the Fourier transform of the signal (with respect to
the delay τ ) one ultimately only gets the power spectrum. In fact, it can be shown
that the full knowledge of E(t) requires the measurement of all the successive Gn(t)
[9]. Basically, in a first order autocorrelator the observed trace S(τ ) is only related
to the coherence length of the pulse; it is then intuitive that a chirped pulse can result
in an apparently shorter (with respect to τ ) signal with respect to an unchirped one.
Nevertheless, the original pulse duration can be retrieved with some assumptions
on the pulse shape and phase; in other words, if one can safely assume that no or
negligible chirp is occurring and make a sufficiently accurate guess for the pulse
shape (envelope), a first order autocorrelation measurement can provide the pulse
duration. We stress, however, that the assumption on the absence of any chirp is
rather strong under routine operations of femtosecond lasers.

A certain degree of knowledge of the spectral phase can be gathered using sec-
ond order autocorrelation techniques, that is looking at the 2nd harmonic signal
generated in a nonlinear crystal by two delayed replicas of the ultrashort pulse to
be characterized. The most general conceptual scheme of such a kind of autocor-
relator is shown in Fig. 11.3 top. Since the polarization in the crystal can be writ-
ten as P(t, τ ) ∝ (E(t) + E(t − τ ))(E(t) + E(t − τ )) (see, for instance, [10]), the
observed signal on the detector is

S(τ ) ∝
∫ +∞

−∞

∣∣(E(t) + E(t − τ ))2
∣∣2 dt

=
∫ +∞

−∞

∣∣∣
(
A(t)eiωoteiΦa(t) + A(t − τ )eiω0(t−τ )eiΦa(t−τ )

)2∣∣∣
2
dt

On expanding the square modulus in the integral, one finally gets

S(τ ) ∝ Ibackground + II A(τ ) + Iω0(τ ) + I2ω0(τ ) (11.10)

with
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Fig. 11.3 Top. Conceptual optical layout of a 2nd order autocorrelator in a collinear geometry.
Bottom. Typical trace of a 2nd order interferometric autocorrelator (collinear geometry)

Ibackground =
∫ +∞

−∞
A4(t) dt +

∫ +∞

−∞
A4(t − τ ) dt = 2

∫ +∞

−∞
I 2(t) dt

II A(τ ) = 4
∫ +∞

−∞
A2(t)A2(t − τ ) dt = 4

∫ +∞

−∞
I (t)I (t − τ ) dt

Iω0(τ ) = 4
∫ +∞

−∞
A(t)A(t − τ )(A2(t) + A2(t − τ ))

× cos [ω0τ + Φa(t) − Φa(t − τ )] dt

I2ω0(τ ) = 2
∫ +∞

−∞
A2(t)A2(t − τ ) cos [2(ω0τ + Φa(t) − Φa(t − τ ))] dt

The contribution of each term to the observed signal (as a function of the delay τ )
can be readily understood looking at the above expressions. In particular, the first
term gives a constant background, dependent only on the intensity of the pulse. The
second term is due to the SHG due to one photon from the pulse E(t) and one photon
from the delayed pulse E(t − τ ). The 3rd and 4th terms give oscillating contributions
(as a function of τ ) at frequencies ω0 and 2ω0, respectively. These oscillations are
modified by terms involving the difference of the phases of the two replicas at each τ .
As an example of a typical 2nd order interferometric autocorrelation trace is shown
in Fig. 11.3 bottom. As it can be seen, the ratio of the maximum signal, occurring
at τ = 0, to the signal at τ = ±∞, is fixed; this is a peculiarity of such a kind
of autocorrelation, as it can be easily verified from the above equations taking the
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limits for τ → 0 and τ → ±∞. The important issue to observe here is that the
shape of the fringe pattern strongly depends on the pulse chirp. Indeed, for a given
pulse duration, the τ range over which the fringes are visible is related to the pulse
chirp: the lower the chirp, the larger is this τ range. On the other hand, the width
of the contribution from the 2nd term doesn’t depend on the pulse chirp (provided,
of course, that the SFG is within the phase matching region of the crystal over the
whole delay range). From these reasonings, we can thus conclude that a 2nd order
interferometric autocorrelation trace can provide a visual information about the pulse
chirp; for instance, in contrast to the one depicted in the Figure, an unchirped pulse
would result in a trace where the interval where fringes appears would be as large as
the one where the (continuous) signal from the 2nd term (intensity autocorrelation)
is visible.

According to these reasonings, one would be tempted to conclude that a 2nd order
interferometric autocorrelation could provide a direct measurement of the spectral
phase. On the other hand, it is worth observing here that the original pulse giving
rise to a given interferometric autocorrelation trace is not unique. Nevertheless, a
limited degree of knowledge of the spectral phase can still be retrieved using iterative
algorithms (ref. c).

Before concluding this subsection, let us briefly discuss how a 2nd order autocor-
relation method can be used to design and implement single-shot devices to measure,
under some assumptions, the duration of ultrashort pulses. This is a crucial task as
long as low repetition rate laser systems have to be temporally characterized or the
pulse duration of an ultrashort pulse have to be minimized using a feedback loop
acting on an active spectral phase adjustment devices (see …). Let’s recall that the
2nd term in (11.10) provides a smooth (that is, not modulated) signal as a function
of τ , which is related, under some very basic constraints, to the pulse duration only.
It is clear that such a smooth signal could be obtained by a full 2nd order interfero-
metric autocorrelation trace by applying a spectral filter to drop out any contribution
oscillating at ω0 and 2ω0. On the other hand, this same effect can be also obtained
by slightly modifying the setup shown in Fig. 11.3 left, using a different nonlinear
generation configuration. In particular, if a scheme is used which involves the two
pulses impinging onto the nonlinear crystal at a certain angle to each other (see
Fig. 11.4), then the SFG signal generated from one photon per pulse can be discrim-
inated by an angular selection (that is, the SHG signal coming from each of the two
pulses separately can be dropped out). This amounts to retaining just the second
term in (11.10), that is no background and no interference terms are observed; the
trace II A(τ ) basically provides a 2nd order correlation function, whose width can be
used to retrieve the pulse duration. It is to be observed that the 2nd order correlation
function is an even function of τ , independent of the symmetry of the actual pulse.
Therefore, one cannot uniquely recover the pulse intensity profile. Nevertheless, if
one knew a priori that the intensity profile were symmetric, one could recover I (t).
Indeed F[G2(τ )] ∝ | Ĩ (ω)|2, where Ĩ (ω) := F[I (t)]. If I (t) is symmetric, the its
Fourier transform is real and can be therefore recovered knowing its module only.
Conversely, if I (t) is not symmetric, the phase of its Fourier transform would be
needed as well.
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Fig. 11.4 a Noncollinear arrangement of the two beams in a nonlinear crystal, resulting in a (time
delay)-to-space encoding and thus allowing an implicit scan of a delay range to be obtained with a
single-shot. The vertical direction is imaged out onto an area detector, collecting only light at the
wavelength of the SFG beam. b An example of a raw 2nd order autocorrelation trace (on the right
side) and the retrieved intensity profile (left side). c Picture of a 2nd order autocorrelator (Bonzai,
by Amplitude Technologies), showing the main optical elements. The beam path is highlighted

A background-free intensity autocorrelator provides a method to measure the
pulse duration on a single-shot basis. The underlying concept may be grasped by
looking at Fig. 11.4a. The SFG signal coming from a given position of the crystal
(along the plane of the two beams) is generated by a (unique) combination of time
slices of the two beams; for instance, in the Figure the upper part of the SFG signal
comes from nonlinear interaction of the leading edge of the beam 1 and the trailing
edge of beam 2. One thus gets an implicit time retardation of the two beams to each
other, encoded into the spatial coordinate. By spatially resolving the emission, a
single-shot span of the entire delay range of interest is thus obtained, from which a
2nd order intensity autocorrelation trace can be retrieved by taking a simple lineout.
An example of a 2nd order single-shot autocorrelator is shown in Fig. 11.4, which
also shows the corresponding detected trace and the final retrieved pulse profile.

11.2.3 Advanced Pulse Shape Characterization Techniques
in the Time-Frequency Domain

The pulse characterization methods presented so far only enabled a rather limited
knowledge of the pulse spectral phase to be obtained; in other words, quite strong
assumptions on either the pulse envelope or its chirp had to be made. They were
based on measurements carried out either in the time or in the frequency domain.
More advanced techniques involve both temporal and spectral resolution at the same
time, and are able to provide both the pulse spectrum and spectral phase. As it was
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mentioned in Sect. 11.2.1, this amounts to know the pulse profile (and thus duration)
and its instantaneous frequency (and thus chirp).

One of the mostly used description of an ultrashort pulse in the time-frequency
domain involves the use of the so-called spectrogram. Roughly speaking, this basi-
cally represents the spectrum of the pulse at each time instant. How can the “instan-
taneous” spectrum of the pulse E(t) at a given time τ be measured? The general
conceptual scheme to accomplish this task is shown in Fig. 11.5 left. Starting with
the signal E(t), a second “gate” pulse is used to select a very short time slice over
which the spectrum can then be calculated (andmeasured) by the usual Fourier trans-
form. From a formal point of view, we use a gate function g(t − τ ), centered around
the time τ , to get a gated signal Egated(t, τ ) = E(t)g(t − τ ); the spectrum of the
pulse in a time interval around τ (whose width depends upon the gate function) is
then given by the modulus square of the Fourier transform (with respect to t) of this
signal:

S(ω, τ ) = ∣
∣F [

Egated(t, τ )
]∣∣2 =

∣∣
∣∣

∫ +∞

−∞
E(t)g(t − τ )e−iωt dt

∣∣
∣∣

2

(11.11)

A couple of sketches of spectrograms of typical pulses are shown in Fig. 11.5 right
(see the caption for more details). It is rather intuitive that the knowledge of a spec-
trogram, that is of the spectrum of the pulse at each time, allows the pulse time
profile (including both its amplitude and frequency) to be retrieved. To show it from
a formal point of view, let us first observe that from the knowledge of the gated signal
Egated(t, τ ) for all the time slices τ the signal E(t) can be retrieved by an integra-
tion over τ :

∫
Egated(t, τ )dτ = ∫

E(t)g(t − τ )dτ ∝ E(t). Writing Egated(t, τ ) as
an inverse Fourier transform (with respect to τ )

Fig. 11.5 Left. Conceptual path leading to measure (and define) the spectrogram of a pulse. Right.
Sketch of typical spectrograms of ultrashort pulses with characteristic spectral phase terms
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Ẽgated(t,Ω) =
∫

dτ Egated(t, τ )e−iΩτ (11.12)

one easily realizes that the spectrogram is the (square) modulus of the 2D Fourier
transform of Ẽgated(t,Ω):

S(ω, τ ) =
∣∣∣∣
1

2π

∫
dt

∫
dΩ Ẽgated(t,Ω)eiΩτe−iωt

∣∣∣∣

2

(11.13)

The task of reconstructing E(t) is thus moved, via (11.12) and (11.13), to the task
of recovering the function Ẽgated(t,Ω) from its power spectrum S(ω, τ ) (this is
a typical phase retrieval problem). Unlike in the 1D case, in the 2D case this is a
(uniquely) accomplishable task (see for instance [11]). In general, iterative algorithms
are needed to get E(t) from S(ω, τ ).

The main experimental challenge in measuring ultrafast optical spectrograms
lies in implementing an ultrafast gate. In the Frequency Resolved Optical Gating
(FROG) method, the pulse is used to gate itself via a nonlinear optical interaction.
Different FROG techniques have been developed, relying on different nonlinear
effects to accomplish such task; the different FROG implementations thus differ from
each other for the gate function, that is the Egated(t, τ ) measured. For a complete
description of the different FROG flavours, see [12]. In order to provide a very basic
introduction, here we briefly mention two of these variants.

In the Polarization Gating FROG (PG FROG), ultrafast optical gating is achieved
through the optical Kerr effect (3rd order nonlinearity). Figure11.6 left shows a
conceptual implementation of a PG FROG apparatus. Basically, the “gating pulse”
induces a birefringence in the nonlinear crystal and therefore a polarization rotation
of the other pulse, which is thus transmitted through the second polarizer. It is easy
to realize that in this case the gate is g(t − τ ) = |E(t − τ )|2, so that the measured
(gated) signal is Egated = E(t)|E(t − τ )|2. It is worth mentioning that PG FROG
is one of the most suitable FROG techniques to get single-shot measurement of
ultrashort, multi TW laser pulses, using a similar mechanism (time delay encoded in

Fig. 11.6 Left. Sketch of the optical arrangement of a polarization gating FROG (from [12]). Right.
Conceptual optical layout of a second harmonic generation FROG device
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spatial position) to the one described in the previous subsection. Finally, we want to
mention one more FROG scheme, which is more suitable for relatively low-intensity
pulses, whose efficiency in giving rise to 3rd order nonlinear processes would be
limited. In this case, 2nd harmonic generation (χ(2) nonlinearity) can be used instead
in order to generate the gate pulse. The corresponding device is known as Second
Harmonic Generation FROG (SHG FROG). A sketch of the typical optical scheme
is shown in Fig. 11.6 right. As it can be seen, the conceptual setup is pretty much the
same as for noncollinear Intensity Autocorrelation, with spectral resolution added.
It is easy to check that the gate pulse is in this case g(t − τ ) = E(t − τ ), so that
the measured signal is Egated = E(t)E(t − τ ). Although very simple from the point
of view of the experimental arrangement, SHG FROG provides rather unintuitive
traces; this is due to the fact that the resulting FROG trace depends directly, roughly
speaking, on both the chirp of the pulse to be measured and the chirp of the gate
pulse, as it can be realized from the above expression.

Wewant to conclude this brief discussion observing that FROG is a very powerful
and flexible pulse characterization technique; for instance, the sameFROGsetupmay
cover a large range of pulse durations. On the other hand, being the reconstruction
of the physical quantities from the FROG trace based on iterative algorithms, it is,
generally speaking, not very suited for very high repetition rate laser systems.

Wewant now to briefly tell something about a secondmethod allowing a complete
characterization of the time behaviour of ultrashort pulses, namely the Spectral Phase
Interferometry for Direct Electric Field Reconstruction (SPIDER). For a complete
review of this technique we refer to [13]. The method ca be framed as an evolution
of the Interferometric Autocorrelation discussed above, where the two interfering
pulses, beside be shifted in time, are also shifted in their central frequency (spectral
shearing). In order to get an insight of the underlying principle, it is worth, as done
above, to look at the measured signal from a formal point of view and then to look
at a practical implementation. Starting from the pulse E1(t) = A(t)eiω0teiΦa(t), a
replica with both a time and a frequency shift can be written as E2(t) = A(t −
τ )ei(ω0+Ω)(t−τ )eiΦa(t−τ ). The spectrum of the pulse resulting from overlapping these
two pulse is then

S(ω) ∝ |F [E1(t) + E2(t)]|2 = | Ã(ω)|2 + | Ã(ω + Ω)|2
+ 2| Ã(ω)|| Ã(ω + Ω)| cos [ωτ + φ(ω + Ω) − φ(ω)] (11.14)

We observe that the signal shape depends on both the spectral amplitude and phase.
Furthermore, for a flat spectral phase, the spectrum exhibits oscillations with a period
2π/τ . For chirped pulses, the fringe separation depends on the difference between
the spectral phases. If the power spectrum is measured with sufficient resolution, the
spectral phase can thus be retrieved. Unlike in the FROG case, no iterative algorithm
is needed here, the analysis only involving Fourier transforms and signal filtering in
the frequency domain.

A conceptual layout of a SPIDERoptical setup is shown in Fig. 11.7 left. The pulse
is first split into two beams. In the upper arm, a replica of the pulse is generated (using,
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Fig. 11.7 Left. Conceptual optical layout of a SPIDER device. Right. Typical (raw) spectrum
provided by a SPIDER device

for instance, an etalon) with a given (fixed) delay. In the lower arm, the pulse goes
through a stretcher, which broadens the pulse in time and gives it a chirp. The pulse
pair resulting from the first arm and the stretched pulse then interact in a nonlinear
crystal. The crystal phase matching is chosen so as to only allow the SFG from
a photon of each of the two replicas and a photon of the stretched pulse. Since the
frequency of the stretched pulse at the time of interactionwith each of the two replicas
is different, this results, as a matter of fact, in a spectral shear of the upconverted
pulses with respect to each other; ultimately, thus, two pulses corresponding to E1(t)
and E2(t) given above are produced. Finally, the power spectrum is measured using a
spectrometer. A typical spectrum is shown in Fig. 11.7 right. From such a curve, both
the spectral amplitude and the spectral phase can be simultaneously retrieved using
only direct (non-iterative) algorithms, which makes the SPIDER technique suitable
for a time characterization of very high rep rate laser systems.

Before concluding this Section, it is worth to remark that other methods for the
complete characterization of ultrashort pulses have been recently developed; among
these, we mention GRENOUILLE [14] and WIZZLER [15]. We cannot discuss
these methods here, but their physical bases will be easy to be grasped once the
above discussion has been followed.

11.2.4 Ultrashort Pulse Contrast Measurement Methods

The very high intensity on target, up to ∼1022 W/cm2, reached with current CPA
laser systems makes the knowledge of the laser intensity profile over an extended
time range a mandatory task for the characterization of ultrashort and ultraintense
systems. Indeed, since the ionization threshold for most materials lies in the range
1010–1012 W/cm2, even laser emission at an intensity up to ten orders of magnitude
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Fig. 11.8 Left. Typical intensity profile of an ultrashort, sub-PW class laser pulse over an extended
time region before and after the main pulse. Right. Original optical layout used to measure the
contrast of an ultrashort pulse using 3rd order autocorrelation (from [16])

smaller than that of themain pulsemay lead to a target ionization; when this emission
occurs before the main pulse, the creation of a pre-plasma may occur and (typically)
unwanted physical processes brought forth. On the other hand, CPA laser systems
feature a rather characteristic time profile extending over a nanosecond time range.

An example of a typical intensity profile is shown in Fig. 11.8 left. The profile
includes a ns-long pedestal, due to the Amplified Spontaneous Emission (ASE); pre-
and post-pulses are also visible, on timescales of a few up to a few tens of ps, most
of the times due to spurious reflections in the amplification chain; finally, a pulse
distortion on a timescale of few ps is clearly visible, typically due to an imperfect
pulse stretching/compression, leading to spectral amplitude noise or residual spectral
phase (see for instance and References therein). The level of these pulse features
with respect to the main pulse is broadly referred to as the “pulse contrast”. Looking
at the figure, it is easy to realize that the knowledge of the laser pulse over an
extended time of a few ns is typically required, as well as a very high dynamic range,
tentatively spanning 10–12 orders of magnitude or more. With this respect, we first
observe that the techniques discussed in the previous subsection are limited to a
timespan of a few tens of ps and to a dynamic range of the order of 106. An ad hoc
approach is thus required to undertake themeasurement of the pulse contrast.Usually,
high dynamic contrast measurements are performed using high-order autocorrelation
techniques. Indeed, the 2nd order autocorrelation discussed above suffers from two
main drawbacks when the pulse contrast has to be measured: (a) scattered light from
the SHG crystal typically limits the dynamic range to about 105; (b) as we observed,
the 2nd order trace is always symmetric, so that pulse features before the main pulse
cannot in principle be distinguished from those occurring after the main pulse.

The first 3rd order autocorrelation was reportedly performed on the VULCAN
laser (at 1053 nm fundamental) at Rutherford Appleton Laboratory [16]. Figure11.8
right shows the optical scheme used in that case. Basically, the pulse is first split into
two pulses, one of which is frequency doubled, and delayed to each other; the two
pulses are then focused onto a nonlinear crystal whose THG is finally measured, by
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means of a photomultiplier tube, at different delays. Since, as we saw, the expected
signal varies over many orders of magnitude over the timespan to be investigated,
different attenuation filters are to be used for different delays in order to get a signal in
the useful working range of the photomultiplier tube. Since then, careful optimization
methods have been gradually designed and implemented on such a basic scheme in
order to enhance the dynamic range, up to the current >1010 level; among these,
a THG wavelength selection by means of gratings to reduce unwanted radiation,
the usage of high dynamic range photomultipliers with variable gain, and the angle
optimization (see [17] and References therein).

A 3rd order autocorrelator requires the time interval over which the pulse contrast
has to be measured to be scanned by varying the delay between the 2nd and 3rd
harmonic beams; it is thus a multi-shot technique, only suitable, in general, for
average to high repetition rate laser systems. Efforts have been undertaken, over the
past decade, to allow high-dynamics contrast measurements to be carried out on a
single-shot base. Aswe saw in the previous subsection, one of themost direct ways to
simultaneously observe an autocorrelation trace at multiple times relies in exploiting
the intrinsic time-to-space encoding in a noncollinear nonlinear interaction geometry;
a single-shot 3rd order autocorrelator based on this method was first reported in [19].
A different approach was undertaken in [20]. In this case, an optical setup designed
on purpose allowed a large number of pulse replicas to be generated, delayed to each
other by a few ps. Each of these pulses was then used to interact in a nonlinear crystal
at a slightly different angle with the original pulse; the resulting SFG pulses were
imaged out onto an area detector. In this way, an interval of ∼200 ps was discretely
sampled with a single laser shot, with a dynamic range higher than 60 dB. More
recently, optical parametric amplification was studied as a tool to get a single-shot
autocorrelator to measure the pulse contrast; it is based upon a cross-correlation
between a pump and an idler obtained from the pulse to be characterized [21]. The
high gain configuration employed allowed the time profile of a low-energy (<0.5mJ)
pulse to be characterized within a 50 ps time window with a >107 dynamic range.

Fig. 11.9 Left. Optical layout of the single-shot autocorrelator to measure the pulse contrast as
reported in [18].Right. Pulse contrast of a 100TWclass laser systemasmeasured using a Sequoia 3rd
order autocorrelator by Amplitude Technologies (on several shot) and the single-shot autocorrelator
shown on the left
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Figure11.9 left shows the optical scheme of a single-shot autocorrelator discussed
in [18]. In this case, a double stage optical parametric amplifier, pumped by a portion
of the pulse to be characterized, was used to produce, via optical parametric gen-
eration and subsequent parametric amplification, a very clean pulse; this was then
employed to produce a correlation signal via SFG in a BBO crystal. This signal was
finally imaged onto a bundle of optical fibers with different length (to sample differ-
ent time intervals) and different attenuation filters (to account for the very different
signal intensities), and finally read using a photomultiplier tube. In this way, a time
window of about 50 ps was characterized in a single shot, with a dynamic range in
excess of 1010.

11.3 Wavefront Measurement Methods

In this final Section we will briefly deal with the experimental characterization of
the (transverse) wavefront of ultraintense laser pulses. As it was mentioned in the
Introduction, the beam of an ultrashort and ultraintense laser suffers, in general, from
non negligible wavefront aberrations, resulting in a bad quality focal spot unless
an active correction by means of deformable mirrors is performed. This is due to
the complex optical layout of CPA ultraintense systems, involving a large number
of optical elements whose induced wavefront modifications, either due to material
imperfections or deformations or to tiny optical misalignments, sum up in the output
beam. Thermal gradients induced in the high power amplifiers are also a source of
induced wavefront deformations, possibly resulting both in thermal lensing effects
and higher-order aberrations. Wavefront distortions can also be introduced by an
incorrect alignment of the final focusing Off-Axis Parabola (OAP). As a matter of
fact, the focal spot of very short focal length OAPs, typically needed to reach a
high intensity in the focus, is very sensitive to very small angle of misalignments.
Figure11.10 left shows, for instance, the simulated intensity map for a f/10 OAP
for very small misalignments, up to 2◦. Getting the highest intensity in the focus thus
generally demands a wavefront correction compensating the wavefront distortions
accumulated in the amplification chain and, possibly, pre-compensating those due
to the final optics. Figure11.10 right shows an example of the conceptual layout for
such a correction as reported in [22]; the usage of a deformable mirror allowed an
ultra-high intensity up to ∼1022 W/cm2 to be obtained in the focus with a 45TW
laser system. In that case, the wavefront of the focused beam was measured and
used in a feedback loop to act on the mirror’s actuators. In general, in sub-PW class
systems one aims at least at correcting the wavefront aberrations before the Off-Axis
Parabola.

Before providing a quick overview of the experimental techniques to character-
ize the wavefront of a laser beam, it is worth recalling a few formal facts often
used for the description of the transverse quality of real beams. Figure11.11a gives
a pictorial view of the effects, in the proximity of the focal plane, of a departure
from a perfect (plane) wavefront. Such a departure can be expressed as function
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Fig. 11.10 Left. Intensity distribution in the focal plane for an f/10 OAP, calculated for a perfectly
aligned beam (top left) and for increased misalignments: ϑ = +1.0◦ (top right), ϑ = +1.5◦, ϑ =
+2.0◦ (bottom right) (from [23]).Right. Scheme of the setup used in [22] to correct beam aberrations
using wavefront sensing of the focused beam and a deformable mirror

Fig. 11.11 a Pictorial ray-tracing of the focusing of a perfect and an aberrated beam. b Conceptual
scheme of lateral shearing interferometry wavefront sensing. c Sketch of the working principle of
a Shack-Hartmann wavefront sensor

Φ(x, y) = Φ(ρ cosϑ, ρ sin ϑ) (we suppose to use a spatial scale such that 0 ≤ ρ ≤
1). It is customary to expand such a function in a series of the so-called Zernike poly-
nomials Zm

n (x, y). It can be shown (see, for instance, [24] and References therein)
that this set of polynomials is the only one with the following properties: (1) is
orthogonal over the unit circle; (2) consists entirely of polynomials invariant in form
under discrete rotations; (3) contains one polynomial for every integer value of m
and n such that n ≥ |m| and n − |m| is even. Each Zernike polynomial can be written
as Zm

n (ρ,ϑ) = Rm
n (ρ)eimϑ, with
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Here we followed the conventions used in [24]. We warn the reader to check the
conventions used, when dealing with equations provided in such a context. For a
discussion of the formal properties of the Zernike polynomials we refer to [25].
Moreover, we refer to [8] for a discussion of the kind of aberrations produced by the
wavefront distortion represented by each Zernike polynomial.

It is customary to summarize the quality of thewavefront in a single figure, dubbed
Strehl ratio. It basically gives the maximum intensity achievable with an aberrated
beam, normalized to the one from a perfect one (see [8] for amore formal discussion).
It can be shown that it is related to the mean square deformation of the wavefront;
different approximated formulas are often provided (see for instance [26]). Using
one of the expressions provided most often, the Strehl ratio can be expressed as a
function of the coefficients Anm of the Zernike expansion as

S = I

I0
= 1 − 2π2

λ2
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n=1
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m=0

A2
nm

n + 1
(11.16)

(where, since the indices n,m must satisfy the relationships given above, it is implicit
that only the coefficients corresponding to existing Zernike polynomials are to be
considered).

Several experimental techniques havebeendeveloped formeasuring thewavefront
of laser beams. Figure11.11b illustrates conceptually the so-called Lateral Shearing
Interferometry. This is a self-referencing interferometric method, basically involving
the measurement of the interference of 2 (or more, in some variants) replicas of the
beam.

For an overview of the measurement techniques used in the field of high power
lasers, we refer the reader to [27]. Here we only briefly illustrates the basic principles
underlying the so-called Shack-Hartmannwavefront sensor, which is likely the most
used device. It employs a 2D array of small lenslets (each lenslet with a typical
diameter of ∼100µm) to focus small portions of the beam to be characterized onto
an area detector. As it can be realized looking at Fig. 11.11c, the deviation of the
position of each spot with respect to the one of a reference beam (that is, a beam with
a flat wavefront) is related to the local slope of the deformed wavefront. As a matter
of fact, the displacements of the spot centroids with respect to a plane wave reference
position is a measure of the local Poynting vector. The experimental data can thus be
used to reconstruct thewavefront; in general, the algorithms for analyzing data from a
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Fig. 11.12 Left. Top: positions of the spots from each lenslet of a Shack-Hartmann wavefront
sensor (green points); the reference spot positions (that is, the spots of an unaberrated beam) are
also shown in red. The displacements between the two set of points are shown on the bottom. Right.
Measured intensity map in the focal plane of a beam affected by a coma aberration, without (top)
and with (bottom) a wavefront correction by a deformable mirror

Shack-Hartmann wavefront sensor provide the coefficients of the Zernike expansion.
Furthermore, it can be shown that the M2 factor (see for instance [28]) of the laser
beam can be directly retrieved. For a complete discussion of the data analysis of a
Shack-Hartmann wavefront sensor we refer to [29]. As an example, Fig. 11.12 left
shows the positions of the spots from each lenslet and the displacements from the
reference spots in the case of a beam affected by a (negative) defocus (revealed by
the radial component of the displacement vectors) and an asthigmatism (revealed
by the polar component). As said above, data from a wavefront sensor can be used
to actively correct wavefront aberrations using a deformable mirror, possibly with a
closed loop algorithm. Figure11.12 right shows, as an example, the intensity pattern
in the focal plane for a beam affected (mostly) by a coma wavefront distortion, when
focused without and with a wavefront correction by a deformable mirror.
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