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Preface

It is our honor to introduce the proceedings of the 14th edition of the European Alliance
for Innovation (EAI) International Conference on Cognitive Radio-Oriented Wireless
Networks (CROWNCOM 2019), held in Poznan, Poland. This conference gathered
researchers from academia, industry, and standardization bodies to present their
solutions supporting cognitive-radio-based wireless networks. Adapting the scope
of the event to the current investigation trends, the main topic of the conference was
“Artificial Intelligence and Big Data for 5G and Beyond.”

The technical program of CROWNCOM 2019 consisted of 30 papers divided into
five sessions and one workshop. The technical sessions covered the following research
topics: “Machine Learning for Spectrum Management,” “Spectrum Sensing and
REMs,” “Spectrum Sharing and Management,” “New Trends in Spectrum Sharing,”
and “Spectrum Assessment and Valuation.” Complementing the technical sessions, the
workshop was devoted to “Open Radio Platforms for 5G Research and Beyond”
operating both in the hardware and software domains.

The technical program featured two keynotes, one tutorial, and one panel. The
keynote lecture given by Marcin Dryjanski (Grandmetric), entitled “Why
One-Size-Fits-All Approach Does Not Work Anymore,” addressed the arising problem
of heterogeneity of both services required from wireless networks and radio access
technologies. The keynote given by Stefan Parkvall (Ericsson Research), entitled “5G
NR – The Next Generation Wireless Access,” provided an overview of the 5G New
Radio technology and its evolution in the future. The tutorial, given by Navid Nikaein
(Eurecom), was entitled “RAN Slicing and Control: Challenges, Technologies, and
Tools.” Over more than two hours, the tutorial speaker presented the challenges,
solutions, and technologies enabling network slicing in 5G networks. Finally,
specialists from industry, research, and standardization entities participated in a
dedicated discussion panel entitled: “Timely Access to Spectrum Will Unlock Novel
5G Businesses.”

This attractive program was a result of the efforts of 61 reviewers guaranteeing
high-quality technical content of accepted papers. We would like to express our sincere
appreciation to all program chairs (Faouzi Bader, Dionysia Triantafyllopoulou,
Carlos E. Caicedo, Aydin Sezgin, Nikos Dimitriou), publicity and social media chair
(Leonardo Goratti), workshops chair (Francesco Benedetto), sponsorship and exhibits
chair (Vlad Popescu), publications chair (Michał Sybis), panels chair (Olivier Holland),
tutorials chair (Mauro Fadda), demos chair (Pawel Sroka), posters and PhD track chair
(Albena Mihovska), local arrangements chair (Krzysztof Cichoń), and Web chair
(Maciej Krasicki). We are also grateful to the conference manager, Andrea Piekova,
and venue manager, Katarina Srnanova, for their valuable support. Finally, we would
like to express our gratitude to all the authors of submitted papers.



We believe that CROWNCOM 2019 provided a good forum for all wireless systems
researchers to discuss how cognitive radio systems will help deliver the stringent
requirements of future 5G networks and beyond.

June 2019 Adrian Kliks
Paweł Kryszkiewicz

vi Preface
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PoMeS: Profit-Maximizing Sensor
Selection for Crowd-Sensed Spectrum

Discovery

Suzan Bayhan1(B) , Gürkan Gür2 , and Anatolij Zubow1

1 TU Berlin, Berlin, Germany
{suzan.bayhan,anatolij.zubow}@tu-berlin.de

2 Zurich University of Applied Sciences (ZHAW), Winterthur, Switzerland
gueu@zhaw.ch

Abstract. In a conventional network management setting, the mobile
network operator (MNO) has to account for the traffic fluctuations in
its service area and over-provision its network considering the peak traf-
fic. However, this inefficient approach results in a very high cost for the
MNO. Alternatively, the MNO can expand its capacity with secondary
spectrum discovered opportunistically whenever, wherever needed. While
outsourcing the spectrum discovery to a crowd of sensing units may be
more advantageous compared to deploying sensing infrastructure itself,
the MNO has to offer incentives in the form of payments to the units
participating in the sensing campaign. A key challenge for this crowdsens-
ing environment is to decide on how many sensing units to employ given
a certain budget under some performance constraints. In this paper,
we present a profit-maximizing sensor selection scheme for crowd-sensed
spectrum discovery (PoMeS) for MNOs who want to take sensing as a
service from the crowd of network elements and pay these sensors for
their service. Compared to sensor selection considering the strict sensing
accuracy required by the regulations, our heuristics show that an MNO
can increase its profit by deciding itself the level of sensing accuracy
based on its traffic in each cell site as well as the penalty it has to pay
for not satisfying the required sensing accuracy.

Keywords: Spectrum discovery · Crowdsensing · Spectrum sensing

1 Introduction

Mobile network operators (MNO) crave for more radio spectrum to meet the
challenging traffic requirements of their customers whose interest is moving
towards video-intensive services. Rather than costly over-provisioning, an MNO
can expand its capacity with secondary spectrum, which is owned by primary
users (PU) but is spatio-temporally unused. However, this opportunistic uti-
lization brings the challenge of discovering the idle spectrum and evicting the

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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4 S. Bayhan et al.

channel when the primary licensed owner appears in the band. While the regula-
tions have moved from spectrum sensing techniques toward spectrum query from
white spectrum databases (WSDB) which store all information about the PU
transmitters, there is still a need for spectrum sensing as WSDBs aim primar-
ily at protecting the PUs. Moreover, they do not coordinate spectrum sharing
among opportunistic secondary users (SU) [2].

Cell load
statistics

PU activity
statistics

Sensor
selection

Profit model

MNO network management 

Hotspot cell with
high traffic load

Coldspot cell with low
traffic load

MNO
customers

Spectrum sensor not
selected for sensing

Spectrum sensor
selected for sensing

Fig. 1. An MNO can increase its capacity by using the secondary spectrum discovered
by the spectrum sensors. The traffic load across the MNO cells (hotspots vs. coldspots)
might differ as well as the primary users’ activity.

Recent studies [3,5,6,9,12] propose crowdsensing rather than having an MNO
deploy its own sensor infrastructure as the latter might lead to higher CAPEX
and OPEX. In this paper, we build on previous works, e.g., [3], and address the
problem of sensor selection considering the demand as well as the PU traffic
activity in each cell. As depicted in Fig. 1, the MNO via its management system
can collect statistics about its own traffic as well as the traffic in the PU spec-
trum to make more informed decision for sensor selection. While deciding on
which sensors to select in each cell, the MNO has to consider the related costs of
sensing, e.g., payments to the sensors, and its gain via the discovered spectrum.
This gain depends on the spectrum bandwidth that will be discovered via sen-
sors and the additional traffic that could be served with that resource. As traffic
characteristics may vary among cells, particularly for small cells where the sta-
tistical multiplexing is minimal compared to macrocells, deploying sensors may
not payoff if the traffic load is low in a cell. While sensing cost and efficiency are
important for the MNO’s profit, the regulatory bodies assert sensing accuracy
requirement to protect the incumbent users, i.e., PUs, which might lead to higher
sensing cost for the MNO. For example, requiring a PU detection accuracy as
well as the false alarm probability below a certain threshold regardless of the
PU traffic or secondary network’s traffic might result in wasteful sensing by the
sensors. To go beyond this inflexibility and address more realistic scenarios in
this work, we explore a relaxed case where the MNO can prefer maintaining a
lower sensing accuracy and then pay for the resulting PU collisions due to its
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lower PU detection performance. This approach provides the MNO flexibility to
maintain its sensing accuracy at different levels in each cell depending on the
expected PU traffic (and thereby collision-related penalties) and its traffic load
(i.e., operation at different points of cost-benefit trade-off).

In this work, we make the following key contributions regarding spectrum
discovery and sensor selection for crowdsensing:

– We propose spectrum discovery via crowd-sensing under a budget constraint.
While there is a rich literature on crowdsourced sensing and sensor selection
such as [3,6,9,12], the business aspects of this problem is largely overlooked.
Our goal in this paper is to analyze how the profit model of an MNO might
affect its decisions for sensor selection.

– We propose to relax the sensing accuracy constraints to save from the sensing
cost, especially for cells without a high traffic demand, and yet motivate the
MNO to attain a higher PU detection accuracy. We achieve this goal by
introducing a penalty to the MNO if it cannot satisfy the required minimum
detection accuracy. However, we believe that there should be no penalty for
the divergence from the maximum false alarm probability since the MNO will
inherently have incentives to minimize the false alarm probability under high
traffic load. In line with that expected behavior, our simulations show that
the MNO favors higher PU detection accuracy and low false alarm rate under
high traffic load.

– We present a thorough analysis of our proposals for different system param-
eters including allocated budget, traffic load, and fraction of hot spots. Our
simulations show that an MNO benefits from relaxing the strict requirements
on the sensing accuracy. In our proposal, an MNO can target different accu-
racy levels (e.g., lower false alarm if the need for the required capacity is
higher) depending on its traffic in each cell site as well as the penalty it has
to pay for not satisfying the required sensing accuracy.

The rest of the paper is organized as follows. First, Sect. 2 presents the consid-
ered system model for the network and the sensors. Next, Sect. 3 introduces the
cost and utility of spectrum discovery. It also formulates the profit-maximizing
sensor selection (PoMeS) problem, while Sect. 4 provides several polynomial-
time complexity heuristics for PoMeS. Section 5 presents a detailed assessment
of the performance of the devised heuristics in comparison to the baseline which
has to ensure the sensing accuracy requirements imposed by the regulatory bod-
ies. Section 6 provides an overview of the related work on sensor selection for
crowdsourced spectrum discovery while Sect. 7 concludes the paper with a brief
discussion of future directions.

2 System Model

Consider an MNO with A = [Ai, · · · , AK ] cell sites. Each cell site hosts users
with a certain demand denoted by ri requests/sec. Each request requires a min-
imum rate, e.g., cmin bits/sec, and for each request the user pays μ monetary
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units. The bandwidth of the PU’s channel is denoted by B Hertz. In this chan-
nel, the PU has an activity with probability pi

1 in Ai. Hence, the MNO can use
the channel with probability pi

0 = 1 − pi
1 if it can discover the spectrum oppor-

tunities with perfect accuracy and without any overhead. However, depending
on the length of the sensing and reporting duration as well as number of sen-
sors, there will be an overhead as illustrated in Fig. 2. Moreover, the spectrum
sensors might falsely conclude the state of the channel as occupied due to errors
in sensing or fluctuations in the channel, which then decreases the amount of
discovered spectrum.

Sensing
period,Ts

Reporting TDMA
slot, Tr

Transmission
period

Frame, T

MAJORITY
decision

combining

Fig. 2. A frame starts with the sensing period and continues with the reporting period.
Each sensor reports its sensing outcome via a TDMA uplink during the reporting slot
allocated to it. After completion of the reporting period, the BS at each cell applies
majority logic to decide on the spectrum state.

The MNO has a budget of B (in currency units C) to pay for its crowdsensing
campaign. With this budget, it needs to decide on how many sensors (and in
case of heterogeneous sensors, considering their sensing capabilities and price of
sensing) to employ for sensing in each cell site Ai. We denote the total number
of sensors by N and the price of sensing by μs C per bps. After the sensors are
selected (e.g., S out of N), they start sensing with the requested sensing rate (βs)
during the sensing period Ts in a frame with duration T . Each sensor reports its
one bit sensing outcome, i.e., {0: idle, 1: busy}, to the base station (BS) of its
cell using TDMA in a slot of duration Tr as in [8]. As a result, the time left after
sensing and in-band reporting in a frame of length T equals to T − Ts − STr.
Hence, the normalized sensing overhead is ω = Ts+STr

T . We assume identical
sensing characteristics for the sensors, i.e., they have identical local probability
of false alarm (Pf ) and local probability of PU detection (Pd). Given that each
sensor applies energy detection, we can derive the Pf and Pd values based on
SNR and noise at each sensor [1,8].

After collecting the sensing outcomes, the BS fuses this sensory data (Hi

denoting sensor i’s binary decision) from S sensors using majority logic, which
is known to be robust against sensing errors [3]. Simply, the BS checks if
∑S

i=1 Hi � �S/2�. If this inequality holds, it concludes that the spectrum is
in use by its primary owners, hence it cannot use this spectrum. Otherwise, it
can serve its users through this spectrum, e.g., via carrier aggregation with the
existing licensed spectrum as currently specified in LTE. We denote the spectral
efficiency of the MNO by κ bps/Hz.
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Since regulatory bodies target high utilization of this scarce resource with-
out harming the PUs, they might assert certain sensing accuracy constraints
at a cell: Qf denoting global probability of false alarm and Qd denoting global
probability of PU detection in a cell. We assume that the MNO is required to
sustain Q∗

d and can target different Qf based on the user demand in each cell
site. However, for cell sites where the MNO has only low traffic activity (yet
higher than the available capacity), it might consider employing a lower number
of sensors which would result in lower Qd, possibly lower than Q∗

d. In this case,
we assume that the MNO will have to pay a certain penalty for not meeting
the required accuracy. This approach aims at relaxing the strict requirements on
the detection accuracy and giving the MNO ability to maintain different sensing
accuracy levels across its cells. Yet, the MNO would essentially be driven towards
higher sensing accuracy due to the penalty mechanism. In the next section, we
introduce our proposal for sensor selection in a wireless network represented by
this system model.

3 Profit-Maximizing Sensor Selection (PoMeS)

Let us first define the utility of crowdsensing in terms of the amount of spectrum
discovered by the sensors. If there are m sensors participating in sensing, then
the amount of the spectrum that will be discovered can be calculated as:

U(m) = p0B

(
T − Ts − mTr

T

)

(1 − Qf (m)) Hz, (1)

where Qf (m) is the false alarm probability if m sensors participate in sensing.
We can calculate false alarm probability for majority voting as below [3,8]:

Qf (m) =
m∑

n=�m
2 �

(
m

n

)

(Pf )n(1 − Pf )m−n. (2)

Similarly, we calculate Qd(m) as follows:

Qd(m) =
m∑

n=�m
2 �

(
m

n

)

(Pd)n(1 − Pd)m−n. (3)

We can model the profit of an MNO from each cell considering the number of
requests that will be served with the discovered capacity. The discovered capacity
is simply Uiκ bps. Hence, the number of requests that can be served with this
capacity is:

Rmax
i = min(ri,

Uiκ

cmin
) requests/s. (4)

Consequently, we calculate the MNO’s income in currency-per-second (C/s) from
its customers in Ai as follows:

Π+
i = Rmax

i μ C/s. (5)
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Moreover, the MNO has to pay for the sensing service to the selected Ni sensors.
If each sensor has to perform sensing with rate βs bps and the cost of sensing is
μs per sensing bit, then the total payment for Ai is as follows:

Π−
i = μsβsNi C/s. (6)

We introduce a penalty of low PU detection accuracy for the MNO to avoid low
sensing accuracy. We denote this penalty by μc and the gap between the required
Qd and the realized one by ΔQd,i = max(0, Q∗

d − Qd,i) for cell Ai. The resulting
penalty in monetary terms equals to μcΔQd,iR

max
i . Note that other options for

the penalty function is possible, e.g., an exponential function of ΔQd,i which is
more punishing compared to the linear function used here. Next, we calculate
the net profit using (5) and (6), which gives us the following:

Πi = Rmax
i μ − μsβsNi − μcR

max
i max(0, Q∗

d − Qd,i). (7)

Now, let us present the optimization problem which will be solved by the
MNO to decide on the number of sensors to be selected for each cell. Profit-
maximizing sensor selection (PoMeS) problem is formally defined as follows:

max
Ni

∑

Ai∈A
Rmax

i μ−μsβsNi−μcR
max
i max(0, Q∗

d−Qd,i) (8)

subject to:

μsβs(
∑

Ni) � B (9)

Ni � �T − Ts

Tr
� ∀Ai ∈ A (10)

Ni � 0 ∀Ai ∈ A. (11)

Constraints (9) determines the maximum number of sensors to employ in the
sensing campaign due to the budget constraint while Const. (10) restricts the
number of sensors due to the finite size of the frame. While the constraints are
linear in the decision variable Ni, the objective function is non-linear function
due to non-linearity of (1), (2), and (3). Hence, our problem is a non-linear inte-
ger problem whose complexity is typically high. In addition, our problem has
to account for combinations across all cells, which makes this problem compu-
tationally hard. Hence, we devise polynomial complexity heuristics in the next
section.

4 Sensor Selection Heuristics

Equal Budget per Cell (EQ): This heuristic divides the budget by the number
of total cells and finds the best decision for each cell under the cell’s budget
constraint, i.e., B/K. Then, the maximum number of sensors that could be
employed is Nmax = min(�T−Ts

Tr
�, � B

Kμsβs
�). Next, this heuristic exhaustively

searches for the setting that maximizes the objective function Πi with constraint
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Ni � Nmax. If Πmax
i is nonnegative, the corresponding number of sensors is

assigned to this cell. Otherwise, no sensor is deployed. Note that if the sensors
have different cost and sensing accuracy, then the sensor selection problem would
be more complex. Here, due to our assumption of a homogeneous setting, EQ
only needs to decide on the number of sensors. Moreover, although the MNO’s
profit is zero for the considered time period, i.e., Πmax

i = 0, the MNO may still
prefer deploying sensors to this cell to increase its service availability. Because
better availability might increase the reputation of the MNO, which may attract
more customers in the long run. In case Nmax is zero which is expected to
happen under low budget, EQ finds the minimum required number of sensors
for satisfying Q∗

d. Then, EQ selects the cells with the highest loads and employs
the minimum number of sensors satisfying Q∗

d in those cells. Computational
complexity of EQ is O(KNmax) as EQ calculates the profit for each cell while
considering each possible number of sensors lower than or equal to Nmax.

Budget Proportional to the Serving Capacity of the cell (PROP):
Rather than allocating equal budget to each cell, this heuristic allocates the
budget proportional to the number of requests Rmax

i that could be served by
each cell. For the ease of computation, we set Qf,i = 0. Then, the maximum
number of requests that could be served for a cell equals to

Rmax
i = min(ri,

Bpi
0(1 − ω)κ
cmin

).

Then, PROP allocates to cell Ai a budget of Bi:

Bi =
BRmax

i∑
Ai∈A Rmax

i

. (12)

Under Bi, PROP exhaustively searches for the best number of sensors to be
selected for each cell. Computational complexity of PROP is O(KNmax).

Incremental Gain Based Greedy Assignment (INGA): In this case, the
sensor allocation starts from the cell with the highest incremental gain defined as
ΔΠi = Πi,m+1 −Πi,m where m is the current number of sensors deployed in the
cell. One more sensor is allocated to this cell with the highest ΔΠi resulting in
m+1 sensors in the cell. The iteration continues with the next cell which attains
the highest incremental gain with one more sensor deployed. The assignment
halts either when globally budget is depleted or when maximum ΔΠi is negative.
Complexity of INGA is O(NK log(K)) as INGA finds for each sensor the cell
with the maximum incremental gain via a sorting algorithm.

Baseline Satisfying (Q∗
d, Q

∗
f) Required by the Regulatory Body (REG):

This heuristic has two variants: REG-EQ and REG-PROP where the former
follows the same budget allocation approach as EQ and the latter as PROP.
However, while performing exhaustive search, a solution is considered to be
feasible only if the sensing constraints for both Q∗

d and Q∗
f are satisfied. If the cell

budget is not sufficient to deploy the minimum required number of sensors, then
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(a) Total profit. (b) Served requests. (c) Cells with sensors.

(d) Probability of detection. (e) Sensors per cell. (f) Penalty payment.

Fig. 3. Impact of increasing budget B allocated for the spectrum sensing service by
the MNO.

sensing service is not available for this cell resulting in no additional spectrum in
the cell. We consider this scheme to be the baseline which regulatory bodies have
proposed in earlier proposals, e.g., (0.9, 0.1) for IEEE 802.22 [8]. Computational
complexity of REG is the same as EQ and PROP, i.e., O(KNmax).

5 Performance Evaluation

Here, after describing the simulation setting and the selected parameters, we
present the numerical results where we investigate the impact of various system
parameters, e.g., budget, on the performance.

5.1 Simulation Setting

We simulate a cellular network with K = 2000 cell sites using our custom Python
simulator and analyze the performance of our proposed schemes. The PU’s off
probability is distributed uniformly in [0.2, 0.8]. Other parameters (listed in
Table 1) are set as follows: μs = 1, μ = 1, μc = 5, κ = 10 bps/Hz, (Pd, Pf ) = (0.8,
0.1), and (Q∗

d, Q∗
f ) = (0.98, 0.05). For generating the request distribution, we first

pick randomly σ of the cells as hotspots. Total requests generated from these cells
will account for Rσ fraction of the requests. The rest which we call as coldspots
will account for (1 − Rσ) fraction of the requests. In each cell category, to have
some variance in traffic, we generate the requests uniformly distributed in an
interval, e.g., with 10% variance from the average load. If not stated otherwise,
we set Rσ = 0.6 and σ = 0.1.
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Table 1. Key simulation parameters.

Parameter Value

Number of cell sites (K) 300

Av. num. of requests per cell (Ri) 90

Duration of frame, sensing period, and reporting
slots (T, Ts, Tr)

(10, 1/6*10−3, 10*10−3) ms

PU’s idle probability (pi
0) U(0.2, 0.8)

Sensing price (μs) 1

Service price (μ) 1

Collision penalty (μc) 5

Min. capacity requirement (cmin) 3 Mbps

Spectral efficiency (κ) 10 bps/Hz

Sensor sensing accuracy (Pd, Pf ) (0.8, 0.1)

Target sensing accuracy (Q∗
d, Q∗

f ) (0.98, 0.05)

5.2 Impact of Budget B
In Fig. 3, we increase the total budget B from 1 to 10 sensors/cell with a step
size of one sensor/cell. For example, when B = 1, this means that the MNO’s
budget in total is μsβsK and therefore can afford only allocating on average one
sensor to each cell.

Figure 3a shows the change in the total profit of the MNO. As expected,
increasing budget increases the profit. However, each scheme experiences satu-
ration after a certain budget. This is due to the diminishing returns: deploying
more sensors only increases the capacity marginally. Hence, the resulting increase
in the MNO income via serving more traffic does not justify the increased pay-
ment for sensors. Another reason might be that the discovered capacity is already
sufficient to serve all traffic in the cell, which invalidates more capacity addition.
Observing Fig. 3b, we see that the saturation is due to the first reason as only a
maximum of approximately 60% of the requests are served. We observe dimin-
ishing returns in sensing accuracy and thereby related utility with increasing
number of sensors. Therefore, our schemes might prefer deploying lower number
of sensors than the one required by the regulation-conforming heuristics which
have to ensure (Q∗

d and Q∗
f ). This insight is supported by Fig. 3d and e which

show lower Qd and lower number of sensors deployed for our heuristics, respec-
tively. Figure 3f shows that under low budget our heuristics might sacrifice from
sensing accuracy and pay for resulting penalty. In return, more cells can benefit
from capacity expansion via opportunistic spectrum discovery. For example, as
Fig. 3c shows, our heuristics employ sensors from a wide range of cells in contrast
to REG-EQ and REG-PROP schemes. As an example, for B = 1, EQ employs
one sensor/cell covering all cell sites while REG-EQ employs sensors only in 17%
of the cell sites as the minimum required number of sensors is six in that setting.
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(a) Total profit. (b) Served requests. (c) Cells with sensors.

(d) Probability of PU detec-
tion.

(e) Probability of false
alarm.

(f) Penalty.

Fig. 4. Impact of increasing load (i.e., number of requests generated per cell).

Comparing all schemes in Fig. 3a, we see that when budget is low (e.g.,
B = 1), INGA has the highest performance followed by PROP. Later with
increasing B, EQ gradually attains similar performance. All these schemes have
a significant performance improvement (e.g., reaching 0.8x for low budget) over
the regulations-conforming heuristics REG-EQ and REG-PROP. This improve-
ment comes with a trade-off in sensing accuracy as observed in Fig. 3d where
REG-EQ and REG-PROP have the highest and exactly the same performance.

5.3 Impact of Traffic Load Ri

In Fig. 4, we plot the impact of increasing load in terms of number of requests per
cell. Here, we set B = 5 sensors/cell. Under all loads, INGA succeeds the highest
profit with a gap of around 5% from its closest follower PROP. All schemes have
higher profit with increasing load, but there seems to be a saturation point after
which the profit improves very slightly. The saturation point is reached when all
the discovered bandwidth is used for the requests.

Another observation is that if the MNO prefers or has to use REG
approaches, it should choose equal division of its budget across its cells as consis-
tently REG-EQ over-performs REG-PROP for about (5–15%) depending on the
setting. While increasing load improves the profit of the operator due to higher
payments from the customers, some of the requests may be blocked as we see
lower values of served requests in Fig. 4b. The selection of which cells to serve dif-
fers from one scheme to another. For example, schemes with proportional budget
assignment prioritize hotspots, e.g., cells with higher load. Figure 4c shows that
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(a) Traffic load balance. (b) Served requests. (c) Total profit.

Fig. 5. Impact of increasing fraction of hotspots.

REG schemes has a confined cell span, i.e., employs sensors only a subset of cells.
This is due to the limited budget which can afford 5 sensors per cell, lower than
6 sensors required for (0.98, 0.05) sensing accuracy. Hence, around 5/6(∼80%)
of the cells are selected for sensor deployment under REG-EQ. For REG-PROP,
the fraction of cells with capacity extension is lower as proportional assignment
of the budget might employ more sensors in a highly-loaded cell, thus leaving
other cells without any sensors.

When it comes to sensing accuracy, we observe in Fig. 4d and e that increas-
ing load requires more spectrum, i.e., lower false alarm probability. Hence, each
scheme prefers deploying more sensors, which consequently also improves prob-
ability of PU detection. Additionally, since penalty function incurs also the
number of requests as its multiplier, the penalty of a lower detection accuracy
becomes higher under high load. As a result, MNO is motivated to satisfy min-
imum Q∗

d. As Fig. 4f shows, INGA results in a lower penalty cost for possible
collisions with the PU compared to other heuristics.

5.4 Impact of Fraction of Hotspots σ

In the earlier scenarios, only σ = 0.1 fraction of the cells are hotspots accounting
for 60% of the network traffic. Now, we analyze the impact of traffic heterogene-
ity across cells. With increasing values of σ = [0.10, 0.55], MNO’s traffic becomes
more homogeneously distributed across cells while the total number of requests
remains the same. Figure 5a plots the observed traffic load balance which is cal-
culated as the Jain’s fairness index using the distribution of number of requests
across all cell sites. As we see in the figure, MNO’s traffic balance is almost 0.9
when σ = 0.55 and around 0.3 when σ = 0.1.

Figure 5b plots the change in the fraction of served requests with increasing σ.
Under a more evenly distributed traffic, all schemes can serve a higher number of
requests (Fig. 5b) by discovering additional spectrum in more cells. As a result,
the total profit increases as shown in Fig. 5c. The relative performance of each
scheme follows the same trend as observed in other scenarios: our proposals
outperform REG variants under all traffic heterogeneity settings.
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5.5 Discussion and Practical Considerations

Here, we discuss more on the applicability of our heuristics in a practical setting.
Our heuristics use traffic demand in each cell site, the PU’s channel availability
information, and the sensor accuracies. The first two statistics can be collected
at each cell site over an observation period. The traffic demand model is easy to
acquire using the received requests from the MNO’s customers at each BS. As
the earlier research shows, e.g., [10], the network traffic has seasonality and is
predictable to a good accuracy. For PU channel availability statistics, collected
sensor data can be used to derive the PU’s traffic pattern and thereby p0. The
prior work on PU traffic prediction, e.g., [7], can be used not only for estimat-
ing p0 but also for more accurate estimation of the PU dynamics. Lastly, each
sensor’s accuracy can be computed at each BS by comparing it with the final
sensing outcome. Obviously, it will take some time to converge to the sensor’s
accuracy level.

When it comes to executing payment to sensors, an MNO can prefer using
smart-contract based solutions as proposed in [3]. Smart contracts are digital
counterparts of traditional contracts which define the terms of an agreement as
well as dispute resolution approach. However, smart contracts do not need the
trust between trading parties as the contract itself is the point of trust. Hence, it
can fit to our setting where the sensors and the MNO do not have to trust each
other. Nevertheless, using smart contracts might entail additional monetary cost
which must be paid eventually by the MNO. Hence, the MNO has to revise its
profit calculation based on the additional cost of using a smart contract network.

6 Related Work

The most relevant works to ours elaborate on sensor selection for crowdsourced
spectrum sensing, e.g. [3–6,9,11,12]. In [11], Ying et al. design a pricing mecha-
nism with joint consideration of sampling value, data quality and cost of incen-
tivized sensing. Their main contribution resides on the integration of device
heterogeneity reflected in sensing data quality and costs. However, they do not
consider constraints such as regulatory requirements but focus on the intrica-
cies of REM construction under heterogeneous sensor settings. In [6], Jin et al.
similarly elaborate on the participant selection in crowdsourced spectrum sens-
ing systems and model it as a reverse auction problem. Their main focus is
the privacy problem in such a system. To this end, they develop a framework
for the MNO to select sensing participants in a differentially privacy-preserving
manner. However, they do not address sensor selection problem under some reg-
ulatory constraints as we do in our work but rather assume that the MNO has
pre-determined the sensing locations of each sensing task according to existing
methods. In [12], Zhang et al. address the security of crowdsourcing-based spec-
trum sensing since the cooperative process is vulnerable to malicious sensing
data injection attacks. Their approach considers the instantaneous trustworthi-
ness of mobile detectors in combination with their reputation scores during data
fusion for sensing decisions. However, their key concern is security rather than
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optimal sensor selection in compliance with regulatory requirements or profit
maximization for MNOs.

There are also works which investigate the practical implications of crowd-
sourced spectrum sensing. In [9], Nika et al. propose real-time spectrum moni-
toring with strong coverage using low-cost and commodity hardware. Although
they do not work on sensor selection or sensing constraints due to regulations,
their work is especially interesting as a feasibility study and employs practical
hardware for large-scale low-cost sensing. In [5], Chakraborty et al. also crowd-
source spectrum monitoring to low-cost and low-power commodity devices. To
address the overhead drawback in the crowdsourced spectrum sensing, they pro-
pose three heuristics to select the minimum number of spectrum sensors that
can best estimate the spectrum at the requested locations. In [4], they further
develop a crowdsensing framework for low-cost and large-scale settings, which
includes a technique for the sensor selection and fusion problem based on sensor
decorrelation and clustering. However, they do not consider how the users are
incentivized or the broader economical aspects.

Overall, none of these works except [3] consider the operator’s business strat-
egy and more specifically its profit. Spass [3] has a similarity with PoMeS and it
also aims at maximizing MNO’s profit. But, it considers a single cell. Moreover,
the MNO considers the monetary overhead due to usage of a smart-contract
network to pay the sensors participating in its sensing campaign in that work.
Different than Spass, in this paper, we consider multi-cell setting with heteroge-
neous cell traffic and focus on how many sensors to select in each cell.

7 Conclusion

Opportunistic spectrum access provides ample opportunities for MNOs to
increase their capacity cost-effectively whenever, wherever needed. For spectrum
discovery, an MNO can buy spectrum sensing service from the sensing-capable
sensors in exchange of payments for that service. However, the optimal number of
sensors to be employed depends on various factors such as the MNO’s own traffic
in each cell, spectrum occupancy, and sensing price. In this work, we have first
formulated a profit-maximizing sensor selection problem as an integer non-linear
problem and then devised several heuristics with polynomial time complexity to
decide on how many sensors to select in each MNO cell. Our solutions which
might target a lower sensing accuracy at the expense of some monetary penalty
outperform traditional approaches which have to ensure a certain level of sensing
accuracy regardless of the network dynamics, e.g., needed spectrum, PU traffic,
MNO traffic. Moreover, our simulations show that the MNO prefers maintaining
lower sensing accuracy only when the network load is low and budget for spec-
trum sensing payment is limited. As future work, we plan to consider a more
heterogeneous setting wherein sensors might be diverse in their sensing accuracy
as well as their sensing price.
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Abstract. 5G networks will provide the platform for deploying large
number of tenant-associated management, control and end-user applica-
tions having different resource requirements at the infrastructure level.
In this context, the 5G infrastructure provider must optimize the infras-
tructure resource utilization and increase its revenue by intelligently
admitting network slices that bring the most revenue to the system.
In addition, it must ensure that resources can be scaled dynamically for
the deployed slices when there is a demand for them from the deployed
slices. In this paper, we present a neural networks-driven policy agent
for network slice admission that learns the characteristics of the slices
deployed by the network tenants from their resource requirements profile
and balances the costs and benefits of slice admission against resource
management and orchestration costs. The policy agent learns to admit
the most profitable slices in the network while ensuring their resource
demands can be scaled elastically. We present the system model, the
policy agent architecture and results from simulation study showing an
increased revenue for infra-structure provider compared to other relevant
slice admission strategies.

Keywords: Network slicing · Reinforcement learning ·
Resource management

1 Introduction

Communication networks have been continuously evolving towards an ever-
increasing complexity, both in integrating new technologies and supporting new
verticals. The former requires a cross-domain and cross-technology network
deployment and optimization while the latter imposes heterogeneous require-
ments on the network operators and the infrastructure that must support
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them [5]. 5G networks, the most recent evolution of mobile communication net-
works, is anticipated to be platform for not only integrating new and revolu-
tionary technologies such as Software Defined Networking (SDN) and Network
Function Virtualization (NFV) but also support the requirements of new verti-
cals through network slicing and multi-tenancy [8]. However, with such a wide
gamut of technologies being integrated and support for different verticals devel-
oped, 5G networks have become extremely complex for management and control
using the traditional network practices. One consequence of the 5G complex-
ity is the large number of configurable parameters that exists in the network’s
cloud, radio access, control and management domains. Doing the large number
of possible configurations manually is bound to trigger both suboptimal con-
figuration setups which may lead not only to service disruption and failures
but also adversely affect the revenue generation capacity of the network infras-
tructure. It is well recognized in this context that to handle this complexity,
network automation requiring minimal human intervention will be required [5].
In existing networks, automation is generally an add-on feature that is mostly
driven by pre-defined set of rules in specific context of a use case such as load
balancing, mobility management, interference management etc. In 5G networks
however, network automation driven by machine learning and artificial intelli-
gence is anticipated to be a core feature that will drive most of the network
management and control functions in an autonomous manner.

An important feature of 5G networks to support multi-tenancy is the network
slicing concept which enables the network operator or Infrastructure Provider
(InP) to facilitate different service providers in the network by providing dedi-
cated resources [13]. The service providers in turn, offer revenue for the resources
allocated to their deployed services in their dedicated slice. The network slicing
concept has been considered at different scales, abstraction levels and in different
network segments in the context of multi-tenant 5G networks [3,6,13,15]. How-
ever, regardless of how network slices are defined, they are eventually mapped
onto a shared network infrastructure and must be managed by InP to optimize
both resource utilization and revenue generated from the deployed slices.

In this work, we focus on the network slicing concept and present a rein-
forcement learning-based policy agent that aims to optimize the revenue gener-
ated from deploying different service slices in the network while ensuring that
the deployed services can elastically scale their resource consumption footprint
when needed. The rest of the paper is organized as follows. Section 2 provides the
related work on network slicing and platforms supporting network slice deploy-
ment in the scope of virtualized 5G networks. Section 3 presents our proposed
policy agent together with the system model and close-loop management archi-
tecture. In Sect. 4, simulation scenarios and results are presented to substantiate
the increased revenue claim when compared to other relevant slice deployment
strategies. The paper is concluded in Sect. 5 with a summary and discussion of
future work in this scope.
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2 Related Work

Virtualization is at the core of 5G network architecture where cloud platform
spans across the different network segments diverging from the traditional cen-
tralized cloud architecture. A cloud-based network infrastructure inherently sup-
ports multi-tenancy and resource sharing. In such a context, there is a need for
intelligent resource management to deploy network slices on the shared infras-
tructure. In this section, we describe some network slice management approaches
that have been considered in the literature.

Samdanis et al. [13] proposes a 5G slice network management architecture.
It is focused on having many players interacting over the network and the inter-
faces for communication among them. The architecture assumes a shared radio
access network, that is divided in multiple domains, each one controlled by a
domain manager, which are themselves managed by a higher-level network man-
ager called 5G network slice broker with which the tenants communicate. To
operate the network, the authors explicitly cite a set of metrics that are impor-
tant for slice management. These metrics include the amount of resources allo-
cated to a network slice such as physical resources or data rate, timing such as
starting time, duration or periodicity of a request and time window, the type
of resources and Quality of Service (QoS) parameters such as radio/core bearer
type, prioritization, delay jitter, loss, etc. These metrics are important for under-
standing what the general service requirements at a high level are, such as service
mobility, data offloading and disruption tolerance so it can be estimated if the
current load in the system can fit the new slice.

Sciancalepore et al. [14] developed an admission control module for slice
admission into a mobile network. Their model assumes that the bottleneck of
the network is the physical resource (spectrum) which is to be shared among
the network tenants. The information provided by the tenant to InP at the
slice request include maximum resource utilization, duration of the slice and
traffic class. In this context, traffic class specifies some behavior of the traffic,
i.e., delay tolerance and if the bit rate should be guaranteed or not. The work
considers a total of 6 traffic classes. Once deployed into the system, tenants
request resources according to a Poisson process and the InP must provide them,
otherwise a Service Level Agreement (SLA) violation penalty is incurred. The
solution proposed to solve this problem applies a prediction of the traffic load of
the requested slice. Based on this and the predictions of the previously admitted
slices, the admission module can evaluate if the new slice can be placed into the
system. The combination of all the possible slices in the system is modeled as
a geometric knapsack problem. When the slice leaves the system, the prediction
module (as part of the admission) is informed of the actual behavior of the slice
so it can evaluate how accurate its prediction was and update its knowledge with
new experience.

Another system for slice admission is studied by Bega et al. [2]. Their model of
mobile network has physical resource (spectrum) as bottleneck and they have two
types of traffic classes: elastic and inelastic. Inelastic users are characterized by
having an SLA which specifies that all the requested resources must be provided
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when needed. Elastic users, on the other hand, do not require a specific number
of resources and can cope with a variation of the number of allocated resources
and their SLA is specified by an average resource availability. A slice request
is composed of the slice duration, the traffic type and the slice size (in number
of clients). The admission problem is modeled as a Markov Decision Process
(MDP). The states are the number of elastic and inelastic users. The actions
are: accept or reject the slices, while the objective is to admit as many slices as
possible while guaranteeing the tenants requested SLA. Bega et al. [2] proposes
the use of Q-Learning to solve the problem. They compare their solution with two
heuristics and an analytical algorithm. They show that their proposed solution
can adapt if the system does not behave as modeled and provide better decisions
than the other proposals.

Apart from the research works targeting new approaches to network slicing
and resource management, there is significant work being done on developing
platforms which can be used to integrate such solutions in real networks. The
seminal work on the platform side was started with the European Telecommuni-
cations Standards Institute (ETSI) NFV group that released a whitepaper out-
lining how network infrastructure made of physical nodes would be transformed
to a software system running on general purpose servers [1]. Subsequently, the
group presented the NFV Management and Orchestration Framework (MANO)
that has been the reference architecture for many platforms currently being
developed for virtualized network management [4]. The reference implementa-
tion of the ETSI MANO architecture is called Open Source MANO (OSM) and
is actively maintained by the open source community. Similar initiatives were
started by vendors and commercial entities to produce carrier grade options
resulting in platforms like Open Orchestrator Project (OPEN-O); Enhanced
Control, Orchestration, Management & Policy (ECOMP), and more recently
their converged realization Open Network Automation Platform (ONAP) [9].

Although work on the development of MANO platforms is ongoing together
with standardization on the architecture, interfaces and functionality, the need
for developing intelligent solutions for core features like network slicing remains
with the platforms providing an easier path towards integrating them in a real-
istic environment. In this work we address this issue and present a policy agent
for slice admission control in virtualized 5G networks.

3 Network Slice Admission Control

This section provides an overview of a high-level network management loop that
can be applied at multiple levels of the network, specially to control the admission
of new slices. We present the system model considered by this paper, as well as
our proposal to solve the admission problem.

3.1 The Control Loop

Network management operations in many levels of the network such as service
admission or orchestration can be modeled as a closed loop operation, as depicted
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in Fig. 1. In general, a service arrives at some part in the network which then
goes through an admission policy that decides whether it is in the interest of
the network operator or infrastructure provider to accept the service or reject
it. Services that are admitted into the network require some setup. For exam-
ple, the service might consume some infrastructure resources, and the network
may have multiple resource pools from which the resources could be provided,
so the decision of which pool to use is taken in this step. Once the new ser-
vice is deployed, the system enters in a general control loop where not only the
deployed service instances, but also the network, is constantly monitored and
optimized. The closed loop monitoring and control mechanism ensures that if a
deployed service instance needs more or less resources than it did at the deploy-
ment time, then those additional resource requirements can be accommodated
or unused resource be allocated to another slice in the network. Additionally, in
the case of service completion or departure from the network, the closed loop
operation ensures that not only the resources are taken away from the departing
service but also the state of remaining services is optimized. For an intelligent
admission policy, the SLA parameters observed by the departing service during
its lifetime are extremely important, since a positive or negative feedback can be
used by the admission policy to optimize its performance for future decisions.
The management and control loop depicted in Fig. 1 can be adapted to operate
in other context and various parts of the network. To demonstrate this general
management concept, we will apply it to our work proposal where we use the
closed loop approach to a high-level network operation in which network slices
are deployed onto a shared network infrastructure.

System monitoring
(flow/service SLA)

System optimization

Service setup

Service admission

Service
arrival

Service
departure

Fig. 1. Flowchart representing an overview of the general network management loop.
The dashed line represents exchange of information, for example, reporting the overall
satisfaction experienced by the service during its lifetime.

In this network sharing context, there are three distinct roles comprising the
InP: the entity that owns the infrastructure on which the slices will be executed;
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the tenant, entity that requests resources from the InP to run its services; and
a user, which will consume the services from the tenant. A slice deployment
request made from the tenant contains a SLA requirement and the InP must
provide enough resources to fulfill the SLA. Examples of SLA include network
coverage over a certain area and minimum network bandwidth. The InP has
limited resources and, therefore, in some situations cannot fulfill the SLA for all
the tenants requesting slices. That motivates the existence of the slice admission
module. Its objective is to admit as many slices as possible into the system,
with the objective of maximizing resource utilization, consequently increasing
the revenue for the infrastructure provider. The constraint is that it should not
allow slices that would have their SLA violated, or cause SLA violation for the
other deployed services. A network slice may require resources in multiple parts
of the network. For example, processing power in base stations or connectivity
in the backhaul. To setup those resources, certain decisions must be made. For
example, there are usually multiple paths connecting the base station to the
core network, and the decision of which of those paths will provide the required
connectivity for a particular slice is done at the service setup module.

Once the slice is admitted into the network, it becomes operational and the
system enters in its main control loop with respect to that service. Resources
in the system are constantly optimized so that their allocation to each slice
matches the real-time service needs. The system is also constantly monitored,
so that observed SLA by all the deployed slices is recorded and evaluated for
compliance. The last significant change in the system happens when the lifetime
of a slice ends, and it must leave the network. This triggers an optimization
of the system, so it can optimize its resources to the slices currently deployed.
The departure of a slice is also reported to the admission control, so that it can
evaluate the consequences of the admission of other slices as well as the slice
behavior. The latter enables the admission control to learn how to make better
admission decisions in future.

3.2 System Model

In this section we present the details of the considered system model for the pro-
posed neural network-based policy agent for slice admission control. Our system
model considers not only physical resources, but also the high-level components
of the network such as Virtual Network Functions (VNF) and computational and
connectivity resources that can all be a bottleneck for the different slice classes
in the network. As the main objective is to evaluate the policy agent for slice
admission against other approaches, our system model is based on the concepts
developed in Raza et al. [10].

The overall network architecture is presented in Fig. 2. Its main components,
modeling a metropolitan area, are: a couple of Regional Data Centers (RDC), a
few dozes of Central Offices (CO), and hundreds of Remote Radio Units (RRU).
The RDC provides connectivity to external networks and has General Purpose
Processors (GPP). The CO has both the Special (radio) Purpose Processor
(SPP) and GPP. Those resources at the CO are more expensive than in the
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cloud but can deliver a lower latency. The RRU provides the radio access to the
end users.

At the assumed abstraction level, there are some components that can be
deployed by slices. The edge (CO) and core (RDC) both provide GPP, which
can be used by slices to execute general processing functions such as a virtual
Package Processor (vPP); mobile network functions, such as Package Gateway
(PGW); and slice specific applications. The other resource is connectivity, which
enables communication between edge and core. Each CO c ∈ C has a capacity
of gc GPP, each RDC r ∈ R has a capacity of gr GPP and each link l ∈ L has a
capacity of dl link capacity units. In the assumed model, all the resources have
integer units.

Fig. 2. Overall architecture in a flexible mobile network. Slice require functions that
can be placed and consume resources in different parts of the network.

The described resources are consumed by slices that deploy the presented
components in the network. The maximum number of GPP that a slice can
request at each CO is kc, and at any RDC is ks; and the maximum number of
connectivity resource between them is km. Deployed slices have dynamic resource
requirements over time and if the requested resources cannot be provided by InP,
an SLA violation occurs.

Tenant t requesting a network slice must inform InP of their immediately
requested GPP at each CO jc (which indicates the region it wants to have
coverage in); the number of GPP at a RDC js; the connectivity between them
jm; the duration je; and the priority jp. If an InP reserves enough resources for
the admitted slice, it is guaranteed that no SLA penalty will be imposed and
the tenant will remain satisfied. However, the tenant does not always use the
maximum number of allocated resources and reserving them leads to resource
underutilization. Therefore, the InP can try to understand the behavior of its
tenants and sometimes oversubscribe the system by deploying additional slices so
that, with managed risk of causing SLA violation, a higher revenue is achieved.

When the slice ends its service life cycle, the InP receives its revenue for
hosting the service which is a fixed amount agreed at the time of admission
based on slice parameters. Any SLA violation causes a decrease on this value
which is proportional to the magnitude of the violation.
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The described environment model allows for the study of slice admission and
its consequences in the system. In the next section, it will be used to study new
techniques for training Reinforcement Learning (RL) slice admission agents.

3.3 Slice Admission by Reinforcement Learning

In the network slicing scenario, the objective of the InP is to increase the revenue.
In the general management loop presented in Sect. 3.1, one of the decisions that
can be optimized is the slice admission. Assuming that all the other procedures
(setup, scaling, etc.) are established, we study a RL agent that will learn when
to accept or reject a slice into the system to maximize profit. Such an agent
would have to learn how the system behaves so that it can consider the current
load in the system, understand the risk of causing an SLA violation and decide
on the slice admission.

The overall modeling of the experience acquisition in the network slicing
system is presented in Fig. 3. The diagram emphasizes the data that will be
generated and on which data the agent will learn from. In the system, there are
three events: slice arrival, slice departure and a periodic check of slice health
(requested resources).

Do not generate
more arrivals

Slice arrival

Arrival
number N?

Yes

Check admission policy,
should admit the slice?

No

Check how many resources
the slice requests

Were all the
requested
resources
available?

Release / allocate the
resources for the slice

Every time unit T
for each slice in

the system

Record a SLA violation
event and its magnitue

Add to the loss counter
Expose: current system utilization;
slice request; current loss counter

Yes

No

No

Calculate revenue that
would be generated if
the slice was accepted

and did not suffered
SLA violation

Slice departure

Fig. 3. Overview of the experience gathering in the network slicing system.
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To make the learning suitable for RL, the system is modeled in an episodic
fashion. Each episode is determined by the arrival of N slices. The objective is
to accept as many of those as possible, while avoiding SLA violation.

Upon a slice arrival, the agent is consulted to make a decision. It is made
aware of the current system utilization, the slice request parameters and the
accumulated loss suffered by the system until the time of arrival. Based on that,
it either accepts or rejects the slice. If rejected, the system interprets that some
revenue could be obtained if the system had resources to admit the slice thus
the rejection is interpreted as a loss. Accepted slices are allocated the number
of resources requested, if those are available, if only a fraction of the resources
is available, those are allocated, and an SLA violation is recorded.

The slice scaling event revisits all deployed slices in the system and checks
how many resources the slices are requesting and adjusts the resource allocation.
As before, if only a fraction of the requested resources is available, the fraction is
allocated and an SLA violation is recorded. The scaling event is fired periodically
with a period T .

When the slice finishes its execution, a slice departure event is generated,
which releases resources allocated to the slice immediately. When all the N
slices arrive and the accepted ones finish their execution, an episode is finished.

Aligned with previous work [7,10], our RL agent is using a policy network,
which has a configurable number of inputs and hidden layers and two outputs,
representing the probability of accepting and the probability of rejecting the
slice. The input to the neural network is: the system utilization, the amount
of each resource requested by the slice, its duration, priority and tenant. This
information is encoded in a binary representation according to Ab(x), which
creates an bit field of b bits with the first x bits equal to one and the others
b − x bits equal to zero. The state vector s, when slice j is requesting to enter
the system, is then created by concatenating the bit fields: Agc(nc), Akc

(jc),
Agr (nr), Aks

(js), Adl
(nl), Akm

(jm), Ake
(min(je, ke)), A1(jp) and Ant

(t), where
nc, nr and nl are the number of busy resources at c, r and l, respectively, c ∈ C,
r ∈ R, l ∈ L, and ke represents the maximum requested duration observable by
the agent.

4 Evaluation

We evaluate the proposed method using a network topology [12] shown in Fig. 4.
The nodes with a high degree of connectivity were selected as RDC, some with
medium degree as CO, and some nodes are connection points that provide con-
nectivity routes.

Each RDC has a capacity gr = 80, each CO gc = 50 and each link dl = 50.
The reference behavior of slices (profiles) are the ones reported by Raza et al. [11].
The resource requirements of each slice are given by the time of the day and the
type of the slice. Between 9:00 and 19:00 the high-priority slice requests 20 GPP
resources at the CO, 5 connectivity resources and 5 GPP at the RDC, this is
usually the busy hours at business districts where high-priority traffic is likely to
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occur. Other than at those hours, the high-priority slice requires only 15 GPP
at the CO. The low-priority slice between 16:00 to 22:00 requires 10 GPP at
the CO, 10 connectivity resources and 10 GPP at the RDC. This is likely to
be the busy hour in residential districts, where low-priority slices are likely to
exist. During the other hours, low-priority slices require 5 GPP at the CO, 5
connectivity resources and 5 GPP at the RDC. This configuration reproduces a
network that was projected to have as main bottleneck the resources at the CO,
which are the most expensive.

CO 2

CO 3

CO 4

RDC 6

CO 7

RDC 8

CO 12

Fig. 4. Network topology used to evaluate the system.

In contrast with previous work, which considered fixed slice profiles, we
assume that the resource requests of a slice is non-deterministic. The current
simulator accepts integer resource requests. Consequently, we chose to use a
Binomial distribution with 5 trials and a tenant-dependent success probability
(ut) to generate a noise. This noise is sampled every time unit and subtracted
from the resource request of each resource type of the reference profile, if this
subtraction leads to a negative resource request, it is understood as no resource
needed (0). The slices impose penalties as discussed in Sect. 3 and the magnitude
of those penalties is proportional to the tenant penalty weight (vt).

We configured the system to run a simulation with two tenants, t = 0 and
t = 1, and used u0 = 0.1, u1 = 0.9, v0 = 1 and v1 = 0.1. This setup makes
tenant 0 have a higher network usage, and his penalty is higher than for tenant
1, which imposes a lower usage.

We consider as baseline an admission agent that is not aware of the tenant
who is making the request [10]. The proposed strategy adds as input to the
admission agent the ID of the tenant who is requesting the slice, as described in
Sect. 3.3. Both agents are using a policy network with 4 hidden layers with 40
neurons in each and a ReLu activation function, following the baseline.

We trained the system for 10,000 iterations, with 25 episodes per iteration,
each episode with a load of 80 Erlangs and 600 arrivals. With the trained model
we ran the test for a new set of 25 episodes with the same configuration.
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Alongside our proposal (Prop), we show results for four other policies. BL is
the baseline, which was adapted from Raza et al. [10]. With the exception of the
tenant ID, BL has the same input as Prop. RND is the random police, i.e., it
chooses to accept or reject with equal probability. Fit accepts the slice if the InP
has enough resources to fulfill its request at admission time. Those heuristics
were defined and also used by Raza et al. [10].

The results are summarized in Fig. 5. We can observe that accepting all
the slices incurs a high scaling loss which signals that some of the slices could
have been rejected. Fit is too conservative and rejects too many slices causing
a resource underutilization. Randomly accepting the slices essentially accepts
half of them. The baseline learns a better policy and achieves a balance between
rejecting some slices and handling some scaling loss. However, it does not have
information on which tenant is requesting the slice. Thus, it cannot achieve the
performance of the proposed solution which can fine-tune the decision to the
specific tenant, and consequently find a better balance.
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Fig. 5. Overall results. Prop is the proposed policy, BL is the baseline, RND is random,
Fit accepts a slice if there are enough resources at admission time, and ACPT is accept
all the slices. The left graph shows the overall loss achieved by each policy, BL has a
loss of 271, while Prop has 262. In the middle, only the loss incurred by rejecting the
slice is shown and, on the right, only the loss incurred by scaling.

We suppose that the baseline can still infer the tenant by the level of the
usage which is indeed a function of the tenant (given ut) and is present at its
input. However, because the resource usage is noisy, it probably cannot achieve
the best possible information about the tenant which is available for the proposed
policy. To better understand which services the policies are choosing, we analyze
the rejection probability for each class of slices.

We analyze which slices are being rejected in Fig. 6. We can see that Fit
rejects more slices of tenant 0. That happens because tenant 0 usually requests
more resources compared to tenant 1 (given that u0 < u1) and so it is more
probable that there are enough resources for its slices. Random accepts half in
any marginalization by nature. The baseline accepts more slices from tenant
0. It should have learned that rejecting tenant 0 slices incurs a higher penalty
(v0 > v1) but instead it was probably inferred from the resource. However, the
balance found by the baseline rejects more high-priority slices than low-priority
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ones, which is counter intuitive, yet this can be due to no tenant awareness,
for example, the configuration of the system makes off peak hours slices from
tenant 0 and peak hours slices from tenant 1 have similar resource usage and
priority, but different penalties. Finally, the proposed strategy seems to reject
almost all the tenant 1 slices in exchange for a higher acceptance of tenant 0. It
also manages to find a point where higher priority slices are more often accepted
compared to lower priority ones.
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Fig. 6. Rejection probability for each policy (columns), marginalized by tenant (top
line), or by priority (bottom line). ACPT policy is not shown, because it is zero for all
cases.

Another way to investigate how slices are being classified is to examine the
rejection probability marginalized by tenant and priority, shown in Fig. 7. We
can use the same rationale for Fit: it accepts more of the low priority from tenant
1, then low priority from tenant 0, then high priority from tenant 1 and high
priority from tenant 0. That is exactly the expected sequence of slices if they are
ordered by the expected magnitude of its resource request when compared to
each other. Random once again accepted half of each class. For the baseline, we
can see that it understands that some classes are more important than others,
but it seems, for example, that it cannot identify that high-priority slices from
tenant 0 are more valuable than low priority ones from the same tenant. That is
one of the behaviors that the proposed method could learn: it also rejects most
of the slices from tenant 1, that can happen because the load is high, and there
are enough slices from tenant 0, so it can be lucrative enough, at lower loads the
behavior can be different.
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Fig. 7. Rejection probability for each policy (columns) marginalized by tenant and
priority. Accept all is not shown, since it is zero for all the cases.

5 Conclusion

This work presented a reinforcement learning-based policy agent for slice admis-
sion control in virtualized 5G networks. We evaluated our proposal in a sce-
nario where slice requests have a stochastic resource requirements footprint and
admission control is non-trivial. Our network model included the concept of dif-
ferent tenants that give different revenues, consequently increasing the possible
combinations of admission decisions. In this context, we showed that the tenant-
awareness contributes to a better admission policy and brings more revenue to
the InP. We evaluated our proposed admission policy in a simulated environment
and compared the performance to other related strategies. As future work, we
intend to evaluate the policy agent in more challenging system context where
network and slices dynamics are increased. Another topic to be investigated is
the proportion of tenants. The presented results only considered a uniform num-
ber of requests for each tenant but in real networks, the number of slices deployed
or requested for each tenant will change over time. Finally, the performance of
other machine learning algorithms in a similar dynamic system will be evaluated.
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Abstract. While ultra-reliable and low latency communication
(uRLLC) is expected to cater to emerging services requiring real-time
control, such as factory automation and autonomous driving, the design
of uRLLC of stringent requirements would be very challenging. Among
novel solutions to satisfy uRLLC’s requirements, interface diversity is
widely regarded as an efficient enabler of ultra-reliable connectivity.
When mobile devices are connected to multiple base stations (BSs) of
different radio access technologies (RATs) and same data is transmit-
ted via multiple links simultaneously, the transmission reliability can
be improved. However, duplicate transmission of same data causes an
increase in the traffic loads, leading to radio resource shortage. Con-
sidering it, efficient configuration of multi-connectivity (MC) for mobile
devices is important. In this paper, the RAT selection scheme including
efficient MC configuration is proposed. By adopting distributed rein-
forcement learning (RL), each device could learn the policy for efficient
MC configuration and select appropriate RATs. Simulation results show
that 20.8% reliability improvements over the single connectivity scheme
is observed. Comparing to the method to configure MC for devices all
the time, 37.6% improvement is achieved at high traffic loads.

Keywords: RAT selection · Multi-connectivity · Machine learning ·
URLLC

1 Introduction

Upcoming 5G networks are expected to support diversified services into three
categories: enhanced mobile broadband (eMBB), massive machine-type commu-
nication (mMTC), and ultra-reliable and low latency communication (uRLLC)
[1]. Especially, it is envisaged uRLLC could open the doors emerging various
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services, such as wireless control and automation in industrial environments [2],
vehicle-to-vehicle communications, and the tactile internet, which requires to
control many objects with real-time feedback [3]. For such services, the 3GPP
aims at providing uRLLC for small data payloads (e.g., 32 bytes) with an out-
age probability of less than 10−5 at millisecond level latency. While the design of
uRLLC of stringent requirements would be very challenging, various novel solu-
tions have been proposed such as flexible frame structure design with shorter
transmission time intervals (TTIs) [4], pre-emptive scheduling [5], and diver-
sity for reliability improvement [6]. Especially, diversity is widely regarded as a
crucial and efficient enabler of ultra-reliable connectivity [7].

As the network evolves, multiple radio access technologies (RATs) are being
integrated and jointly managed, including 3GPP and IEEE families, with the
vision of heterogeneity [8]. In addition, as cells are deployed closer and more
heterogeneous, multiple links of different RATs would become available to user
equipments (UEs) at the same time. Based on such availability of multiple links,
multi-connectivity (MC) is expected to offer enough diversity and redundancy
for achieving reliability [9]. Actually, the initial goal of using MC was to improve
throughput performance by splitting its traffic and sending over multiple links,
overcoming the capacity limitations imposed by backhaul links. By adopting
packet duplication (PD) for duplicate transmission of same data [10], MC has
been additionally considered as an effective solution to satisfy the stringent reli-
ability requirement.

In heterogeneous networks (HetNets) of multiple base stations (BSs) from
different RATs, for each UE, the matter to decide the suitable RATs impact on
the network performance including reliability. In [11,12], the impact of the num-
ber of BSs involving multi-connectivity (called an active set) is investigated. In
[11], it is shown that dynamic management of the active set of BSs (i.e., adding,
removing, replacing based on thresholds of signal quality) can improve system
performance in terms of radio link failure (RLF) and throughput compared to
the use of fixed active set of BSs. In [12], the network load is also considered to
decide the number of BSs. The impact of the network load to the effectiveness
of multi-connectivity is investigated in [13]. With the assumption that UEs can
access all BSs of SINR (signal to interference and noise ratio) higher than the
pre-defined threshold, MC is proved more effective at the low traffic scenario
in terms of throughput and RLF performance. In [14], the dual connectivity
(DC) architecture is considered. The optimisation problem on RAT selection to
maximize the sum throughput is formulated and the pair of serving macro and
small cell for each UE is found. In [15], the utility based approach is studied
considering user‘s satisfaction as well as service provider‘s satisfaction in terms
of throughput. While the aforementioned works focus on improvement of mobil-
ity robustness or throughput performance, in [16], the reliability improvement
through DC with data duplication is demonstrated. By the simulation results,
it shows the required level of reliability and network traffic loads should be con-
sidered for each UE’s DC configuration. However, how to configure DC for each
UE is not investigated.
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Considering the literature survey, in this paper, the approach on efficient
RATs selection including MC configuration is proposed. Since the character-
istics of UEs including the location and required QoS level could be different
from each other in the network with dynamically changing traffic loads, the pro-
posed algorithm employs distributed reinforcement learning. Each UE becomes
an agent and learns the policy of RATs selection including MC configuration.
While each UE learns the offset for effective MC configuration individually,
appropriate RATs for UEs could be selected to minimizes the number of UEs in
outage. It is shown that the proposed algorithm outperforms the single connec-
tivity based RAT selection scheme by 20.8% in terms of reliability performance.
Comparing to the RATs selection scheme where MC is always configured for all
UEs, the proposed algorithm shows better performance by 37.6% by configuring
MC only for UE at cell edge region.

The organization of the paper is as follows. Section 2 describes the system
model including the architecture supporting MC. In Sect. 3, the proposed RATs
selection algorithm adopting the distributed reinforcement learning mechanism is
presented. Then, its performance is evaluated in Sect. 4. This paper is concluded
in Sect. 5.

2 System Model

We consider packet duplication (PD) exploiting the multi-connectivity (MC) fea-
ture to improve reliability performance. With MC, a UE is able to connected to
multiple BS. Since MC is an extension of dual-connectivity (DC), for simplicity,
DC is considered in this paper as shown in Fig. 1. When UEs are connected to
BSs, one BS acs as the master node (MN) to establish the control interface to
the core network and another BS becomes the secondary node (SN). The MN

Fig. 1. Packet duplication via multi-connectivity to enhance reliability.
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and SN are assumed to be interconnected by means of Xn interface. While DC
can be applicable only for UEs in Radio Resource Control (RRC) connected
mode, MN can initiate DC setup. The data transferred from the core network
to MN is duplicated at the packet data convergence protocol (PDCP) layer of
MN and the entire data is forwarded to SN via Xn interface. Thus, the same
data becomes to be transmitted via both MN and SN to the UE. For resource
scheduling, both MN and SN have flexibility and no restrictions are imposed at
the RLC and MAC layer. The lower layers at MN and SN work independent
of each other without coordination [10]. Such data duplication process can be
carried out as long as the UE remains into the coverage area of both nodes.

As depicted in Fig. 2, the downlink transmission of the OFDM-based hetero-
geneous cellular network with multiple UEs is considered. The system consists
of a set of BSs including macro BSs (MBSs) and small cell BSs (SBSs) and a set
of users (UEs) capable to connect to multiple networks simultaneously. While
macro BSs and small cell BSs could support different RATs, they can communi-
cate based on Xn interface for DC [9]. Based on reference signal received power
(RSRP) based cell selection, UEs measure the reference signal power from each
BS, and could be connected to either the largest one or two BSs. When UEs
are located close to the serving BS (e.g., UE1,UE2,UE4 and UE5), a strict
reliability requirement could be met with a single highly reliable link of the
strong signal power. For cell-edge UEs (e.g., UE3 ), the received strongest signal
level would not be strong enough to fulfil their QoS requirements. In this case,
multi-connectivity employing PD could be set up to improve the reliability so
that UEs can be connected to two BSs, one from macro BS and another from
small cell BS. Then, the macro BS becomes master node (MN) while small cell
BS becomes secondary node (SN).

While the channel quality is an important factor to decide MC configuration
of UEs, the network traffic load could also impact on the reliability performance.
Although MC contributes to enhancing UEs’ reliability, increase in the number
of UEs exploiting MC configuration would lead to increase in network traffic load
[16]. Configuration of MC for too many UEs will shed the light on the benefit of

Fig. 2. Downlink transmission with multiple connectivity in heterogeneous networks.
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MC. Thus, in order to decide MC configuration for UEs, the network traffic load
needs to be considered as well as UEs’ QoS requirements and channel quality.

In this paper, RATs selection based on MC configuration is investigated and
the scenario of dual-connectivity (DC) is focused. Based on RSRP values from
macro and small cell BSs, UEs’s connection can be determined as follows.

– Connect to macro BS (MBS) for rsrpM ≥ rsrpS + β
– Connect to small cell BS (SBS) for rsrpM ≤ rsrpS − β
– Connect to MBS and SBS by DC for rsrpS + β > rsrpM > rsrpS − β

Here, rsrpM and rsrpM denote RSRPs from MBS and SBS, respectively. In the
case the cell range extension (CRE) bias is given, rsrp′

M = rsrpM − CRE can
be considered instead of rsrpM . In order to provide DC configuration to UEs, a
DC offset value β is considered with RSRP values. Optimal DC offsets β could
be changed by various factors, such as the available radio resource among BSs
and by the location of UEs and BSs. Since the optimal offset values vary from
one UE to another, offset values could be defined by each UE [20].

3 RATs Selection with Reinforcement Learning

While the Reinforcement Learning (RL) mechanism uses experiences of agents
and could§learn automatically from the environment without any training data
on field, it allows an online learning. In our work, Q-learning is chosen since it
enables learning the best policy without any priori knowledge of its environment.

In RL, at time epoch t, the agent in the state st selects and performs an
action at. After the action at, it observes the environment and receives a reward
cost C for this specific action. While RL accumulates costs obtained by action,
it considers instant cost as well as cumulative costs in the future. With learning,
it is aimed to find the optimal policy for selecting an action in a given state that
minimizes the value of total cost. In Q-learning, in order to learn this policy, an
agent utilises a value-function, Q-function, Q(st, at). It is defined as follows [21]:

Q(s, a) = E

{ ∞∑
t=0

γt C(st, at) | s0 = s, a0 = a

}
, (1)

where γ, C(st, at), s0 and a0 denote a discount factor (0 ≤ γ ≤ 1), the cost of
the set of state st and action at, intial state, and initial action, respectively.

While it is really difficult to obtain the optimal policy by solving (1), RL
could be exploited to find the optimal policy by using Q-table updates. In Q-
table, each table entry, Q(st, at), is associated with a state-action pair and the
Q-learning algorithm maintains Q-table of values that represent the goodness
of taking a particular action when in a given state. It is enough to converge
this learning if all Q-values of the sets of states and actions are continued to be
updated. Q-learning realizes (1) by updating Q-table as follows.

Q(st, at) ← (1 − ρ)Q(st, at) + ρ[Ct+1 + γ min
a∈A

Q(st+1, a)], (2)
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where ρ is the learning rate of the range 0 ≤ ρ ≤ 1 indicating what extent the
learned Q-value will override the old one. When ρ = 0, the agent never learns.
When ρ = 1, the new knowledge of the most recent Q-value is only considered.
Ct+1 represents the delayed cost, which is obtained for an action at taken. As the
value of the discount factor γ in [0,1] is higher, the future cost mina∈A Q(st+1, a)
is weighted more than the delayed cost Ct+1. By updating Q-table in (2), the
agent learns the optimal policy for selection an action.

In this paper, the state, the action, and cost are defined as follows.

– State: The state of time epoch t is defined with the received power from BSs
as:

st = {rsrpM , rsrpS} where st ∈ S, (3)

where rsrpM and rsrpS denote the reference signal received power (RSRP)
from MBS and SBS, respectively. When there are multiple MBSs and SBSs,
one MBS and SBS of the strongest RSRP can be selected. To make Q-table
small and to convergence faster, two power values are quantized. S denotes
the set of all states.

– Action: The action of time epoch t is defined as:

at = bi where bi ∈ A (4)

where bi denotes the DC configuration offset value β and A is the set of all
possible offset values (i.e., all possible actions).

– Cost: The cost of time epoch t is defined as:

ct = n, (5)

where n denotes the number of UEs in outage.

Each UE monitors the level of RSRP from BSs and selects one MBS and SBS
of the strongest signal power. In other words, each UE observes its state. The
received power value is quantized to manage Q-table size small and to con-
vergence faster and each UE compares these quantized signal powers with its
Q-table’s states. If the UE cannot find the received powers from its Q-table,
the new state of received powers is added to Q-table. Among those sets whose
received powers are equal to the received powers, UEs can choose an action at

based on ε-greedy exploration and exploitation policy [21]. In ε-greedy policy,
at every decision epoch, a UE in state st explores with probability ε(st), and
stored Q-values is exploited with probability 1 − ε(st) as follows.

at =
{

mina∈A Qt(st+1, a) , probability 1 − ε(st)
rand(a) , probability ε(st).

(6)

The exploration rate ε(st) is defined by using λ(st, at) which is the number
of visits of state-action pair (st, at), as follows.

ε(st) =
1

log
( ∑

at∈A λ(st, at) + 3
) . (7)
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In (7), ε(st) in (0, 1) has a logarithmic decay. This approach aims to control
the frequency of exploration so that the best-known action is taken at most of the
times. Exploring is not stopped to enhance the long-term learning performance,
but rather decreased gradually over time. For convergence, the learning rate
ρ(st, at) is set by using λ(st, at) as follows.

ρ(st, at) =
1√

λ(st, at) + 3
. (8)

According to above definition, each UE decides the appropriate offset value
for MC configuration that minimize the number of UEs in outage. Then, each
UE is connected to selected RATs by comparing RSRPs from BSs with the MC
configuration offset. After BSs allocate resource to UEs, BSs calculate the num-
ber of UEs in outage UEs and send information to UEs. For resource allocation,
resource block (RB), the block of subcarriers, is considered as the basic radio
resource unit [9] and it is assumed that one RB is allocated to each UE.
After resource allocation, BSs send the information on the number of UEs in
outage to UEs, and each UE updates Q-value based on (2).

The procedures of the proposed algorithm are explained in Algorithm1.
While Step 1 to 10 and 13 are conducted by the UE side, Step 11 and 12 are
carried out by the BS side. Repeating the above steps makes Q-table values of
all sets of states and actions converge, and then agents can make right actions.

Result: β, the offset value for MC configuration for each UE

Initialisation: Q-table with a very high number;

Learning procedure: while Q-table converges do
1. UE selects the MBS and SBS of the strongest signal power;
2. UE compares the (quantized) received powers with Q-table’s states;
if no equal received powers on Q-table then

3. UE adds new received powers to its own Q-table;
end
4. Calculate ε(st) and generate a random number δ in [0,1];
if δ ≤ 1 − ε(st) then

5. UE chooses one value that has the lowest Q-value;
else

6. UE chooses one value randomly;
end
7. UE uses chosen offset value β as an action;
8. UE compares rsrpM and rsrpS added by β;
10. UE decides RATs to be connected;
11. BSs allocate RBs to each UE;
12. BSs calculate the number of outage UEs and pass it to UEs;
13. Each UE updates the chosen set’s Q-value based on (2).

end

Algorithm 1: The proposed RAT selection algorithm
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4 Performance Evaluation

We evaluate the performance of the proposed RAT selection algorithm via sim-
ulation. Table 1 shows the initial configuration parameters. In order to compare
the performance of the proposed algorithm, two reference schemes are consid-
ered: (1) single connectivity based RAT selection (labeled ‘SC’) where one BS of
the strongest RSRP is selected, and (2) dual connectivity based RATs selection
(labeled ‘DC-Always’) where DC is always configured to all UEs. The average
number of UEs in outage is considered as the performance indicator. Considering
the practical scenario, traffiic of short message size [18] and path loss model for
open production space is chosen [19]. Furthermore, as interval of DC configu-
ration offset, we use 2 dB for Q-learning to make Q-table small. The maximum
value of the offset is set to 32 dB, thus the actions have 17 levels.

Firstly, we investigate the impact of the DC offset value β on the reliabil-
ity performance as depicted in Fig. 3. With two reference schemes, DC based
algorithms are studied using different DC offset values of 4,10,20, 30 dB. While
all DC based algorithms produce better performance than the algorithm ‘SC’,
it is observed that increase in a DC offset value contributes to enhancement of
the reliability performance. However, the algorithm ‘DC-Always’ is shown to be
superior. In this case, while 20 UEs uniformly distributed are assumed, BSs do
not have difficulty in allocating RBs to all UEs. Since increase of traffic loads
from DC configuration does not lead to overload BSs, configurating DC for all
UEs could enhance their reliability.

Table 1. Simulation parameters

Parameters Values

No. of MBS/SBS 1/1

Transmit power MBS: 10 dBm, SBS: 0 dBm

Carrier frequency 3.5 GHz

Channel bandwidth 5 MHz

No. RBs 25

Noise density −174 dBm/Hz

No. UEs 20–30 (uniform dist.)

UE traffic [18] 40 bytes, 1 ms of message inter-arrival time

Path loss model [19] LoS: 32.45 + 20 log10(d3D) + 20 log10(f) + Xσ, σ = 3
nLoS: 32.45 + 24.7 log10(d3D) + 20 log10(f) + Xσ, σ = 5.17
(where dref = 10m, K = dref1.5, d3D ≥ 1m)
For d2D ≤ dref , prLoS = 1

For d2D > dref , prLoS =
(
− d2D−dref

K

)

Resource allocation Round robin

DC offset value β [0, 2, ..., 32] dB
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Fig. 3. Comparison of the average number of outage UEs from algorithms, SC, DC
with various offset (4 dB, 10 dB, 20 dB, 30 dB), and DC-Always at low traffic loads

Fig. 4. Comparison of the average number of outage UEs from algorithms based on
SC, DC-Always, and the proposed algorithm adopting ML at high traffic loads

Figure 4 shows the performance of the proposed approach adopting dis-
tributed reinforcement learning with two reference schemes. While 30 UEs are
considered in this simulation, the increase in data traffic from all UE’s DC config-
uration can cause resource shortage which spoils the benefit in reliability. Thus,
the ‘DC-Always’ scheme becomes insuperior to the ‘SC’ scheme by 26.9%. In the
proposed algorithm, ‘DC-Learning’, while each UE learns the optimal policy in
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DC configuration depending on its location and the traffic loads, the algorithm
tends to configure DC for UEs effectively. Compared to the ‘SC’ scheme, the pro-
posed algorithm could achieve the gain of 20.8% in reliability. For larger number
of UEs, the gap between the performance of ‘SC’, ‘DC-Always’, ‘DC-Learning’
could become more conspicuous.

5 Conclusion

In this paper, investigation into RATs selection in a multi-RAT network support-
ing multi-connectivity is provided. Considering different characteristics of UEs,
distributed machine learning is applied so that each UE could learn the policy
to configure MC and select appropriate RATs. With the simulation results, it
is shown that the proposed approach is able to achieve better reliability per-
formance compared to the single connectivity based RAT selection. While UEs
could select MC configuration autonomously considering their characteristics
and network traffic load, the proposed algorithm is shown to be superior to the
mechanism to configure MC for all UEs all the time. In this paper, all UEs are
assumed to have the same QoS requirements. In future research, multiple UEs
of heterogeneous traffic will be considered with the resource allocation method
to satisfy different QoS requirements of heterogeneous UEs.
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Abstract. Cognitive radio (CR) technology with dynamic spectrum
management capabilities is widely advocated for utilizing effectively
the unused spectrum resources. The main idea behind CR technology
is to trigger secondary communications to utilize the unused spectral
resources. However, CR technology heavily relies on spectrum sensing
techniques which are applied to estimate the presence of primary user
(PU) signals. This paper mostly focuses on novel analysis filter bank
(AFB) based cooperative spectrum sensing (CSS) algorithms to detect
the spectral holes in the interesting part of the radio spectrum. To coun-
teract the practical wireless channel effects, collaborative subband based
approaches of PU signal sensing are studied. CSS has the capability to
eliminate the problems of both hidden nodes and fading multipath chan-
nels. FFT and AFB based receiver side sensing methods are applied for
OFDM waveform and filter bank based multicarrier (FBMC) waveform,
respectively. Subband energies are then applied for enhanced energy
detection (ED) based CSS methods. Our special focus is on sensing
potential spectral gaps close to relatively strong primary users, consid-
ering also the effects of spectral regrowth due to power amplifier nonlin-
earities. The study shows that AFB based CSS with FBMC waveform
improves the performance significantly.

Keywords: Cognitive radio ·
FFT/AFB based cooperative spectrum sensing · Energy detector ·
Frequency selective channel · OFDM and FBMC · PA non-linearity ·
Frequency selectivity

1 Introduction

With the growing attention on wireless communications, radio spectrum scarcity
is becoming modern days’ challenge. Higher demand of spectral bandwidth is
pushing spectrum usage to utmost limits. However, the limitations of traditional
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wireless technology lead to spectrum wastage, inviting opportunistic usages of
those valuable unused resources [1]. These studies have mainly focused on tech-
nologies that solve the problem of spectral scarcity by using opportunistically
the frequency band to establish secondary communication. Such technology is
commonly known as cognitive radio (CR) technology, which defines new dimen-
sion to the modern communication systems advocating environment-adaptive
radio transmission [2]. CR keeps track of the radio transmission environment
continuously while it dynamically varies its transmission parameters so as to
adjust its operation to the surroundings.

Spectrum sensing based CR technology is considered as highly interesting
topic in wireless communications. Spectrum sensing, in other words, involves
tracking of the PU activity so as to estimate the spectral holes. Different sensing
algorithms find the availability of spectral holes as an opportunity to enable the
secondary communication [3,4]. Recent studies have suggested a wide variety
of spectrum sensing techniques, but none of them is fully satisfying in terms
of all relevant metrics like implementation complexity, reliability, and loss in
secondary system throughput. Especially, spectrum sensing under low signal-to-
noise ratio (SNR) is widely covered in the literature, under conditions where the
noise dominates the weak PU signal [3–5]. Under these conditions, the spectrum
sensing becomes critically sensitive to imperfect knowledge of the power and
characteristics of noise and interferences [6–8].

Spectrum that is originally assigned to the PU can be used by a secondary
user (SU) if and only if PU becomes idle. Since SUs can only use spectrum as
an opportunity in terms of the spectrum sharing, spectrum sensing has a great
role to play in CR technology [3,4,9]. Regarding the importance of the radio
scene analysis function, basic spectrum sensing methods show numerous limi-
tations. Shadowing, hidden node problems, etc., always make spectrum sensing
challenging. A PU transmission may be unobservable for a CR sensing station
while its signal is fully usable by a nearby PU receiver. In order to make the
spectrum sensing function reliable, efficient, and to counteract both multipath
and hidden node problems, cooperative spectrum sensing (CSS) is considered as
a vital solution. CSS involves two or more cooperative radio receivers in decision
making during spectrum sensing. Recent research [10] suggests possibility of col-
laboration among number of CR users to enhance the detection performance.
Our studies further exploit the collaborative approach of spectrum sensing com-
monly termed as CSS. The studies of this paper mainly focus on subband based
spectrum sensing methods that add the collaboration among a number of CR
receivers to enhance the sensing performance and to counteract practical wire-
less channel effects. CSS exploits the diversity among a number of CR receivers
having different multipath channel profiles and experience different large-scale
fading (shadowing) characteristics towards the PU transmissions [11].

More specifically, the contributions of this paper are listed below:

• Conceptually and computationally simplified CSS methods based on sub-
band energies are developed. Subband energies are evaluated either using
fast Fourier transform (FFT) or analysis filter bank (AFB).
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• Subband ED based CSS methods are applied on the traditional OFDM and
on filterbank multicarrier (FBMC) waveforms, the latter one as a candidate
beyond-OFDM/beyond-5G scheme.

• The effects of both power amplifier (PA) non-linearities and practical wireless
channels on subband ED based CSS are investigated, comparing the perfor-
mance of FFT and AFB based CSS schemes.

The remainder of the paper is organized as follows: Sect. 2 gives a general
idea about traditional CSS methods. Novel FFT and AFB based CSS methods
are presented in Sect. 3. Signal models including PA non-linearities, frequency-
selective fading, and shadowing are described in Sect. 4. Numerical results for
sensing performance are shown in Sect. 5. Finally, closing remarks are given in
Sect. 6.

2 Traditional Cooperative Spectrum Sensing

Practical wireless channels show characteristics like noise uncertainty, multipath
fading, and shadowing. In order to mitigate the effects of practical wireless chan-
nels, cooperation among many CR users, i.e., CSS is considered. CSS is regarded
as a potential solution to mitigate effects of both multipath and shadowing which
causes the hidden node problem. It also enhances the detection performance and
reliability [5].

Fig. 1. CR topology including a PU transmitter and M CR stations.

As suggested in the literature [10], the cooperative scheme can help to
mitigate effects of the hidden node problem. Spatial diversity among multiple
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receivers is achieved, as illustrated in Fig. 1. The concept of exploiting SUs’ spa-
tial diversity to counteract the hidden node effects and enabling cooperation
among SUs is coined as CSS and has reached growing attention in recent years.
Our studies consider the ED based CSS approach with hard decision combin-
ing. Hard decision combining refers to the combination of binary decisions from
spatially separated CR receivers at the fusion center (FC) [12,13].

CSS uses two or more CRs to combine their sensing results so as to increase
the reliability of the sensing decision. Combining the results from different CR
receivers is performed at the FC. Different rules may be considered for combin-
ing the individual sensing results in order to achieve the highest accuracy at the
FC, depending on the radio environment. With an increase in the number of
CR users, the CSS procedure becomes more complicated. On the other hand,
sufficient number of sensing CR stations is needed to reach sufficient sensing per-
formance. So there is a trade-off between sensing performance and complexity
of the CSS system. With increased number of CR receivers, the sensing perfor-
mance enhances significantly, considering performance parameters like sensing
time and reliability.

Cooperative schemes can be classified as hard and soft fusion schemes. When
CRs provide binary information about the presence of PUs, the FC applies hard
fusion rules. If the CRs may provide reliability information about their sensing
results in the form of non-binary soft decisions, the FC applies a soft fusion
scheme [13].

2.1 Hard Decision Fusion with Linear Fusion Rules

Hard fusion can be implemented using linear rules such as AND rule, OR rule,
or Majority rule. Hard decision fusion does not need to exchange data among
secondary nodes. Soft schemes generally improve the sensing result by sending
richer information to the FC. Soft fusion techniques increase the complexity
compared to hard fusion techniques. Linear fusion rules are commonly applied
by the FC to exploit the cooperation among CR receivers. Binary decision from
independent CR receivers is forwarded to the FC. FC processes the decisions
from all CRs to make the collective decision. Linear fusion rules are based on
the general k-out-of-M rule [13,14].

Or Rule is one of the fusion rules which is applied at FC. When at least one SU
detects the PU signal, OR rule declares the presence of PU. With M SUs, the
cooperative detection probability PD,t and false alarm probability PFA,t after
the decision at the FC are computed as follows:

OR-Rule :

{
PD,t = 1 − (1 − PD)M

PFA,t = 1 − (1 − PFA)M
. (1)

Here PD and PFA are the detection and false alarm probabilities of individual
SUs reported to the FC, which are assumed to be equal for all CR stations.
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And Rule declares the presence of a PU signal if and only if all SUs detect the
PU signal individually. With M SUs, the cooperative detection probability PD,t

and false alarm probability PFA,t at a FC are computed as follows:

AND Rule :

{
PD,t = PD

M ,

PFA,t = (PFA)M .
(2)

Majority Rule: According to various studies, both AND rule and OR rule
are limited in terms of detection and false alarm probabilities. Majority rule is
another case of the generalized k-out-of-M rule. If at least half of the SUs report
the presence of PU, FC declares the presence of PU, otherwise it declares that
the spectrum is free to use for CR transmission [11,12]. Considering an even
number M of sensing stations in the CSS, the cooperative detection and false
alarm probabilities of the Majority rule can be written as follows:

M/2+ 1 -out-of- M :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

PD,t =
∑M

j=M/2+1

(
M

j

)
P j
D · (1 − PD)M−j

PFA,t =
∑M

j=M/2+1

(
M

j

)
(1 − PFA)M−j · P j

FA.

(3)

Generalized k-out-of-M Rule: The generalized form of the linear rule can be
defined by requiring k SUs out of M to report the presence of a PU signal. Here
the number k can take any value between 1 to M , based on the requirements.
As discussed earlier, the special cases k = 1, k = M/2+1, and k = M are equiv-
alent to OR rule, Majority rule, and AND rule, respectively. Nevertheless, the
number k can be optimized according to the targeted detection and false alarm
performance [12,14]. The cooperative detection and false alarm probabilities of
this rule are as follows:

KofN :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

PD,t =
∑M

j=k

(
M

j

)
P j
D · (1 − PD)M−j

PFA,t =
∑M

j=k

(
M

j

)
(1 − PFA)M−j · P j

FA.

(4)

3 Novel FFT and AFB Based Cooperative Spectrum
Sensing

FFT and AFB based techniques are applied to a wideband signal to generate
equally spaced subband signals. Subband energies are then calculated and the
subband energy detector (SED) decides on the presence of PU signal(s) within
the processed frequency band based on the subband energies [4,6,8]. The entire
procedure is represented in Fig. 2. The receiver front-end collects the PU signals
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Fig. 2. Block diagram of alternative filter bank (AFB) and fast Fourier transform
(FFT) based spectrum analysis methods for subband energy based cooperative sensing
schemes.

which is followed by a channel filter and analog-to-digital converter (ADC). The
subband signals can be obtained either via FFT or AFB and then processed
accordingly [6].

A subband signal can be represented as follows,

Yk[m] =

{
Wk[m] H0,

Sk[m]Hk + Wk[m] H1.
(5)

Here Sk[m] is the transmitted signal by PU as it appears at the mth FFT or
AFB output sample in subband k and Wk[m] is the corresponding channel noise
sample. H1 denotes the present hypothesis of a PU signal whereas H0 denotes
the absent hypothesis of a PU signal. When the AWGN only is present, the
white noise is modeled as a zero-mean Gaussian random variable with variance
σ2
w, i.e., Wk[m] = N (

0, σ2
w

)
. The OFDM and FBMC signals can also be mod-

eled in terms of zero-mean Gaussian variables, Sk[m] = N (0, σ2
k), where σ2

k is
the variance (power) at subband k. The subband energy is calculated from the
subband signals of Eq. (5). The integrated test statistics to be used in the SED
process is calculated as

T (ym0, k0) =
1

NtNf

k0+[Nf/2]−1∑
k=k0−[Nf/2]

m0∑
m=m0+Nt+1

|yk[m]|2. (6)

Here Nf and Nt are the averaging window lengths in frequency- and time-
domains, respectively. Assuming flat PU spectrum over the sensing band, the
probability distribution of the test statistics can be expressed as

T (ym0, k0)|H0 ∼ N
(

σ2
w,k,

σ4
w,k

NtNf

)
(7)

and

T (ym0, k0)|H1 ∼ N
(

σ2
x,k + σ2

w,k,

(
σ2
x,k + σ2

w,k

)2
NtNf

)
. (8)
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This yields

PFA = Pr(T (y) > λ|H0) = Q

(
λ − σ2

w,k

σ2
w,k/

√
NfNt

)
(9)

and

PD = Pr(T (y) > λ|H1) = Q

(
λ − σ2

w,k(1 + γk)

σ2
w,k(1 + γk)/

√
NfNt

)
. (10)

Here, γk = σ2
x,k/σ2

w,k is the SNR of subband k and σ2
w,k = σ2

w/NFFT and σ2
x,k

denote noise variance and the PU signal variance in subband k, respectively.
With FFT/AFB based processing, it is possible to tune the sensing frequency
band to the expected bandwidth of the PU signal and sense multiple PU channels
simultaneously. For given PFA, the threshold λ can be calculated as

λ = σ2
w,k

(
1 +

Q−1(PFA)√
NfNt

)
. (11)

As described earlier in this paper, three linear fusion rules have been proposed
for combining the binary decisions received by the FC. Here, three different fusion
rules, OR rule, Majority rule and AND rule are considered. The false alarm and
detection probabilities with three different linear fusion rules are calculated as
follows;

PFA,t :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

= 1 − (1 − PFA)M OR
= PM

FA AND

=
∑M

j=M/2+1

(
M

j

)
P j
FA.(1 − PFA)M−j MAJ.

(12)

and

PD,t :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

= 1 − (1 − PD)M OR
= PM

D AND

=
∑M

j=M/2+1

(
M

j

)
P j
D.(1 − PD)M−j MAJ.

(13)

Here PFA,t is cooperative false alarm probability and PFA is non-cooperative
false alarm probability. Similarly, PD,t and PD are cooperative and non-
cooperative detection probabilities, respectively.

4 System Model

4.1 Waveforms and Spectrum Sensing Schemes

OFDM with cyclic prefix, i.e., CP-OFDM is the dominating multicarrier technol-
ogy in the field of wireless communications. Additionally, discrete wavelet multi-
tone (DWMT), cosine modulated multitone (CMT), filtered multitone (FMT),
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and OFDM with offset-QAM (OFDM/OQAM, also known as FBMC/OQAM)
are commonly considered alternative forms of multicarrier techniques [15].
FBMC waveforms, especially FBMC/OQAM have been widely considered as
candidates for beyond-OFDM multicarrier systems. It is particularly suitable
for dynamic opportunistic spectrum use and CR [16,17]. FBMC/OQAM shows
better spectral efficiency compared to CP-OFDM. Such FBMC/OQAM sys-
tems utilize a signal model with real valued symbol sequence at twice the QAM
symbol rate, instead of complex QAM symbols. Polyphase filter banks in trans-
multiplexer configuration constitute the core elements of the transmission link.
Specifically, synthesis filter bank (SFB) and AFB are used at the transmitter
and receiver sides, respectively [17].

On the receiver side, the FFT of an OFDM receiver or AFB of an FBMC
receiver can be used also for spectrum sensing purposes, providing SED capa-
bility without additional processing elements. Subband based ED can be used
in wideband spectrum sensing which covers multiple PU frequency channels or
even the whole service band. For FBMC, the PHYDYAS prototype filter with
overlap factor K = 4 is used [17]. Such filter bank reaches about 50 dB stop-
band attenuation, providing efficient detection of narrow spectral gaps between
PU channels [15,16].

In the following, we consider two scenarios: (i) Sensing CP-OFDM signal
using FFT-based SED and (ii) Sensing FBMC/OQAM signal using AFB-based
SED. The two waveforms have the same number of active subcarriers with com-
mon subcarrier spacing.

4.2 Power Amplifier Model for PUs

Various interference leakage effects due to RF imperfections affect critically the
spectrum sensing performance in practice. The most significant issue in this
context is the spectral regrowth due to the nonlinear PA of the PU transmitter.
For a practical PA model, we consider the linear time-invariant (LTI) portion of
the Wiener PA model, which has a pole/zero form of the system function given
by [4]

H(z) =
1 + 0.3z−2

1 − 0.2z−1
. (14)

This is extracted from an actual Class AB PA with fifth order nonlinearity. In
this study, 5 dB backoff is assumed with this PA model.

The potential spectral hole between two relatively strong PUs is shown in
Fig. 3 for both scenarios, as determined by the corresponding sensing process,
i.e., FFT for CP-OFDM and AFB for FBMC. While FBMC/OQAM has supe-
rior spectral containment, AFB on the receiver side enhances the resolution of
spectrum sensing, making it possible to detect potential narrowband PUs within
the sensing band.
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Fig. 3. Effects of the PA model on (a) OFDM and (b) FBMC based PU spectra. A
Wiener behavioral model with fifth order nonlinearity and 5 dB backoff is used for the
PA.

4.3 Channel Model

This study applies frequency selective multipath channel models together with
log-normal shadowing model. All PU and CR channels use Indoor and SUI-1
frequency selective channel models having 90 ns RMS delay spread with 16 taps,
and 0.9 µs delay spread with 3 Ricean fading taps, respectively [17,18].

The log-normal path loss can model is as follows:

PL = PL0 ∗ (dj
d0

)a ∗ ϕ, (15)

or in dB scale as,

PLdB = PL0dB + 10 ∗ a ∗ log(dj/d0) + ϕdB . (16)

Here, PL0 is the path-loss at the reference distance d0, a represents the path-loss
exponent, dj represents the distance of jth CR receiver, and ϕ represents the
shadow fading with Gaussian distribution, zero mean, and standard deviation σ.

We consider the two scenarios mentioned above, while the CR waveform is
always FBMC. For log-normal fading σ = 9 dB and the path-loss exponent a = 2.

5 Numerical Results

In this study, the potential spectral hole between two relatively strong OFDM
or FBMC channels is illustrated in Fig. 3. We focus on two cases, one with a gap
between two OFDM channels and another one between two FBMC channels. The
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results can be generalized to cases where the gap is between an OFDM channel
and an FBMC channel. The spectrum leakage due to transmitter nonidealities
can lead to eventually filling up this spectral gap and raising the false alarm rate
of the spectrum sensing module.

In this paper, we specifically focus on a spectrum use scenario with two active
PU channels, which operate in the 2.4 GHz ISM band. This is an unlicensed fre-
quency band which is utilized by various applications, including WLAN signals,
cordless phones, Bluetooth wireless devices, and even microwave ovens. OFDM
based 802.11g-type WLANs, or 802.11g-like FBMC spectra are considered at
3rd and 8th WLAN channels. The PU spectra do not overlap each other, and
a 5 MHz or 8 MHz spectral hole is available between the two channels in the
OFDM and FBMC cases, respectively. The difference is due to wider guard-
bands needed around the active subcarriers in the OFDM case. Both active
signals are assumed to have the same power level, normalized to 0 dB in our
scenario.

Additionally, it is assumed that in the test situation, there is no additional
signal in the spectral hole. However, the spectrum sensing may give false alarms
due to interference leakage from the PUs due to their non-linearity. Such an effect
is found to be dependent on the SNR values of the PUs, as observed at the sensing
stations. A smaller subband spacing of 81.5 kHz is used for spectrum sensing and
CR transmissions, instead of the 312.5 kHz sub-carrier spacing of WLAN. This
improves the spectral resolution of spectrum sensing and CR operation. The
frequency window is chosen as Nf = 5 to increase the detection performance.
Then the effective sensing subband width is 407.5 kHz. With FBMC/OQAM,
the 8 MHz spectral gap contains 19 sensing subbands and with CP-OFDM, the
5 MHz gap contains 12 sensing subbands. A SU reports the presence of a PU if
the sensing threshold is exceeded in any of the subbands.

The required sample complexity for PD = 0.99 and PFA = 0.1 at the target
SNR =−3 dB is determined with the aid of Eq. (8) in [6] as Nt = 91 for non-
cooperative spectrum sensing as a reference case. The same sample complexity
is considered in our CSS study and desired cooperative PFA,t = 0.1 is assumed
with all fusion rules. The PA non-linearity introduces interference leakage to the
spectrum gap between the PUs, as illustrated in Fig. 3, and the width of the
spectral hole is reduced.

Results from ideal and practical PA cases using the Indoor frequency selec-
tive channel with log normal path loss model are shown in Figs. 4 and 5, respec-
tively. The figures show the cooperative false alarm probability as a function of
the average SNR of the PUs as observed at the sensing stations. The average
SNR is assumed to be the same for all sensing stations and for both adjacent
PUs. FBMC based WLAN-like signal model shows much-improved spectral con-
tainment compared to OFDM based WLAN under both the ideal and practical
PA cases. Furthermore, AFB-based SED shows significant enhancement over the
FFT-based one. Looking at the cooperative false alarm probability close to the
target level of 0.1, the OR rule makes the CSS process least sensitive to inter-
ference leakage from the adjacent relatively strong PUs, while the Majority rule
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shows highest sensitivity. This is true for both scenarios and both PA models.
FBMC/OQAM with AFB based SED is quite robust towards the interference
leakage with linear (or well linerised) PA. Also with the used practical PA model,
the benefit over CP-OFDM with FFT-based SED is quite significant, allowing
about 20 dB stronger PUs at the adjacent frequencies.

Corresponding results for the SUI-I channel are shown in Figs. 6 and 7. The
results and conclusions are quite similar with the Indoor channel case.

6 Conclusion

In this paper, enhanced energy detection based cooperative spectrum sensing
was studied. The proposed subband-based scheme allows to effectively detect
potential PU signals with widely varying bandwidths in possible spectral gaps
close to strong PU channels. In such scenarios, the sensing task becomes difficult
due to interference leakage from the relatively strong adjacent channels. The
results demonstrated highly reduced sensitivity for filter bank based waveforms
and sensing schemes towards such interference leakage, compared to basic CP-
OFDM and FFT-based sensing. As for the CSS schemes, it was found that the
OR rule is clearly least sensitive to the interference leakage, compared to the
AND rule and Majority rule.

In addition to FBMC, these result are generally applicable to all advanced
PU waveforms with improved spectrum containment, including filtered OFDM
schemes which have received wide interest in the 5G-NR context.

This study does not cover soft decision based CSS, which remains as an
important topic for future work. Moreover, analytical derivations for different
subband based CSS schemes, including the interference leakage effects, is a rather
complicated issue, and is left as a topic for future studies.
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Abstract. Connectivity in remote areas continues to be a major chal-
lenge despite of the evolution of cellular technology. 5th Generation (5G)
technology can address remote connectivity if lower carrier frequencies
are available, which calls for shared use of spectrum to enable cost-
efficient license-free solution. Therefore, spectrum sensing has its own
role in future wireless systems such as mobile 5G networks and Internet
of Things (IoT) to complement database approach in dynamic spectrum
utilization. In this paper, a windowing based (WIBA) blind spectrum
sensing method is studied. Its performance is compared to the localiza-
tion algorithm based on double-thresholding (LAD) detection method.
Both the methods are based on energy detection and can be used in
any frequency range as well as for detecting all kind of relatively nar-
rowband signals. Probability of detection, relative mean square error for
the bandwidth estimation, and the number of detected signals were eval-
uated, including multipath and multi-signal scenarios. The simulation
results show that the WIBA method is very suitable for future 5G appli-
cations especially for remote area connectivity, due to its good detection
performance in low signal-to-noise ratio (SNR) areas with low complex-
ity and reasonable costs. The simulation results also show importance
of the used detection window selection since too wide detection window
degrades the detection performance of the WIBA method.

Keywords: Signal detection · Spectrum utilization · 5G system ·
Overlapping · Sampling

1 Introduction

5th Generation (5G) technology can be considered to be an extensive revolution
of the mobile communication systems that brings a whole new era to connec-
tivity. Near-future 5G system brings spectrum efficiency, scalability, intelligence,
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low latency and advanced security features. It enables Internet of Things (IoT)
[1] which connects massive number of objects like computers, services and devices
like sensors and mobile phones together. At the same time, it has potential to
serve currently underserved remote areas. As the amount of disposable commu-
nication radio channels is limited, the effectiveness of the use of radio spectrum
must be optimized. 5G system includes the use of higher frequencies (e.g. 3.5 and
28 GHz) as well as aggregated use of licensed and unlicensed bands. Tradition-
ally, in cellular systems wireless spectrum is made available through an inflexible
spectrum allocation, where frequency bands are permanently allocated to some
licensed (primary) users (PU). 5G-RANGE project [13] proposes that a cost-
efficient remote and rural area connection can be enabled by using 5G cognitive
radio (CR) networks where unlicensed (secondary) users (SU) are able to use
temporarily unused frequency bands (i.e. frequency holes) in licensed frequency
channels leading to increased spectrum efficiency. The main requirement for
shared frequency use is that the licensed user must not be interfered by SU(s).
Two high-level approaches are used for that purpose: database and spectrum
sensing. As databases collect and store information about licensed users such
as TV and program making and special events (PMSE) signals (e.g. wireless
microphone signals) in some geographical area, spectrum sensing can be used
to find out (detect) which frequency bands are available for a transmission by
observing the radio environment.

In 5G scenarios, spectrum sensing can be used to enhance the traditional
database approach by bringing more accurate information about the actual spec-
trum usage and thus increase the potential and reliability of shared spectrum
access. 5G communication application areas for spectrum sensing include, e.g.,
mobile cellular systems [2], device-to-device (D2D) communication [3], and IoT
[4]. Sensing can be used when the information in database or from geolocation
method (like GPS) is inaccurate, or there is no connection to the database at all,
like in disaster-related events or in remote areas. In addition, secondary users
(SU) may use sensing when defining are there other SUs present [5]. 5G can
be tailored to be used for remote area connectivity where the use of TV white
spaces (TVWS), i.e., Very High Frequency (VHF) and Ultra High Frequency
(UHF) bands, with database can be enhanced with spectrum sensing. In rural
and remote areas the challenge is that distances are long and, thus, signal-to-
noise ratio (SNR) levels are low.

As 5G systems will include a huge number of devices, especially in IoT sce-
narios, design complexity and costs should stay in a reasonable level. Energy
detection (ED) is a cost-efficient sensing technique that is recommended to be
used especially in cooperative sensing, where users collaborate and exchange
their sensing information [6]. 5G cooperative sensing based on ED methods has
been studied, for example, in [7]. The problem is that conventional ED does not
perform well at low SNR values.

In this paper, a novel ED-based spectrum sensing method is studied, namely
the windowing based (WIBA) signal detection method [8]. This recently pro-
posed method is an efficient blind spectrum sensing method that is able to itera-
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tively estimate the noise level by using adaptive thresholds. The WIBA method
uses overlapping blocks in spectrum sampling to increase its detection perfor-
mance. In [8], where the WIBA method was proposed, only the probability of
detection and the number of detected signals in one-signal case were studied.
In this paper, the method is studied more comprehensively. The effect of the
detection window length M to the detection performance in different channel
situations is studied. Relative mean squared error (RMSE) for the bandwidth
estimation is considered, as well as detection probability over multipath chan-
nels. In addition, multi-signal situation is considered. The results are compared
with the ones achieved by the widely studied localization algorithm based on
double-thresholding (LAD) method [9], which has been found to outperform
conventional ED methods [10].

2 System Model

Connectivity in rural and remote areas is a true challenge because most of today’s
technologies aim for coverage below 10 km radius. In a sparsely populated area,
a 10 km cell will only cover a small number of subscribers, resulting in very high
fees per user. Another problem for realizing remote connectivity is the high cost
of the spectrum licenses, which increases the investments to deploy a mobile
network and hinders its economic feasibility. 5G in remote areas requires the
use of lower frequency bands to reach wider area coverage, e.g., 50–100 km.
Therefore, the upcoming 5G millimeterwave bands are not the first target for
remote area connectivity. Instead, the use of so called TV white spaces has
the potential to be used for 5G networks, to provide cost-efficient solution in
remote areas, after its main boom over a decade ago. Administrations have
developed rules for the use of TVWS and selected geolocation database approach
as the means to protect the incumbent TV broadcasting usage, see e.g. [11].
In these approaches, devices wishing to access the TVWS need to inquire a
database and report their location to be allowed to use a channel such that
the incumbents are protected. The Federal Communications Commission (FCC)
defined Citizen Broadband Radio Service (CBRS) for shared commercial use of
the 3.5 GHz band with the incumbent military radars and fixed satellite stations
[12]. CBRS system includes the use of spectrum sensing in conjunction with
database to avoid unlicensed users interference to military radar systems. The
use of spectrum sensing to complement database approach in TVWS has been
studied to some extent but has not been adopted by other system so far.

The opportunistic use of the TVWS demands protection of the incumbents.
While several standards that employ cognitive radio approaches rely on geolo-
cation database to inform the base station (BS) about the spectrum opportu-
nities in a given region, the spectrum sensing can be used in conjunction with
the database approach to enhance the reliability and increase shared spectrum
access opportunities. Database information may be inaccurate due to software
based propagation estimation which can lead to erroneous results in varying ter-
rain shapes that are present in remote area scenarios. Spectrum sensing will be
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used also to detect other SUs at the same region. In addition, there are situations
where the use of spectrum sensing can provide benefits such as in the presence of
unauthorized transmissions (e.g., pirate TV transmissions). Figure 1 summarizes
the high-level system model for combined spectrum sensing and database app-
roach. In the 5G-RANGE project [13], this approach is proposed to be a feasible
solutions for remote area system which targets to dynamically exploit free spec-
trum holes available at TV bands. Next, we introduce the developed spectrum
sensing method, which is considered as a one feasible option for 5G-RANGE
system, in detail.

Fig. 1. System model for spectrum sensing to complement database approach.

3 Spectrum Sensing

Here will be described the WIBA method which is considered to be used for
spectrum sensing in 5G-RANGE system. In the performance evaluation, a well-
known LAD method is used as a point of comparison and will be introduced
shortly in this section.

Both the methods are blind spectrum sensing algorithms that are able to
iteratively estimate the noise level by using adaptive thresholds. They can be
applied to a wide set of situations. The signals to be detected must be narrow-
band with respect to the analyzed bandwidth (BW). The narrower the signal,
the better the method perform, hence it is reasonable to make an assumption
that the BW has to be at most 50% of the analyzed BW [8,10]. According to
[10], as the signal’s BW gets wider, SNR must be higher in order to achieve
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an acceptable sensing performance. Note, that the methods can be used in any
frequency band (kHz–GHz).

The signal detection is based on the estimated noise level, therefore infor-
mation about the noise level or present signal(s) are not needed. The noise is
assumed to be a white Gaussian process. Even though the assumption is that
the noise is Gaussian, it has been shown that the signal can be found even if the
noise is not purely Gaussian [10]. A detection threshold is used to divide received
samples into two sets: one set contains estimated noise-only samples, and another
set contains estimated signal samples and noise. Threshold selection is addressed
by the constant false alarm rate (CFAR) principle, which means that the used
detection threshold parameter is calculated a priori using a pre-selected desired
false alarm rate PFA and the statistical properties of the noise [14,15].

In this paper, it is assumed that the samples xi, taken in the frequency-
domain are zero mean, independent Gaussian distributed (i.i.d.) complex random
variables. The energy of sample xi is yi = |xi|2, which follows a chi-squared
distribution. By assuming a chi-squared distributed variables with 2M degrees
of freedom, the threshold parameter T can be found by solving [16–18]

PFA = e−TM
M−1∑

k=0

1
k!

(TM)k, (1)

where PFA is the pre-selected false alarm rate. Note that (1) does not depend
on the noise variance. When M = 1, variables follow chi-squared distribution
with two degrees of freedom, and 1 leads to a threshold parameter

T = − ln(PFA). (2)

Example threshold parameter values T for different values of PFA and M are
presented in Table 1. For example, when M = 1 and PFA = 0.01, then T = 4.605.
Note that the threshold parameter is constant for specific M and PFA, and can
be calculated beforehand.

Table 1. Threshold parameter values T for different PFA and M values.

PFA M = 1 M = 4 M = 10 M = 100

0.1 2.303 1.670 1.512 1.130

0.01 4.605 2.511 1.878 1.247

0.001 6.908 3.266 2.266 1.338

3.1 WIBA Method

In the WIBA method, overlapping is used in spectrum sampling. Assume that N
energy samples y are obtained during the channel sensing. The observed samples
are divided into L overlapping blocks (i.e. detection windows) with length M .
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Fig. 2. Illustration of 50% overlapping when there are L overlapping blocks and the
length of one block is M .

An example case, where the degree of overlapping between two blocks is 50%, is
illustrated in Fig. 2. Samples in each block are summed up among themselves,
so each block Yi(l), l = 1, · · · ,M consists of samples kM

2 + 1, · · · , kM
2 + M ,

k = 0, · · · , L − 1. The signal detection threshold is [8]

Th = T
1
L

L∑

i=1

Zi, (3)

where T comes from (1) and Zi is the total energy in ith block, i.e., Zi =∑M
l=1 Yi(l) when i = 1, 2, ..., L.

3.2 The LAD Method

The LAD method [9,10] utilizes iterative forward consecutive mean excision
(FCME) threshold setting process. Therein, the threshold is Th = Ty, where
threshold parameter T comes from (2) and y is the mean of energy samples.
Threshold setting procedure is described more detailed, e.g., in [17]. After cal-
culating two FCME thresholds, the upper and lower ones, using two different
threshold parameters, the LAD method uses clustering to group adjacent sam-
ples assumed to be from the same signal. The LAD method clusters together
adjacent samples above the lower threshold. The cluster is accepted to be caused
by a signal if at least one of the samples is also above the upper threshold. The
performance of the LAD method can be improved using an ACC parameter that
allows p (usually p = 3) samples to be below the lower threshold between two
accepted clusters [10].

4 Simulation Results

In the computer simulations, the WIBA method was studied and compared to
the well-studied LAD method which has been found to outperform general ED
methods [9,10,17]. In this work the effect of the detection window length M
to the detection performance in different channel situations was studied. RMSE
for the bandwidth estimation was evaluated, as well as detection probability
over multipath channels in multi-signal situations. It was assumed an AWGN
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channel and the measured signal, occupying 5–30% of the channel BW, was based
on BPSK modulation. The BPSK signal was band-limited by a RC filter with
a roll-of factor of 0.22. The number of frequency domain samples N = 1024.
SNR was defined as a total signal power per total noise power, i.e., over N
samples. The probability of detection Pd was defined so that the signal is defined
to be detected if threshold is crossed at its center frequency. The amount of
Monte Carlo iterations were 1000. The WIBA method used PFA = 0.01, 50%
overlapping, M varied, and L ≈ 2 N

M . The used threshold parameter T depend on
M as shown in Table 1. Detection window length M was defined to be optimal
when it equals to the signal bandwidth. Table 2 shows optimal detection window
lengths M for signals with different bandwidths. For example, window length
M = 52 samples is optimal for signal with 5% BW (= 52 samples). The LAD
threshold parameters were 13.81 (PFA = 10−6) and 2.66 (PFA = 0.07) [10], and
M = 1 (= no windowing). An adjacent version of the LAD method with ACC
parameter p = 3 was used.

Table 2. Optimal detection window lengths M for signals with different bandwidths
(samples/%].

Detection window length M Signal BW samples/%

10 samples BW 10 samples/1%

40 samples BW 40 samples/4%

52 samples BW 52 samples/5%

102 samples BW 102 samples/10%

204 samples BW 204 samples/20%

306 samples BW 306 samples/30%

4.1 One Signal Scenario

In [8], an initial performance evaluation of WIBA was done by studying the
probability of detection and the number of detected signals in one-signal case.
Based on those results it was concluded that a very long window is preferred
instead of the very short one when considering performance in terms of Pd.

In this paper, BW estimation accuracy is studied. Relative mean square error
(or root mean squared relative error, RMSRE) of BW estimation is defined to be

RMSEγ =

√√√√ 1
N

N∑

i=1

(
γi − γ̂i

γi

)2

, (4)

where γi is the BW and γ̂i is the estimated BW.
Table 3 shows the results when there is one signal with 10, 20 or 30% BW,

and M = 52, 102, 204 and 306. Results for optimal window lengths are in bold.
For example, when the signal BW is 10% and M = 102, RMSE is 100% for
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Table 3. Relative Mean Square Error (RMSE) [%] in the one signal scenario for 10,
20, and 30% bandwidth when M = 52, 102, 204 and 306.

BW % (samples) WIBA, M = LAD ACC

52 102 204 306

BW 10% (102) 58 100 300 500 8

BW 20% (204) 15 50 100 198 6

BW 30% (306) 7 1.5 33 100 13

WIBA method. On the other hand, RMSE for LAD ACC method is only 8%.
It can be noticed that using WIBA method, too long window degrades the BW
estimation accuracy because in that case, the detected signal does not cover the
whole window.

In Fig. 3, RMSE vs. SNR is presented for a signal occupying 10% of the overall
BW (corresponding to the first line in Table 3). Figure 3 also shows at which SNR
values each method achieve Pd = 0.9. Note that the WIBA method has Pd = 0.9
when −13 dB ≤ SNR ≤ −11 dB, depending on the M , while the LAD ACC
method achieves Pd = 0.9 when SNR = 5 dB. That is, the performance difference
is 16–18 dB. Because the WIBA method is able to operate in low SNR region
(SNR < −10 dB), it is feasible for remote area scenarios, where long distance
propagation makes received signal’s strength weak. However, the LAD method
has better BW estimation accuracy. It can be seen that, for the WIBA method,
RMSE rises with the SNR when M is large. This is because the fact that as
the detection performance of the LAD method depends on the bandwidth of the
detected signal, the detection performance of the WIBA method depends also
on the length of the used detection window.

4.2 Multi-signal Situation

In this scenario, it is assumed that two RC-BPSK signals are present in the
channel. The results are presented in Table 4, considering that there are one or
two signals occupying 10% and 5% of the channel BW, respectively. For example,
when M = 102 and there are two signals with BWs corresponding to 10% and
5%, the performance of the WIBA method is at most 1 dB worse when compared
to the one signal scenario. Optimal values for M are 102 for 10% BW signal and
52 for 5% BW signal. Note that M does not effect the LAD ACC performance
because there is no windowing. Based on Table 4, multi-signal situation has only
slight effect to the performance of the methods.

In Fig. 4, the number of detected signals vs. SNR is presented. There are two
signals with 5% and 10% BWs, and M = 10, 40, 52, 102 and 204. This figure
also shows at which SNR each approach achieve Pd = 0.9. For example, when
M = 52, Pd = 0.9 when SNR = −12 dB. The window is very short when
M = 10 and M = 40. Optimal window lengths are M = 52 for 5% BW signal
and M = 102 for 10% BW signal. When M = 40, 52 and 102, the WIBA method
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Fig. 3. RMSE vs. SNR results for the case when bandwidth of the signal is 10%.

Table 4. Required SNR [dB] for Pd = 0.9 when there is one or two signals present.

Window
length M

# of signals Signal BW WIBA
method
Pd = 0.9

LAD ACC
method
Pd = 0.9

M = 102 Two 10% −13 dB 3 dB

5% −13 dB −1 dB

M = 102 One 10% −13 dB 1 dB

5% −14 dB −2 dB

M = 52 Two 10% −12 dB 3 dB

5% −14 dB −1 dB

M = 40 Two 10% −11 dB 3 dB

5% −14 dB −1 dB

M = 10 Two 10% −5 dB 3 dB

5% −10 dB −1 dB

M = 10 One 10% −5 dB 1 dB

5% −11 dB −2 dB
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estimated the number of signals correctly when Pd = 0.9. It can be seen that too
short window (M = 10) estimates the number of detected signals correctly only
when SNR is larger: when Pd = 0.9 (SNR = −5 dB), the number of detected
signals is 2.7, and achieves 2 when SNR = 1 dB. This corresponds the behaviour
of the LAD ACC method. When using the LAD ACC method, the number of
detected signals is about 2.2 at its best. As can be seen from Fig. 5, the BW
estimation accuracy of the WIBA method may suffer if the window is too wide
(M = 204, for instance). Large M means that closely spaced signals can be seen
as one signal by the sensing technique.

4.3 Scenario with Multipath Channel

Multipath channel can be a very challenging environment for spectrum sensing
since it includes typically LOS and scattered components (Rician channel). Let
ai, i = 1, · · · ,K be the average amplitude of each signal component. The total
energy of signal components is E =

∑K
i=1 a2

i .
In the simulations, there were LOS component and two scattered compo-

nents (K = 3). The first scattered component had energy 3 dB below the LOS
component, while the second scattered component had energy 6 dB below the
LOS component. Used delays were 2, 20 and 100 samples for the first scattered
component, and 10, 40, 70 and 100 for the second scattered component.

In Fig. 6, detection probability vs. SNR in multipath channel case is con-
sidered. Signal BW is 10%, M = 102 (optimal), and there are two multipath
components with different delays in samples. It can be seen that the multipath
enhances the detection performance by 1–2 dB, regardless of the sample delays.
This is because constructive summation increases the energy of the signal, and
this affects the detection when using ED based methods. Here, SNR is defined
to include only LOS energy. If SNR includes energy of LOS and scattered com-
ponents, the performance is 1–2 dB worse, and the performance equals to the
non-multipath performance.

Next, the bandwidth estimation accuracy is studied. In Fig. 7, RMSE vs.
SNR is presented in the presence of multipath. Here, signal BW is 10% of the
channel bandwidth and M = 102 (optimal). This figure also shows the minimum
SNR values when the Pd ≥ 0.9 is achieved. For example, when there is no
multipath and the WIBA method is used, a SNR = −13 dB is required to
achieve Pd = 0.9. As a comparison, the LAD ACC method requires SNR = 1
dB to achieve Pd = 0.9. The difference between the WIBA and the LAD ACC
methods is 14 dB. However, it can be noticed that the LAD method has better
BW estimation accuracy. The multipath has about 1–3 dB effect to the RMSE
performance.
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Fig. 4. Number of detected signals vs. SNR results. There are two signals with 10%
and 5% bandwidths to be detected.

Fig. 5. One snapshot of two simulated signals with 5% and 10% bandwidth. M = 52
(optimal for 5% BW signal), 102 (optimal for 10% BW signal), and 204.
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Fig. 6. Probability of detection vs. SNR in multipath channel case. Signal bandwidth
is 10% and M = 102. SNR is calculated for LOS component.

Fig. 7. RMSE vs. SNR results in the presence of multipath components. BW of the
signal is 10% and M = 102.
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5 Conclusions

Remote area connectivity problem can be solved by using lower frequencies and
making shared license-free spectrum access possible to enable cost-efficient solu-
tion for low user density areas. Traditional database approach can be enhanced
by including spectrum sensing to more accurately characterize the current spec-
trum usage in order to identify more opportunities for shared spectrum access.
In this work, the performance of a spectrum windowing based energy detection
method WIBA was studied, and comparison was made with the well-studied
LAD ACC method. Probability of detection, relative mean square error for the
bandwidth estimation, and the number of detected signals were evaluated. From
the simulations results, one can conclude that the WIBA method has better
detection probability than the LAD ACC method. The WIBA method is able to
operate with SNR below −10 dB, depending on the signal and window lengths.
The WIBA method is suitable for 5G applications especially for rural and remote
areas due to its good detection performance in low SNR areas. The effect of the
detection window length to the detection performance in different channel sit-
uations was also studied. Too long detection window degrades the performance
of the WIBA method. The LAD ACC method outperforms the WIBA method
in terms of bandwidth estimation accuracy. Therefore it can be concluded that
if signal detection at a given frequency band is enough for the system, WIBA
method is preferred. If BW estimation accuracy is important, LAD ACC could
be used after WIBA method to improve the BW estimation.
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Abstract. Hardware imperfections in RF transmitters introduce fea-
tures that can be used to identify a specific transmitter amongst oth-
ers. Supervised deep learning has shown good performance in this task
but using datasets not applicable to real world situations where topolo-
gies evolve over time. To remedy this, the work rests on a series of
datasets gathered in the Future Internet of Things/Cognitive Radio
Testbed [4] to train a convolutional neural network (CNN), where focus
has been given to reduce channel bias that has plagued previous works
and constrained them to a constant environment or to simulations.
The most challenging scenarios provide the trained neural network with
resilience and show insight on the best signal type to use for identifica-
tion, namely packet preamble. The generated datasets are published on
the Machine Learning For Communications Emerging Technologies Ini-
tiatives web site (Datasets and usage and generation scripts can also be
found there: https://wiki.cortexlab.fr/doku.php?id=tx-id.) in the hope
that they serve as stepping stones for future progress in the area. The
community is also invited to reproduce the studied scenarios and results
by generating new datasets in FIT/CorteXlab.

Keywords: Transmitter identification · RF fingerprinting ·
Deep learning

1 Introduction

Communication systems’ constant evolution requires a constant search for new
techniques that allow to squeeze out every bit of performance out of the system,
a constant need to improve spectral efficiency in order to achieve the theoretical
maximum capacity given by Shannon’s law. This requirement is all the more
important in systems that transmit many small packets, like Internet of Things
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(IoT), where currently headers may outweigh the number of payload bits trans-
mitted. Furthermore, headers are currently the only barrier against transmitter
identification errors and transmitter impersonation on edge devices that don’t
have the resources to use cryptographic protocols. Indeed, security issues are
of utmost importance in this new era where hackers are able to easily attack
transmissions even at the physical layer. Hence, a new means to provide secure
identification of transmissions is needed, both to improve security as well as to
render headers a thing of the past.

In the last five years, supervised deep learning (SDL) has imposed itself as
the tool to achieve state-of-the-art performance in many fields, starting with
image processing to voice recognition, product suggestion, and more generally
data analysis and signal processing in physics, medicine and consumer products.
SDL really shines in cases where labelled data is plentiful and mathematical
models are not known. In the radio communication world, data is generated
by the Terabyte per second all over the world, but for traditional applications,
precise models already exist. The existence of those good models explains why
SDL is not yet widely used in radio communication. Yet it’s starting to gain
traction in the last couple of years, especially with channel decoding [6] and
spectrum monitoring [7]. Indeed, the tool promises increased performance in
areas where models are yet to be derived and algorithms are not yet practical
for real time implementations. The task of identifying transmitters has attracted
some attention in the last years, with two different approaches:

First, the confirmation of identity, by comparing a received signal with a pre-
viously authenticated one to verify if those characteristics match. This approach
facilitates handling of changing environment by constantly updating the stored
authenticated signal, as long as transmissions are more frequent than channel
variations. The fingerprints for each device is not stored inside of the identifica-
tion system but in the recorded signals. It can allow the identification of emitters
unseen at training time, but increases processing times: comparisons need to be
made with every known device. In [12], the authors study channel responses in
a simulated building floor to emulate spatial variations. In [9], channel response
is also used, but this time using a Gaussian Mixture Model to study similarities
between samples gathered on real radio devices.

In second come the classifiers, and these are the more recent and numerous
works, where a system is tasked not to give a similarity score between cur-
rent and previous samples but to directly output the identity of the transmitter
amongst a pool of previously seen radios. A convolutional neural network (CNN)
is used in [10] to estimate IQ imbalance parameters of incoming signal from a
simulation environment and these parameters are used in a classical Bayesian
decision process. Then [2] leverages parameters estimated routinely by decoding
systems: DC and frequency offsets, IQ imbalance and channel information as
input to a neural network. Matlab simulations show 99% accuracy with up to
10 000 devices. In [5] the authors use 7 consumer Zigbee transmitters to gather
data. They remove the decoded data from the received signal to isolate chan-
nel and transmitter information effects before feeding it to a CNN and achieve
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up to 90% classification accuracy. However, one could argue that some hardware
effects depend on the transmitted signal, for example amplifier non linearities, so
removing it could be detrimental to the identification process. Different machine
learning techniques are evaluated in [13] over a dataset of signals gathered with
real USRP devices accounting for 6 radio interfaces. They develop an architec-
ture called a multi layer perceptron made of a network of small neural networks
and introduce the use of wavelet transforms with the goal of learning to classify
with as few training samples as possible. The work in [3] focuses on amplifier
characteristics and measures non linearity variations between 7 USRP cards.
The data is used to train a network on hundreds of simulated devices. It also
shows the effects of local oscillator leakage on classification accuracy. Finally, in
[8] attention is switched to IQ imbalance and DC offset to perform classification.
A CNN is trained on dataset made with 16 different USRP devices but it is not
able to cope with changes in environment between experiments. For this reason,
artificial impairments are added to the signal and increase classification accu-
racy. Still in the same context, the work in [1] deals with wired communications
to increase security and prevent intrusion of malicious systems in the network
inside a car.

As previously stated, some works base the identification of transmitters on
characteristics outside of the scope of the transmitter radios themselves using,
for example, the channels [9,12]. In realistic applications, however, radios are
rarely at fixed locations and channel characteristics evolve with the surrounding
environment. A better identification method would be to base the identification
on the radio frequency (RF) signature of the radios themselves, as addressed
in [2,3,8,10]. However, in those works, either simulations or simple datasets
were used which may not provide a biased free classifier that actually focuses
on RF signatures. Furthermore, in those works, no attention is given on the
quality of the dataset itself for the identification task at hand (absence of bias,
reproducibility, interference with outside sources), and in [8], artificial impair-
ments remove possible security claims: if identification is done on software added
elements, any malicious software can do the same and impersonate the user.

To counter the problems encountered by previous works, herein, an extensive
dataset campaign was generated aiming to train a more robust classifier. The
datasets were carefully crafted to avoid biases like channel, transmitted power,
packet structure, and receiver position through different measurement campaigns
in a controlled environment. We use the Future Internet of Things/Cognitive
Radio Testbed [4] (FIT/CorteXlab) to gather experimental datasets to train
neural network classifiers able to identify emitters based on their hardware char-
acteristics. The datasets are available online, as well as the scripts used to gen-
erate them, so that anyone can reproduce them on FIT/CorteXlab.

The remainder of this paper is organised as follows. Section 2 deals with the
identification problem itself and the characteristics that make it particular. It
also describes the FIT/CorteXlab testbed, used for the measurement campaign.
Section 3 describes the dataset generation process required to train a signature
based CNN. Then, in Sect. 4 the CNN structure is described as well as the train-
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ing process. Results are presented and discussed in Sect. 5. Finally, conclusions
and perspectives are drawn in Sect. 6.

2 The Identification Problem

Current authentication schemes for packet transmission are based on transmit-
ting an identification number inside of a frame header. This poses two problems:

– The number needs spectral and energy resources to be transmitted. In IoT
protocols, these resources are already very limited.

– The identification is trivial to spoof. Meaning that the transmission needs to
be authenticated again at higher levels with cryptographic means, or in cases
where computing power or energy is limited it cannot be done.

2.1 Characteristic Elements of a Point-to-Point Transmission

Channel Effects. First and most obvious is the impact of the channel between
emitter and receiver. In the standard case of a transmission with a fixed average
power, the reception power is a direct indicator of the path loss and thus of the
distance between emission and reception. This power can then serve as a coarse
indicator of the emitter. In this case, multi-path parameters can also be easily
measured. These are highly dependent on the position of the emitter.

These two elements have a high impact on the signal and are simple to
measure, but they are dependent on the system topology which is expected to
change over time, not on intrinsic properties of the radio cards. This could still
be used as a way to detect impersonation by looking at sudden changes in these
parameters, as studied in [11,12].

Power Amplifier Imperfections. Homodyne radios suffer from IQ imbalance.
The In-phase and Quadrature components of the signal do not go through the
same path with the same components. This means that they may not be ampli-
fied by the same gain and the resulting constellation gets skewed. The second
part of the imbalance comes from the fact that the two parts are not mixed
with sine waves at exactly 90◦ and the resulting constellation gets rotated. This
effect is used greatly in [8] and [10] but it’s mostly present in devices with a
homodyne architecture as those used in software refined radio (SDR) and not in
superheterodyne radios that make up the majority of consumer devices.

Amplifiers of RF signal are non linear components. They are setup so they
function mostly in their linear region but, even there, their response curve is not
perfectly linear. The parameters corresponding to this are slightly different from
one radio chip to another, even amongst the same product line [3].
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Local Oscillator Imperfections. The local oscillator is tasked with translat-
ing the baseband signal to the carrier frequency. It is however not able to set
itself to the exact same frequency as the receiver. This creates a frequency offset
that may be characteristic of an emitter The offset is not only dependent on
intrinsic elements of the radio card, but also on temperature so it can change
over time at a rate that can also be indicative of the emitter, if it’s high enough
to be measured.

The frequency translation operation that uses the oscillator to bring base-
band signals to carrier frequency can present a local oscillator leak in homodyne
devices. In this case, a peak is sent at the oscillator frequency, whose power does
not depend on the actual signal sent, but only on the amplifier settings. The
phenomenon is used in [3] to identify emitters even when, considering data sent,
SNR = −∞.

2.2 Avoiding Dataset Bias

The aforementioned elements are not all desirable: The channel effects are only
distinctive of the position of the emitter and may not be reliable when the
environment becomes realistically dynamic. Some of the other imperfections are
specific to homodyne radio cards. This means that they can appear in the USRPs
that will be used, but not on many mainstream consumer grade superheterodyne
radios. So reducing the reliance on these imperfections allows better generalisa-
tion of the results to other radio hardware architectures.

The USRPs are calibrated to remove IQ imbalance and DC offsets and the
emission gain is set to reduce local oscillator leakage to a minimum. But channel
effects cannot be removed as simply while still maintaining realistic over-the-air
radio propagation (no cable). Instead of removing them, they can be randomised:
When a parameter is random and varies over a range that overlaps these of the
other emitters, one specific realisation of that random parameter cannot give
insight on who is the transmitter. In this case, the neural network (NN) will not
learn to depend on that parameter to perform identification.

2.3 The FIT/CorteXlab Platform for Learning

The FIT/CorteXlab testbed is a SDR testing facility in France that enables
testing of physical (and higher) layer techniques for future wireless systems.
It counts with 42-node high-performance SDR nodes, whose frequency range
is roughly from 400 MHz to 4 GHz, at 20 MHz of maximum bandwidth. It is
fully accessible to the wireless research community and uses GNU Radio as its
programming environment. One of its main characteristics, the one that makes
FIT/CorteXlab particularly well suited for machine learning (ML), is its shielded
room. It allows for reproducible experiments since the shielding provides a fully
a controlled environment. Also important for ML is the presence of a server
equipped with GPUs connected via high speed data links to the SDR nodes,
which allow on-the-fly training and exploitation of SDL techniques.
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3 Dataset Generation Process

The data generation process is modular to allow for testing of a wide range of
scenarios with various amount of bias. There is a standard core process that
can be parameterised to create different scenarios. The signal processing chain
is written as GNU Radio flowgraphs for emission and reception that provide a
light API for configuration. All the high-level management of the experiments is
done in small python and bash scripts for easy configuration and reproduction
of scenarios.

3.1 Core Process

There are 21 emitters, one receiver, and one scheduler. Each of these, except
the scheduler, uses a National Instruments USRP N2932 SDR working at
5 Msample/s and 433 MHz. All the emitters have to transmit packets to the
receiver and use the same frequency band. The scheduler’s role is to ensure that
there is no interference between packets from different emitters without need-
ing to implement carrier sensing algorithm. It also causes packets from different
emitters to be sent in close temporal proximity. This is useful if the environ-
ment is not static: one specific environment configuration could be indicative of
a specific emitter if it was not the case. Every millisecond the scheduler selects
randomly one among the possible emitters, then sends a packet to it via UDP.

Fig. 1. Simplified emitter flowgraph

The emitters have their USRP set to burst mode. This means that when
they are not actively transmitting, their amplifiers are off so they do not emit
anything. Even local oscillator leakage is prevented by this. Upon reception of
a scheduler packet, an emitter wakes up its USRP, waits for the amplifier to
stabilise and sends a frame (Fig. 1). The frame is composed of three parts:

– A known preamble for detection and time synchronisation with the frame.
– A header: an OFDM frame containing the identification of the emitter.
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– The payload that we are interested in, containing either noise, a random or a
static QPSK modulated sequence of 560 samples long. In all these cases, the
payload does not contain any emitter specific information.

There is a time gap between the header and the payload to give the amplifier
time to stabilise after the header and avoid interference between the two parts
if there is a significant amplitude difference between the two parts (Fig. 2).

Fig. 2. Frame samples sent to USRP for emission, with zeroes for amplifier wake up,
preamble, header, and payload with guard intervals

Fig. 3. Reception flowgraph

The receiver’s USRP stays on for the duration of the experiment. It uses a
correlator to detect the presence and the timing of the known preamble, then
isolates the number of samples corresponding to the length of the header and
the preamble. An OFDM packet receiver is used to decode the header and the
identification number is used to send the payload samples to be recorded in the
corresponding file (Fig. 3).

The grouping of the recorded files for one experiment in one scenario forms a
dataset. Experiment run times are set to gather about 50000 packets per emitter.



80 C. Morin et al.

3.2 Scenarios

An experiment scenario has two main parameters to allow testing and selection
of different elements:

Type of Signal. The goal here is to identify the emitter based on how it sends
data, not what it sends. But every type of data does not necessarily yield the
same classification accuracy. To show this, three types of payload are tested:

– A fixed sequence of QPSK modulated bits: All the emitters always send the
exact same sequence: the bit sequence of the 802.15.4 preamble. This reduces
the noise the CNN has to deal with while still being a realistic case: here it’s
not the user data that is used but the preamble and this has to be transmitted
anyways.

– A random sequence of modulated bits: The emitters generate random
sequences of bits and these are modulated in the same way for every emitter.
QPSK is used as it is a commonly used modulation scheme for IoT devices.

– A noise sequence: The payloads are randomly uniformly generated from a
noise source. This allows to test if the modulation choice has an impact on
the performance or if any modulation would work.

Transmission Complexity

– Plain: The simplest of the modes. All the payloads from all emitters are sent
with the same amplitude and nothing moves inside of the experimentation
room. This is mostly used as a benchmark to compare the other channel
randomising scenarios.

– Varying amplitude: The emission amplitude varies from one payload to
another to emulate changes in path loss for each emitter without physically
moving them. This is implemented by scaling the IQ samples before send-
ing them to the USRP, and not by changing the gain settings of the device
because the amplifier takes a relatively long time to stabilise whereas scaling
samples in software is instantaneous. Nothing moves inside of the room, so
the multipath parameters are still static.

– Robot: The payloads are sent the same way as in the previous scenario.
A robot is introduced, covered with metallic sheets to increase radio waves
reflections and set to move randomly inside the room. This introduces new
and constantly changing reflections to randomise the multipath parameters
(Fig. 4).

4 Learn to Classify

4.1 System Architecture

We use a CNN type network with five layers of convolution and six dense layers.
It takes 600 complex samples organised in a matrix of 600 × 2 float numbers
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Fig. 4. The Turtlebot robot with the metallic sheets, inside of FIT/CorteXlab

Fig. 5. Neural network architecture

for the Cartesian coordinates of the complex numbers. And it outputs a vector
of 21 numbers corresponding to the likelihood that the input was from one of
the 21 transmitters. Each layer has an exponential linear unit (ELU) activation
function except for the output layer which uses a softmax activation (Fig. 5).



82 C. Morin et al.

4.2 Training Phase

Before training, datasets are randomly shuffled and then split into 3 parts: 70%
used for training, 10% for validation and hyperparameter tuning and the last
20% for testing. Networks are trained over all the gathered datasets with the
same architecture. Training is done on mini-batches of 128 examples over more
than 30 epochs, with an Adam optimiser, 0.001 of learning rate, l1 regularisation
on the dense layers while minimising the categorical crossentropy loss function.

Hyperparameter tuning was done by training networks with increasing
amount of dense and convolutional layers, with varying batch sizes, learning
rates and regularisation on a dataset that was found to be hard to train on:
Varying amplitude and a payload of random bits. They were trained for ten
epochs and the best performing was selected.

5 Results

The first step is to establish a benchmark with the simplest scenario. This actu-
ally shows a comparison with the network in [8] without artificial impairments.
In [8], they use a very similar setup of 16 static USRPs placed in a room with no
moving object. Their network achieves a classification accuracy of 98.6% whereas
the one studied here achieves 99.9% with more classes (21 instead of 16).

Fig. 6. Accuracy reached by networks trained on plain or varying amplitude scenarios
and with various signal types. The accuracy is measured on the test set from the
training dataset.
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Figure 6 presents the classification accuracy achieved for the three signal
types, while comparing the Plain and Varying amplitude scenarios. Having ran-
domness in the transmitted signal degrades classification accuracy and this
degradation increases with the scenario complexity. However, we can also see
that having a completely random noise does not cause a significant performance
loss over a QPSK modulated signal, even though the latter has a limited constel-
lation size compared to noise. Thus a higher order modulation should not cause
further accuracy losses, but the ideal case is to use a static signal, as would be
a frame preamble.

Figure 7 studies the impact of environment modification on classification
accuracy for the three scenarios. In it, one can observe that, the more complex a
scenario is, the harder it is for a network to train on it, by a slight margin but the
better it is at resisting changes in the environment. The training datasets were
generated one after another, with no changes inside the FIT/CorteXlab room,
then a metallic stool was introduced inside the room and the other datasets were
generated. This ensures that the change in signal propagation is exactly the same
for the 3 scenarios. The Plain scenario suffers from a big loss of accuracy, as was
noticed in [8], but the Robot one is very resilient to this kind of change.

Fig. 7. Accuracy of networks trained one scenario with static signal and tested, either
on test data from the training dataset or on a dataset with the same scenario but with
a chair added to the room.

Finally, Fig. 8 focuses on the ability to generalise to other scenario types. A
network is trained on each scenario and tested on all of them. We can observe
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a decrease in accuracy when a simple scenario is tested on a more complex one.
From this, one can infer that the more random the channel is, the more the
trained network is able to cope with a change of scenario and also with a change
in the environment.

The key takeaway from these results is as follows: if one were to implement
a transmitter identification system in a production setting, its goal should be to
train the neural network with the maximum amount of channel variability.

Fig. 8. Accuracy of networks trained on one scenario and tested on the others. Here
the signal is of the static type and the environment is untouched.

6 Conclusions

The task of identifying transmitters based on hardware physical characteristics
and imperfections has been gathering attention in the literature recently. These
identification strategies have been based aspects such as IQ imbalance, amplifier
non linearities or channel properties. Most of the works in the area involve the use
of machine learning, and more specifically deep learning with good identification
accuracies. However, the data used to train the neural networks from prior works
can not guarantee bias avoidance against unwanted elements, such as channel
effects.

In this work, instead of focusing on a specific radio imperfection, neural
networks were trained on raw IQ samples so as not to overlook any effect. On
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the other hand, data was generated with the goal of minimising the role of the
unwanted channel on the identification task by randomising the various channel
parameters.

The considered neural network architecture shows state-of-the-art perfor-
mance when tested on similar scenarios as previous works. An exploration of
various parameters was done with results that shows that the identification task
is simpler when transmitted signals do not change and that unknown signals only
incur a small performance decrease, independently of the modulation type. They
also show that training data with increased complexity do not impede learn-
ing ability but provides increased robustness against environment modifications.
Finally, from the experiments and the results, we see that FIT/CorteXlab pro-
vides the stability and reproducibility necessary for machine learning approaches.

We plan to extend this setup to use packets recorded from not just one
but from many receivers to increase the randomness of the perceived channel
with the transmitters and evaluate the robustness of this approach to environ-
ment modification. Another direction of exploration is to verify that higher order
modulation schemes do not impair classification accuracy with respect to what
observed with QPSK.
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Abstract. A variety of methods has been developed for the optimization of
channels in the bandwidth of Wi-Fi networks. Some methods will consider the
existence of a single network and allow dynamic allocation of Wi-Fi channels to
access points based on different criteria [1–4]. However, in many cases there is
more than one Wi-Fi network and some methods were designed in this context
and try to reduce the interference between access points and coexisting networks
[5, 6]. This article presents a new method identified as a preferred radar algo-
rithm (RP). The RP is based on a search algorithm that decreases the global
interference of the environment for each access point. The modified ICORAL
and RP methods were implemented allowing to improve the global interference
of the environment. The RP and ICORAL methods were fully characterized
with radar system embedded in a university environment. The RP shows a
significant improvement of at least 30% more interference decrease than the
ICORAL.

Keywords: Dynamic channel assignment � Cognitive radio � Wi-Fi

1 Introduction

In recent years, many wireless devices use the Internet to transmit and receive infor-
mation from the network, better known as Internet of Things (IoT). It is generally based
on the communication principles of the IEEE 802.11 standards, or Wi-Fi network [6].
The number of wireless devices has increased significantly and has generated channel
allocation problems and optimization of the use of the 2.4 GHz band. The Bluetooth,
Wi-Fi, NFC and ZigBee protocols have extended spectrum techniques in the 2.4 GHz
band [7]. To minimize this problem, several approaches have been proposed, seeking
dynamic solutions that optimize the ISM band. Among these techniques is the
Dynamic Allocation of Cisco DCA Channels, which is taking decisions of channel
change according to the historical study of the behavior of the network and some
improvement parameters [2]. The dynamic allocation of multi-factor MFDCA channels
[8], propose a focus on energy efficiency and the channel width adaptation algorithm
seeks to reduce interference and improve transfer speed [9]. However, these techniques
assume the existence of a single network where all the access points belong to it and it
is not considered that more than one network can coexist in the environment.
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Some techniques approach the problem where several networks interact in the same
medium. As it is the case of the coral algorithm [3] the latter monitors the network with
a mobile unit and reassigns the non-overlapping frequency channels of the 2.4 GHz
band generated coral shaped structures in populations of access points in channels 1, 6
and 11. In this article, we present a method where the allocation of channels is inde-
pendent of the networks that coexist in the medium. The method is based on cognitive
radio and makes use of radar external to the networks that monitors the medium 360°
and locates the access points referring to it for the reassignment of channels, decreasing
the global interference. This new method is called the preferred radar algorithm.

2 Methods of Channel Dynamic Assignment

2.1 Improved Coral Algorithm (ICORAL)

The methodology of the improved coral algorithm is based on the principle of
assigning each access point a channel without spectral overlap. This is achieved by
maintaining a 5-channel difference between assigned access points. The rules that
govern the method are described below. The flow chart of the preferred radar method is
shown in Fig. 1.

Fig. 1. Flow diagram of the ICORAL dynamic assignment method.
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Rules of the ICORAL methodology:

1. Sort from highest to lowest power the APs monitored by the radar.
2. Non-overlapping frequency channels are assigned in 1, 6 and 11 to the APs of
greater power with respect to the radar.
3. For the following APs, pairs of non-interfering channels (2,7), (3,8), (4, 9) and
(5,10) are assigned.
4. A new evaluation of the next AP to be studied is started and the process from step
2 onwards is repeated until analyzing all the APs registered by the radar.

2.2 Preferential Radar Algorithm RP

The methodology of the preferential radar algorithm is based on the principle of
assigning to each access point a channel that minimizes the impact of global inter-
ference of the operating environment and independent of the network to which it
belongs. The rules that govern the method are described below. The flow chart of the
preferred radar method is shown in Fig. 2.

Fig. 2. Flow diagram of the RP dynamic assignment method.
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Rules of the RP methodology:

1. Sort from highest to lowest power the APs monitored by the radar.
2. Non-overlapping frequency channels are assigned in 1, 6 and 11 to the APs of
greater power with respect to the radar.
3. For the following APs, the cumulative interference metric of each of the Wi-Fi
band channels with the ancestors already assigned to the environment is studied.
4. The value of the accumulated interference generated by each channel is stored
and the channel with the least interference weight in the environment is identified so
that it is assigned to the AP studied.
5. A new evaluation of the next AP to be studied is started and the process from step
3 onwards is repeated until analyzing all the APs registered by the radar.

3 Accumulated Interference Model

Taking as reference the interference model of several methods of dynamic channel
allocation where the interference is modeled as the sum of the multiplication of two
factors, such as RSSI and COIC (Dynamic channel assignment) [1, 3, 5, 6, 8] and based
on this principle our cumulative interference model is defined as:

Ini;j ¼
Xn

j¼1

ASCi;j � SFRi;j ð1Þ

Where: Ini;j: cumulative interference of the access point, ASCi;j: area of overlap in
coverage between adjacent APS, SFRi;j: spectral overlap of Wi-Fi channels.

4 APs Coverage Area

The radioelectric balance is carried out using Recommendation ITU-R P.1238-9
(06/2017) [10]. This recommendation uses propagation data and prediction methods in
the planning of indoor radiocommunication systems and local area radiocommunica-
tion networks in the frequency range 900 MHz to 100 GHz. The recommendation is
used in the Wi-Fi band. The model proposed by the ITU considers some coefficients of
power loss due to distance such as transmission through walls, obstacles, loss factors
that can manifest in single-floor buildings among others. In order to simplify the
problem. The basic model for losses based on distance is illustrated below:

Ltotal ¼ 20log10 fð ÞþNlog10 dð Þþ Lf nð Þ � 28 ð2Þ

Where: N: Coefficient of power loss due to distance. See Table 1, f: frequency
(MHz), d: separation distance (m) between the base station and the portable terminal
(where d > 1 m), Lf: soil penetration loss factor (dB). See Table 2, n: number of floors
between the base station and the portable terminal (n � 1).
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For the calculation of the coverage distance, omnidirectional propagation antennas
are assumed with dipole antennas G = 1.68, transmission powers of 20 mW and
reception sensitivity −80 dBm for all the APs monitored by the radar. The ASC factor
is calculated as a measure of the interception between adjacent APs coverage areas as
shown in Fig. 3.

Table 1. Coefficient of loss of power, N, for the calculation of the loss of
transmission in interiors. [11].

Frequency
(GHz)

Residential
building (dB)

Office building
(dB)

Commercial
building (dB)

0,9 - 33 20
2,4 28 30 -
5,2 - 31 -
5,8 - 24 -

Table 2. Ground penetration loss factors, Lf (dB), being the number of floors penetrated, for the
calculation of the transmission loss in interiors (n � 1) [11].

Frequency
(GHz)

Residential
building (dB)

Office building (dB) Commercial
building (dB)

0,9 - 9 (1 floor)
19 (2 floor)
24 (3 floor)

-

2,4 10 (apartment)
5 (home)

14 -

5,2 13 (apartment)
7 (home)

16 (1 floor) -

5,8 - 22 (1 floor)
28 (2 floor)

-

Fig. 3. Overlapping coverage area.
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5 Spectral Overlap of Wi-Fi Channels

The SFR factor is obtained by observing the Wi-Fi channel distribution monitored by
the radar. Where it is observed that a separation of 5 channels is necessary so that there
is no spectral overlap. As the separation between channels decreases the percentage of
overlap increases as observed in Table 3 and Fig. 4.

6 System Design

In Fig. 5, the system is illustrated in a block diagram in which the computer controls
the whole system and sends an order to the Wi-Fi module so that the signals are
captured by means of the antenna of the access points (initial position of the radar). The
scanning is performed several times in order to validate the acquired signals. After the
first scan, the PC sends the turn command to the motor controller so that it moves
10 degrees counterclockwise until it goes full circle and concludes the monitoring of
the radar environment. When finishing with the location of the access points the user
interface draws the environment and locates each access point and its respective
coverage area according to the standard established in the ITU-R P.1238-9 (06/2017) of
the Wi-Fi radio link [10, 12].

Table 3. Overlap frequency in channel Wi-Fi.

Difference between channels Overlap %

0 100
1 77,27
2 55,55
3 31,82
4 9,09
>5 0

Fig. 4. Channels Wi-Fi.
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Figure 6 shows the global system with each of its parts. The pieces that make up
the comet 17 radar are: 1. Antenna Ettus LP0965, 2. Base for the antenna, 3. Base for
switch, 4. Coupling of the motor shaft, 5. Switch, 6. Stepper Motor, 7. Arduino Uno, 8.
USB - Wi-Fi, 9. Power driver for Step-Step motor, 10. First level of the frame, 11.
Frame cover, 12. Second level of the frame

In the block diagram, there is the block of the antenna that is represented in the
exploded view of the radar as item number 1. Directional logarithmic PCB antenna
with gain of 6 dBi and a bandwidth from 850 MHz to 6.5 GHz [13]. The Wireless-N
150Mbps reference adapter is located in the USB-Wi-Fi block. It has a Realtek
8188CU reference chipset that accepts the IEEE802.11 n, g and b, part number 8. The
pieces number 5, 7 and 9 refer to the motor controller block in the block diagram,
which consists of an Arduino Uno, a switch to determine the mechanical zero and a
ULN2003 drive with 5–12 VDC power and a maximum output of 500 mA [14] Piece

Fig. 5. System block diagram.

Fig. 6. Radar Comet and radar break down.
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number 6 refers to the engine block. 28BYJ-48 motor with 5 VDC power supply with 4
phases and a 1/64 gearbox [15].

7 User Interface

Figure 7 shows the user interface of the system. The left section visualizes the envi-
ronment monitored by the radar where the current status of the APs with their
respective coverage areas and Wi-Fi operation channel is observed. Each color is
associated with a specific channel of the bandwidth. The right section shows the
changes of the environment when executing the algorithms of dynamic allocation of
channels. In this case, the new channel distribution of the APs is observed when
executing the preferential radar algorithm.

8 Experimental Results

The experimental tests of the radar prototype were carried out at the Pontificia
Universidad Javeriana Cali, in the buildings of Lago and Palmas where many APs
belonging to different Wi-Fi networks interact. The methodology for conducting the
tests consisted of making 10 sweeps in a fixed position of the building and calculating
the measure of the accumulated interference. Each method of dynamic allocation was
tested under the same conditions. The objective was to characterize them and evaluate
their performance based on the same cumulative interference metric with the envi-
ronment. Next, the results are displayed. Lago building tests:

Fig. 7. Scenario of an environment and dynamic channel allocation using RP.

94 J. D. Sandoval Posso and C. A. Giraldo Castañeda



Figures 8 and 9 show the behavior of the cumulative interference with the envi-
ronment for both methods in the Lago building. The RP algorithm in all tests signif-
icantly improves the interference. While the ICORAL algorithm improves in the first
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Fig. 8. Comparison of the environment with dynamic assignment of RP channels.
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Fig. 9. Comparison of the environment with the dynamic channel assignment ICORAL.
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Fig. 10. Comparison of the two methods of dynamic allocation of RP Vs channels ICORAL.
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three tests but remains almost equal to the environment in the others. Comparing the
RP and ICORAL algorithms in Fig. 10 it is observed that RP has a significant
improvement in interference over ICORAL for all tests.

Table 4 shows the summary of the tests carried out in the Lago building. It is
observed that the methods of allocation of RP and ICORAL channels have an
improvement of the average environment of 62% and 12% respectively regarding the
interference of the environment. Palmas building tests:

Table 4. Ratio of improvement between the methods of dynamic allocation of
channels and the environment (Lago Building).

Test Environment (I) Methods Improvement ratio
RP (I) ICORAL (I) RP ICORAL

1 5364 1320 3116 0,75 0,42
2 4216 1298 2972 0,69 0,30
3 4064 1258 2792 0,69 0,31
4 3222 1346 3048 0,58 0,05
5 3572 1512 4274 0,58 −0,20
6 4728 1756 4124 0,63 0,13
7 4348 1778 4226 0,59 0,03
8 4104 1934 3698 0,53 0,10
9 4514 1788 4384 0,60 0,03
10 5026 2430 4910 0,52 0,02
Average 0,62 0,12
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Fig. 11. Comparison of the environment with dynamic allocation of RP channels.
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Figures 11 and 12 show the behavior of the accumulated interference with the
environment for both methods in the Palmas building. Both RP and ICORAL algo-
rithms greatly improve the interference in all tests. Comparing the RP and ICORAL
algorithms in Fig. 13 it is observed that RP has a better behavior in interference with
respect to the ICORAL for all the tests.
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Fig. 12. Comparison of the environment with the dynamic allocation of channels ICORAL.
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Fig. 13. Comparison of the two methods of dynamic allocation of RP Vs channels ICORAL.

Table 5. Ratio of improvement between the methods of dynamic allocation of
channels and the environment (Palmas Building).

Test Environment (I) Methods Improvement ratio
RP (I) ICORAL (I) RP ICORAL

1 10602 2676 4992 0,75 0,53
2 9730 3626 6344 0,63 0,35
3 8918 2344 5460 0,74 0,39
4 8562 4086 6142 0,52 0,28

(continued)
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Table 5 shows the summary of the tests carried out in the Palmas building. It is
observed that the methods of allocation of RP and ICORAL channels have an
improvement of the average environment of 66% and 37% respectively regarding the
interference of the environment.

9 Conclusions

A radar-based Wi-Fi access point monitoring system was developed. The objective was
to evaluate the methods of dynamic allocation of Preferential Radar (RP) and Improved
Coral (ICORAL) channels against interference. The methods were completely charac-
terized with a series of tests in different buildings. The tests allowed to observe the
behavior of the methods with respect to the accumulated interference of the environment.

The results show that both ICORAL and RP methods improve on average between
30% and 63% the accumulated interference of the environment respectively.
The ICORAL algorithm in some cases behaved in the face of interference in a similar
way to the environment. The performance of the RP method significantly improved the
interference of the environment in all the tests carried out. Comparing the methods, it is
observed that the RP method has 33% better performance against interference than the
ICORAL method.
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Abstract. The Authors present a new approach to a method of dynamic
spectrum management within military mobile ad hoc network. They propose
that data concerning tactical radio operator’s combat readiness be used as
context information for spectrum management. The readiness is determined
based on monitored vital signs of and interaction with the tactical radio operator.
If the operator’s inability to operate and protect the tactical radio is identified,
actions are taken with the aim to release spectrum resources used by the tactical
radio or in order to switch the tactical radio to modes used by search and rescue
team.

Keywords: Dynamic spectrum management � DSM �Mobile ad hoc network �
MANET � Combat readiness � Context information

1 Introduction

Due to its self-organizing ability and no need of fixed infrastructure, mobile ad hoc
networks (MANETs) are of vital importance in military uses. They feature decentral-
ized architecture, meaning that each node can serve as both a terminal and an agent for
data transmission. Dynamic conditions of combat operations require modern com-
munication networks to be highly mobile and able to collaborate with other units even
if such collaboration has not been expected. This requires quick responses to changes
within the network topology for the purpose of maintaining communication among the
nodes. Unfortunately, routing updates among the nodes, especially in case of proactive
protocols which are recommended for networks operating in destructive environments,
e.g. in military environment [1], mean extra burden concerning control traffic.

A dynamic development of radio communication systems which has been observed
in recent years calls for introducing more and more effective methods of radio resources
control, depending on changing operational conditions. This facilitates optimal use of
available frequencies and makes the communication service available to the greatest
possible number of users.
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During a military action it may often happen that the spectrum assigned at the
planning stage of an operation might not be used effectively due to a tactical radio
operator’s loss of combat readiness. Operator’s combat readiness means the ability to
carry out certain assignments, such as i.e. tactical radio operation and protection.
Assessment of tactical radio operator’s combat readiness may be used as context
information [2] in MANET spectrum management mechanisms.

The structure of this paper is as follows: first, the authors present current state of
affairs concerning dynamic access to spectrum within MANET, which is followed by a
description of algorithms used for assessing tactical radio operator’s combat readiness;
further, the authors discuss the outcomes of applying the proposed solution, which
confirm potential capability of its being used for spectrum management in networks
featuring opportunistic access to the spectrum.

2 Current Methods of Spectrum Management

More efficient use of the available frequency band is possible thanks to applying a new
philosophy of dynamic spectrum management (DSM). Dynamic spectrum management
in MANETs may be effected through [3]:

• centralized management which uses a frequency broker featuring implemented
spectrum tracking procedures, channel pre-definition and cognitive use of the
channels by those network nodes which do not have any features of a cognitive
radio,

• opportunistic management, dispersed management within MANET based on cog-
nitive nodes (MANET-CR).

In case of centralized management, tactical radio operation is based on DSM
application of coordinated methods of spectrum management in which it is equipped.
Coordinated DSM is distributed within essential frequency bands dedicated to DSM,
known as dynamic coordinated spectrum access (CSA). Coordinated DSM model uses
devices supporting spectrum coordination within a given geographical region in order
for them to decide about spectrum access within CSA. Spectrum coordinator collects
information acquired from sensors directly from a tactical radio with DSM or from
other nodes which sense the environment. The data is processed for the purpose of
characterizing radio environment. Thanks to this, coordinators are able to assign free
spectrum resources in response to access requests received. This ensures the system
operability without causing harmful interference within and outside the network.
Requests for assigning transmission resources are sent by tactical radios with DSM to
spectrum coordinators by means of a dedicated channel. Spectrum coordinator assigns
particular network users with a certain time limit, which is then used for the period of a
communication session. Following the session, the channels are released and may be
assigned to another system. CSA supports heterogeneous users whose requirements as
to a band and operational parameters may cause mutual interference in the remaining
users. Coordinated approach is more efficient in spectrum management than any
hitherto used method, because thanks to CSA, a licence for a band is granted to each
user, as opposed to assigning large portions of static frequency spectrum for use by
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particular services on a vast geographic area. Moreover, CSAs are assigned to a
spectrum coordinator by means of automated processes rather than manual assignment
of frequencies as it is in case of classical spectrum management. Such access man-
agement results in more flexible session-upon-session operation when the resources are
needed.

Opportunistic management involves adaptation of a frequency distribution model,
in which sensing of propagation environment is conducted autonomously by a number
of tactical radios with DSM, and access to the spectrum is effected based on predefined
spectrum management policies (SMPs), for own needs. Tactical radios with DSM,
which make use of opportunistic access, identify unused portions of frequency bands in
which they can operate without interference with primary users communication or
without violating SMP. Tactical radios with DSM which operate within the area can
mutually exchange information about the environment and coordinate mutual trans-
missions without spectrum coordinator support. Autonomous spectrum access
(ASA) makes use of a set of frequency ranges which may include a combination of
licenced frequency bands, CSA and non-licenced frequency ranges. Thanks to SMPs
implemented in ASA, tactical radios with DSM opportunistic model are provided
access to the available spectrum when other users are idle. ASA overlaps portions of
frequency ranges which are defined by access or band sharing policies. Tactical radios
which make use of opportunistic approach to DSM may operate within ASA as long as
they observe the band sharing criteria. DSM presents a whole range of technical
problems with implementing the method. The first one is a broad range of the spectrum,
which may require sensing and describing its parameters. This would require tactical
radios to be adjusted to detect broad frequency ranges and to be capable of transmitting
and receiving throughout the entire bands. Current broadband antennas and radio
technologies are still unfit for implementing that type of DSM in small radios, which
could operate within broad frequency ranges. Secondly, DSM-type radios must be able
to precisely detect the presence of other users within the band. If a certain band is
deemed accessible by a radio, the radio must be able to collaborate with other DSM-
type radios within the area in order to fulfil the requirement of not jamming one
another. This calls for a development of a set of policies to set out requirements for
cooperation of multiple radios within a given area and band.

There are many procedures for DSM use. The most important are the following
procedures: “Command and Control” (C&C), “Exclusive Use” (EU), and “Common
Spectrum Sharing” (CSS).

In case of “Command and Control” procedure a regulator grants a long-term licence
for spectrum use. Such an approach is inflexible and results in unsatisfactory use of the
spectrum resources. A slightly more flexible spectrum management method is based on
seasonal right to an exclusive use of a frequency band, e.g. one which is not used
within a given area. However, in case of long-term exclusivity one cannot talk about
dynamic access to the spectrum, thus, neither of the above-mentioned methods belongs
to DSA paradigms. Dynamic exclusive use is a method involving the assignment of
short-term rights to access a certain frequency band by one user or a cognitive radio
network. Another group of spectrum management methods is spectrum sharing with
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primary and secondary users. This method is based on a detection of a possibility to use
the spectrum by cognitive radio devices and on protection of primary users’ trans-
missions against interference generated by secondary users. Spectrum sharing may be
effected based on the detection of white spaces in primary user’s spectrum and use
thereof by the secondary user.

In classical solutions, the above-mentioned spectrum management methods do not
take into account a situation in which an operator has lost his/her combat readiness (due
to a shot, loss of consciousness or death). In such case we deal with a situation in which
a frequency band has been assigned to a tactical radio which is not using it. This may
result in failure to assign spectrum resources to new tactical radios within the network.
Hence the concept of spectrum management based on information about the life
functions of a tactical radio operator.

3 Assessment of Tactical Radio Operator’s Combat
Readiness

3.1 Data Acquisition

A loss of combat readiness which poses direct threat to a soldier’s life or health is most
frequently caused by a shot, hyperthermia, hypothermia, a shot accompanied by cardiac
arrest and loss of consciousness. Those conditions may cause acute respiratory distress,
acute disturbance of consciousness, circulatory disturbance and thermoregulatory dis-
orders. Based on an analysis of chief life- or health threatening conditions of soldiers in
combat, the following vital signs have been chosen, which enable assessing health and
general condition of a tactical radio operator:

• respiratory rate,
• oxygen saturation (SpO2),
• body temperature,
• blood pressure,
• heart rate.

Assessment of tactical radio operator’s vital signs is extremely difficult due to a
character of his/her actions which feature a great deal of mobility and a high level of
stress. Both these factors significantly impact the values of vital signs monitored. This
is why, when assessing vital signs, it is necessary to take account of data concerning
current mobility of a person monitored (data acquired from a body position sensor and
from a GPS receiver).

Information originating from I/O device which enables interaction with the operator
may be an additional source of information about the operator’s combat readiness. This
device enables the operator to communicate a threat and to verify the operator’s
identity.

Possible data sources for assessing radio operator’s combat readiness have been
presented in Fig. 1.
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3.2 Data Processing

As it has already been mentioned above, harvesting information about vital signs of a
soldier in combat is difficult due to continuous mobility of the soldier. In addition, the
signal received may be interfered with, which may cause inaccurate reading of the
parameters. For vital signs to be assessed correctly, one has to apply an appropriate
inference method, which will enable uncertainty modelling.

Inference Method
A method which makes it possible to effectively know true parameters from false ones
and which is applied in case of insufficient information, is the Dempster-Shafer theory
(DST) [4]. It is also referred to as the evidence theory or the theory of belief functions.

The DST is based on a set of all the elementary hypotheses, referred to as a frame of
discernment H. In the DST model the frame is composed exclusively of non-
overlapping elements, and its sub-sets are assigned a belief mass called a basic belief
assignment (BBA), which is often marked as m(). BBA must have two properties:

m £ð Þ ¼ 0; ð1Þ
X

A�2H
m Að Þ ¼ 1; ð2Þ

Source of information 
about alarms and the 

tactical radio operator’s 
identity

Source of information on the tactical radio operator’s health

Context information – 
tactical radio operator’s 

comabat readiness 

Vital signs sensors

Algorithm of vital 
signs assessment

Temperature sensor 

Pulsometer 

Blood pressure 
sensor

Respiratory rate 
sensor 

SpO2 sensor 

Body position 
sensor GPS receiver

I/O devices

Individual data relating to 
the radio station operator 

Fig. 1. Data sources for assessing tactical radio operator’s combat readiness
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where m(A) – value of basic belief assignment for hypothesis A.
According to the DST, hypotheses are assigned two functions: Bel(A) called belief

function and Pl(A) called plausibility function. The belief function enables assessing
reliability of clues for A, and the plausibility function assesses reliability of clues
against A.

This theory makes uses of a relevant mathematical apparatus in a subjective
assessment environment. It makes use of a level of belief and plausibility for the
purposes of modelling the fuzzy assessments, and the assignment of belief levels to
events and event groups is related with defining a distribution of beliefs.

The Use of the DST
The use of the DST makes it possible to define hypotheses thanks to which a soldier’s
condition can be assessed. Thanks to developing secondary hypotheses by means of a
sum operator, it is possible to formulate imprecise and uncertain hypotheses.

Due to various types of vital signs subject to monitoring, initial assessment should
be made separately for each of them. Records of data concerning various parameters
may feature frequency of the data occurrence. Thanks to a separate assessment of those
parameters there is a possibility to limit the number of secondary hypotheses without
the need to use a hybrid model.

When assessing each of the parameters it is possible to formulate primary
(“normal”, “life-threatening”, “serious”) and secondary hypotheses (“uncertain seri-
ous”, “uncertain life-threatening”, “uncertain”). A hypothesis is assigned to particular
measurements based on an assessment of the range of the value measured, individual
features for each operator (age, sex, standard values of particular vital signs) and
information on his/her activity. Thanks to a possibility to determine many hypotheses,
this algorithm makes it possible, apart from defining the value ranges of a serious
condition, to assume predefined critical parameter value ranges as a life-threatening
condition. Table 1 presents extreme and alarming value ranges of particular vital signs,
which are taken account of when assigning hypotheses to particular measurements.

Basic belief assignment value m() as determined in the DST is set for each
hypothesis. It depends on a number of measurements to which a given hypothesis is
assigned as well as on the time of observing them. Information concerning the mea-
surement is accepted together with weights which depend on the time of observing a
given event, thanks to which a change in a soldier’s health condition can be detected
more quickly.

m x1ð Þ ¼
P

k wkn1k
P

k wk
P 2Hj j

i nik
ð3Þ

where:
m(x1) – basic belief assignment value based on measurements for hypothesis x1;
2H = {x1, x2, … , xN} – a set of all the hypotheses, where |2H| = N;
nik – number of measurements assessed as xi in k-ith time range of observation;
wk – weight of measurement for k-ith time range of observation
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A final assessment of the soldier’s condition requires taking account of correlated
information on the vital signs monitored. Assessments relating to different vital signs
are combined by means of a combination rule. Dempster’s rule is a commonly used
combination rule. However, it has got multiple shortcomings if the data is conflicted
and values of some hypotheses near 0. Those shortcomings have been described in [6]
and [7]. The literature abounds in interesting rules of assessment combination, which
do not have limitations resulting from Dempster’s rule, such as e.g.: disjunctive rule of

Table 1. Alarming and critical value ranges of vital signs assessment.

Individual person
information – standard values
of particular vital signs

Individual
person
information –

age, sex

Lack of
individual
person
information

Pulse Life-
threatening
condition

Dependent on individual
values

For men:
40�50/min
120�(205.8 –

(0.685*age))/min
For women:
40�55/min
120�(205.8 –

(0.685*age))/min

40�50/min
120�140/min

Serious
condition

<40/min
>(205.8 – (0.685*age))/min

<40/min
>140/min

Body
temperature

Life-
threatening
condition

Dependent on individual
values

35�36 °C
38�39.1 °C

Serious
condition

<35.0 °C
>39.1 °C

SpO2 Life-
threatening
condition

91�95% or > 99%

Serious
condition

<91%

Arterial
pressure

Life-
threatening
condition

MAP < 75 mmHg
SP dependent on individual
values

MAP: 60�75 mmHg
SP: 60�91 mmHg or
219�249 mmHg

Serious
condition

MAP < 60 mmHg
SP < 75 mmHg or SP > 249 mmHg

Respiratory
rate

Life-
threatening
condition

Dependent on individual
values

9�12/min
20�25/min

Serious
condition

<9/min
>25/min

MAP – mean arterial pressure, the approximate value of which is determined according to [5] as:
MAP ¼ DPþ 1

3 SP� DPð Þ; where: DP – diastolic pressure, SP – systolic pressure.
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combination [8, 9], Murphy’s rule [10], Smets’s rule [11], Yager’s rule [12–14],
Dubois and Prade’s rule [15], Ali, Dutta & Boruah’s rule [16].

Based on the analysis of the above-mentioned methods, due to the greatest con-
centration of basic belief assignment values when combining assessments for basic
hypotheses, the Ali, Dutta & Boruah’s rule was selected, which is defined by the
following correlation:

m0 Að Þ ¼ m1 Að Þþm2 Að Þ � m1 Að Þm2 Að Þ ð4Þ

m Að Þ ¼ m0 Að ÞP
n m

0 Að Þ ð5Þ

Based on the obtained values of basic belief assignment for all possible hypotheses,
the condition of radio operator is classified as:

• serious,
• life-threatening,
• normal.

Node classification follows depending on verified hypothesis. Hypotheses are
verified by means of a belief function defined as follows:

Bel Xð Þ ¼
X

Y�X

m Yð Þ; for eachX�Y ð6Þ

where:

X � H;

Bel: 2H ! [0, 1];
H – a set of all basic hypotheses;
2H – a set of all proposals which were created from elements H by means of
operator [ .

Belief function’s value is determined for basic hypotheses. Based on the determi-
nation of belief function values a decision is made to accept a given hypothesis.

Algorithm Verification
The accuracy of the operator’s condition assessment according to the above-mentioned
algorithm was verified for data generated on Hal S3201 adult patient simulator by
Gaumard in relation to predicted changes of vital signs parameters under five scenarios:

• a shot,
• hyperthermia,
• a shot accompanied by cardiac arrest,
• hypothermia,
• a shot accompanied by hypothermia,
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and for data originating from tests conducted by Centrum Ratownictwa Sp. z. o.o. on
16 healthy volunteers at rest and during activity. The data include values of previously
determined vital signs (pulse, body temperature, respiratory rate, saturation, arterial
pressure) with one-minute frequency.

The tests confirmed that the combat readiness loss under the five scenarios was
detected correctly. In addition, the detection of the condition concerned under each
scenario was done before the time the soldier should lose consciousness according to
the doctors. In case of testing data originating from healthy volunteers at rest and
during activity, in no case has the condition of combat readiness loss been misdefined.

4 Use of Combat Readiness Assessment as Context
Information

There are many definitions of context information. A number of them refer to particular
cases of use, such as e.g. definitions presented in [17–19]. A more general definition was
presented in [20] by Dey and Abowd: “Context is any information that can be used to
characterize the situation of entities (i.e. whether a person, place or object) that are
considered relevant to the interaction between a user and an application, including the
user and the application themselves. Context is typically the location, identity and state
of people, groups and computational and physical objects.” In order to define context,
one has to collect adequate amount of information and to analyse it appropriately.

In our case, context information will include data necessary to assess combat
readiness of a tactical radio operator. As it has been mentioned above, the information
concerns vital signs and interaction with the operator. An appropriate analysis of the
data will enable correct assessment of the operator’s combat readiness and the detection
of a condition which makes it impossible for the operator to handle and protect the
ratio. This context may be used in a mechanism of dynamic spectrum management
within MANET. If, during a military operation, loss of combat readiness is detected in
a tactical radio operator, i.e. if it is detected that he/she has lost control of the tactical
radio, it is possible to disconnect the tactical radio from the network, or to switch it to
another mode of operation while releasing spectrum resources used by it. This is
possible by remote control of the tactical radio by a commander who makes such a
decision based on the data received concerning the operator’s combat readiness.

5 Research

The goal of research was to verify a possibility of spectrum management within
MANET based on information on tactical radio operator’s combat readiness.

5.1 Research Environment

The research was conducted with the use of Harris’s AN/PRC-117G tactical radios.
They are multiband combat-net radios used currently in many regions worldwide,
which enable operation within the frequency range from 30 MHz to 2000 MHz. The
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AN/PRC-117G tactical radios are capable of operation in narrowband modes –

12,5 kHz or 25 kHz – and wideband modes – up to 5 MHz. Wideband mode is used by
adaptive networking wideband (ANW2C) waveform. MANET is made up of tactical
radios operating in ANW2C mode. This mode enables simultaneous transmission of
data and voice within a radio channel. Both data and voice transmissions are protected
by encryption (Type 1, NSA-certified). Data transmission within ANW2C network is
based on IPv4 communication protocol. ANW2C mode uses time division multiple
access (TDMA) as a medium access method. Maximum network size is limited to 30
nodes. ANW2C network may operate in two modes, namely with a fixed capacity
allocation among all the users or in dynamic capacity allocation (DCA) mode.

5.2 Results

The presented method of assessing tactical radio operator’s combat readiness may be
used to control the work of radio network nodes. In case of AN/PRC-117G tactical
radios one can use a set of commands recorded in ASCII format for this purpose. Radio
operation may be controlled locally or remotely.

If a tactical radio operator loses combat readiness and radio control as a result of a
military action, such a tactical radio may be excluded from the network or switched to
another mode of operation, thereby releasing spectrum resources it has hitherto used.

Table 2 presents the results of research which illustrate an average data throughput
for ANW2C network depending on a number of active network nodes. The research
involved building an ANW2C network composed of 5 AN/PRC-117G tactical radios.
One tactical radio was connected to a hypertext transfer protocol (HTTP) server, and
the remaining four tactical radios operated as HTTP clients. The research was con-
ducted account taken of two scenarios, i.e. with DCA mode enabled and disabled.

As we can see, in both cases an increase in the number of network nodes results in a
division of available spectrum among a greater number of users, which translates into a
decrease in average data throughput.

6 Summary

The article presents the use of information about tactical radio operator’s combat
readiness as context information which can be used in dynamic spectrum management
mechanisms within MANET. The results obtained confirm a potential capability of the

Table 2. 5 MHz ANW2C End-to-end user data throughput [kbps].

Number of active nodes DCA disabled DCA enabled

2 1120 2136
3 568 840
4 320 528
5 248 304
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proposed solution to be used for spectrum management within networks which operate
based on opportunistic spectrum access.

The solution presented may be used additionally to increase the security of military
communications. Monitoring vital signs of a radio operator enables detecting combat
readiness loss which results in inability to protect communications. This is particularly
important when using Type 1 radios which enable transmitting NATO TOP SECRET
information. If such a radio is no longer protected, it must be excluded from the
network, including deletion of all the radio settings (encryption keys, mission plans).
Moreover, constant monitoring of a radio operator’s vital signs enables detecting a case
of unauthorised takeover and adversary usage of previously authorised means of
communication.

Acknowledgment. This article has been prepared under a project funded by the National Centre
for Research and Development under a scientific research programme for state defence and
security “Future Technologies for Defence – a Contest for Young Scientists”.
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Abstract. As new mobile base stations (mBSs) have been constantly
developed with various capacities, mobile coverage, and mobility mod-
els, the level of heterogeneity in public safety networks (PSNs) has
been increasing. Since disasters and emergencies require the ad hoc PSN
deployments, dynamic mBS placement and movement algorithm is one
of the most important decisions to provide the critical communication
channels for first responders (FRs). In this paper, we propose a heteroge-
neous mBS placement algorithm in an ad hoc public safety network. We
define different classes of mobile base stations that have varying perfor-
mance characteristics and consider three different FRs mobility models.
Our proposed algorithm applies the modern clustering technique to deal
with the characteristics of different kinds of mBSs.

Keywords: Mobile base station placement ·
Adhoc public safety networks · 5G · LTE

1 Introduction

As Public Safety Networks (PSNs) continue to get more and more coverage,
many different classes of mobile base station (mBS) and deployment models
are emerging [1–3]. Each of the hardware and deployment models has its own
advantages disadvantages. The challenge has quickly shifted from merely meeting
the network demand to being able to do that in a cost effective way.

Connectivity and coverage among user equipments (UEs) of some or all first
responders (FRs) are the most basic requirements in many PSNs. When the FRs
arrive at a disaster site, such as scene of a fire, volcanic eruption, terrorist attack,
etc., a PSN must be dynamically deployed to meet the needs of different FRs.
Many different deployment mechanisms exist for deploying the base stations.
These include, but are not limited to, drones, truck bases, hot air balloons, and
being manually established at a location in order to handle the transportation
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and installation of the mBSs. It is likely that these mechanisms will continue to
evolve over time. For example, in a recent study from AT&T, the concept of the
‘Flying Cow’ or ‘Cell on Wings’ used in the extreme hazardous scenario serving
the FRs is presented. Therefore, we study the mBSs placement problem from
a deployment mechanism independent perspective and generalize these different
mechanisms as various classes of transportation models that have their associated
movement costs.

The rest of this paper is organized as follows. Section 2 discusses the related
work and our contributions. Section 3 outlines the system model and problem
statement, e.g. the mBS classes introduction, the UE mobility models, the chan-
nel model and the performance metrics. Section 4 describes the proposed method
for continuous optimal mobile base station placement solution. Section 5 presents
the empirical results regarding the performance of the proposed algorithm, and
the comparison to the baseline model. Finally, Sect. 6 summarizes the paper and
outlines ideas for future research.

2 Related Work

In this section, we review the recent mBS placement research relevant to cellular
networks and at last our contributions are summarized.

In our previous work [4], we proposed algorithms for single class of mBS
placement with limited UE mobility models. However, due to different service
requirements in PSN scenarios [1] and the advantages of heterogeneous network
architecture [5], multiple classes of mBSs have been developed, e.g., the Vehicle
Network System (VNS), Cell on Light Truck (CoLT), Cell on Wheels (COW)
and System on Wheels (SOW) [6]. The performance of the heterogeneous mBSs
of Aerial LTE Base Stations (AeNB) and Portable Land Mobile Unit (PLMU)
for PSN communication have been researched in [7]. In this work, our proposed
algorithm is designed for dynamic placement of multiple classes of mBSs.

Due to the flexibility and mobility of drones, a growing amount of research
has been focused on its applications in cellular network or PSN [8–10]. The
channel modeling between drones and UEs in urban setting has been addressed
in [11] where a realistic path loss and shadow fading model has been proposed.
We apply the same channel model in our work. In [12,13], the energy restricted
model for drones has been used. We use the Flying CoW model from AT&T [14]
which has unlimited power supply with a thin tether. The dynamic limitation of
drones has been considered and analyzed in [15]. But due to the fast development
of drones, we apply more flexible restrictions on its dynamic limitation.

UEs in PSN scenarios are often referred as FRs. The studies on mobility
models of FRs are very limited. A general study of network performance impact
of UE mobility model has been addressed in [16]. In our work, we consider three
UE mobility models, including Random Way Point Model (RWP) [15] and two
PSN application related models. Generally, the placement of mobile base stations
are NP-hard problem [12], where several approaches including greedy, numerical
and game theory based are studied in [12,15,17]. We solve this problem with
clustering technique.
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In this paper, we address the above-mentioned challenges. Our contributions
can be summarized as follows:

– We extend the work of mBS deployment with multiple classes of base stations
to meet the most critical requirements in PSN scenarios. Different classes
of mBSs are associated with corresponding coverage weights, recalculation
frequency and relocation threshold.

– Our proposed algorithm applies the modern clustering technique. It solves the
base station placement problem from the view of the central control instead
of non-cooperative method, which is more suitable in PSN scenarios since
most FRs and base stations are deployed with the central control.

– Besides the commonly used RWP model, we also develop two mobility models
for PSN scenarios to represent the special characteristics for FRs since they
are usually deployed in groups and often have specific working areas.

3 System Model and Problem Statement

In this section, we present the system model and discuss the different mobile base
station classes, mobility and channel models and also the quantitative perfor-
mance metrics that can be used to assess the performance of different solutions.

3.1 Mobile Base Station Classes

Various kinds of mBSs have been developed recently to meet the critical require-
ment of PSN scenarios. For example, the Emergency Drop Kit from AT&T shows
the ability for rapid connectivity during emergencies in rural areas, as well as
areas which may be temporarily out of communications [18]. It is designed for
a short-term solution until the dedicated deployment arrives. The aerial base
stations, especially drone-based ones get a lot of attention and development in
recent research. AT&T has proposed their all-weather drone base station (Flying
CoW) [14] in 2018 for coverage in extreme conditions. A thin tether is connected
between the drone and ground terminal for unlimited power supply and high
speed data connection. CoW and SoW have long been used as temporary com-
munication solutions with different capacities due to their flexible mobility and
fast deployment. In this paper, we model three kinds of mBSs as in Table 1. Our
proposed dynamic placement algorithm can be easily extended for more classes
of mBSs.

Table 1. Mobile base station classes

mBS Drone CoW SoW

Capacity Low Medium High

Recalculation frequency High Medium Low

Relocation threshold Low Medium High
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3.2 UE Mobility Model

The performance impacts of UE mobility models for ad hoc networks and cel-
lular networks have been analyzed in [16,19]. In this paper, we consider three
UE mobility models including the RWP model which has been widely used for
general UE mobility modeling. In RWP model, each UE independently selects a
random destination inside the Region of Interest (ROI) and moves in a straight
trajectory with a constant speed. After reaching the destination, UE pauses for
a while before the next move.

In the other two models, more public safety features have been considered.
Since most FRs are deployed as a group, in first model, UEs are firstly classified
as leaders and non-leaders of the groups. The initial grouping association hap-
pens based on UE’s role as a leader or following the closest leader. The leaders
follow the RWP model and their group members follow the leaders. Figure 1 illus-
trates this situation. In the second model, a number of Points of Interest(POI)
have been initialized in ROI and all the UEs move randomly approaching or
around the closest POI depending on the distance between UE and POI, which
are shown in Fig. 2. Similar event-driven and role-based (EDRB) mobility models
are studied in [20,21]. We acknowledge the more accurate FRs mobility model-
ing, the better algorithm being able to design and this will be one direction for
our future work.
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Fig. 1. UE mobility model with leaders in red star (Color figure online)
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Fig. 2. Screen-shot of UE mobility model with 5 points of interest

3.3 Channel Model

The channel model we adopted is well studied in [11]. The path loss consists of
two parts: Line of Sight (LoS) transmission and Non-line of Sight (NLoS). The
path loss of the LoS and NLoS links in dB is given respectively by

Lpath = 20log(
4πfcd

c
) + ηpath

where the string path can stand for LoS or NLoS, fc is the carrier frequency, d is
the distance between UE and base station, c is the speed of light, and ηpath is the
average additional losses. The probability of the occurrence of a LoS connection
is given by:

PLoS =
1

1 + αe−β(θ−α)

where θ is the elevation angle from base station to UE or arctan(h/d), h is the
height of base station, α and β are environment-dependent constants. Conse-
quently, the probability of a NLoS connection is PNLoS = 1−PLoS . Finally, the
probabilistic mean path loss is given by

L = LLoSPLoS + LNLoSPNLoS

To simplify the problem, we assume all the mobile base stations from the same
class have the same operational height and transmitting power. The interference
from neighboring mBSs under a specific threshold will be neglected.
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3.4 Performance Metrics

In this part, we discuss the performance metrics to evaluate our proposed algo-
rithm compared to a baseline static placement method where the same set of
mobile base stations are regularly placed in the ROI. The average SINR of all
UEs based on the channel and communication model of a specific mobile base
stations placement will be the main performance consideration. In order to eval-
uate the UE at the cell edge, the 5th percentile of SINR will be studied [10].
Since the main objective of base station (BS) placement is to reduce the dis-
tance between UE and BS, the UE-to-BS distance will also be addressed. For
most drone-based placement problem, the collision avoidance scheme should be
investigated, but our proposed clustering algorithm can automatically solve this
problem.

4 Heterogeneous Mobile Base Station Placement
Algorithm

In this paper, we propose a dynamic placement algorithm for heterogeneous
mBSs that employs a variant of K-means++ clustering technique to deal with
the characteristics of different kinds of mBSs. The dynamic placement algorithm
consists of two parts, static placement of mBS for a specific UE distribution, and
the periodical recalculation with mBSs moving threshold. The first part deals
with the static situation and the second part makes the process dynamic. In the
rest of this section, we describe them separately. To represent the mBS features
from Table 1 in the algorithm, for each mBS, we assign three parameters: Capac-
ity Weights Cw, Recalculation Period Rp in seconds and Relocation Threshold
Rt in meters.

4.1 Clustering for Static UEs

In our previous work [4], K-means and its variant algorithms have been used
for UE clustering by the single class of mBS. The K-means++ algorithm is
an improvement with better initialization [22]. We modify the K-means++ with
respects of different cluster size to represent the various capacities of mBS classes.
The K-means clustering process is a series of UE-mBS association and mBS
relocation to the centroid of its associated UEs iteratively. The mBS’s capacity
Cw will influence the UE association at each iteration by the weighted distance
between UE and mBS. Algorithm 1 shows this process.

We show an example of the clustering in Fig. 3. The black dots represent the
UEs in the ROI and in this case, total of 8 mBSs are deployed: one SoW (orange
truck), two CoW (green car) and five drones (azure drone). The clustering edges
are presented by the blue lines. With higher configured capacity weight of SoW,
the coverage of the SoW in this example is the biggest. On the other hand, drones
and CoW cover with small and medium capacities respectively. The location of
mBS is determined by the centroid of its associated UEs.
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Algorithm 1. Static UE Clustering with Different Mobile Base Station
Capacities

Initial mBSs placement;
iter = 1;
while iter < MAX ITER do

for i = 0; i < NB ; i = i + 1 do
num UE = 0;
X = 0;
Y = 0;
for j = 0; j < NU ; j = j + 1 do

if Uj ∈ Bi then
num UE = num UE + 1 ;
X = X + Uj .x ;
Y = Y + Uj .y ;

end

end
Bi.x = X ÷ num UE ;
Bi.y = Y ÷ num UE ;

end
Affiliate UE to mBS in the following loops;
for j = 0; j < NU ; j = j + 1 do

mindist = Inf ;
for i = 0; i < NB ; i = i + 1 do

dist =
√

(Uj .x − Bi.x)2 + (Uj .y − Bi.y)2;
distw = dist ÷ Bi.Cw;
if distw < mindist then

mindist = distw ;
Uj .Bid = i ;

end

end

end
iter = iter + 1 ;

end

4.2 Periodic Recalculation for Dynamic UEs

The UE clustering is for the static situation, and we make this re-cluster periodi-
cally to adapt to UEs’ mobility. The frequency of this recalculation and distance
to trigger mBSs’ movement depend on the characteristics of mBS classes. For
example, the cost of drone’s movement should be much less than CoW or SoW,
thus the recalculation frequency (1/Rp) of drones should be much higher and
the distance threshold (Rt) for movement should be much smaller than CoW
and SoW. This process is illustrated in Fig. 4.
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Fig. 3. Static placement of 3 mBS classes: one SoW (truck), two CoW (car) and five
drones (Color figure online)

Fig. 4. Flow chart of periodical recalculation of mBS
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5 Simulation and Discussion

We implement the dynamic placement algorithm for mBSs in MATLAB. The
simulation related parameters for different kinds of mBS are listed in Table 2.
We compare our algorithm with the baseline method which is the regular and
stationary placement of the same set of mBS. Four mobility models are consid-
ered. Random walk V1 selects a new random destination and then UE moves
in the straight line. Random walk V2 is direction oriented, which means a new
direction within a range from current direction is selected and then UE moves
in that direction. The simulation results converge with little variance after 600
simulation time intervals (STI) in our configuration. So for each case, we run the
simulation of 1000 STI and the result is averaged over 10 repetitions. We choose
four deployments to present different combinations of heterogeneous mBS which
is summarized in Table 3. The number of UE in all the simulation is set to 100
and the number of points of interest is set to 5.

Table 2. Simulation parameters for mBS

mBS classes Drone CoW SoW

Capacity weight 1 1.5 2

Recalculation period (10 s) 1 30 90

Relocation threshold (meters) 1 30 50

Height (meters) 30 10 10

Transmit power (watts) 20 30 40

Table 3. Four deployments

Deployment 1 Deployment 2 Deployment 3 Deployment 4

Drone 5 10 0 0

CoW 2 0 5 0

SoW 1 0 0 3

5.1 Comparison with Baseline Algorithm

We compare the performance of the proposed dynamic heterogeneous mBS
placement algorithm with the baseline algorithm in Random Walk V2 model
in Sect. 3.2 and deployment 1 in Table 3. The three CDF in Fig. 5 show the
SINR, 5th percentile SINR and UE to mBS distance of the two compared algo-
rithms. Generally speaking, the proposed algorithm outperform the baseline one
in all the three factors, especially in the 5th percentile SINR.
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Fig. 5. Performance CDF comparison with baseline algorithm in random walk V2
model with deployment 1

5.2 UE SINR

In Fig. 6, the UE average SINR is compared for different deployments and UE
mobility models. In the dimension of UE mobility models, two random walks
and the following leader are very similar with slightly better SINR in following
leader model. But in the POI model, the first two deployments are much worse
than the other two deployments. With the deployments with only CoW or SoW
POI provides better performance than the other two models. Because CoW
and SoW with much better capacities can be deployed near the POI before UE
placements, POI mobility model achieves high performance with Deployment
3 and 4. The second deployment with only drones performs worst in all four
mobility models because drones have relatively weak transmission capacity and
their moving flexibility is not advantageous when the interesting point location
is already defined.

5.3 5th Percentile UE SINR

In order to consider UEs at the cell edge or the worst case in SINR, the 5th
percentage SINR of different scenarios is shown in Fig. 7. Similar conclusion can
be drawn for the much worse SINR in the first two deployments with drones
from the former simulation results. Two observations can be found here: the 5th
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Fig. 6. UE average SINR in various deployments and mobility models
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Fig. 7. Average 5th percentile SINR in various deployments and mobility models

percentile SINR in random walk V1 is much lower than in random walk V2, and
the first deployment has the lowest value. The first observation is hard to explain
since the two random walk models intuitively should perform similarly. But the
actual simulation configurations can be the reason. The second observation can
draw the conclusion that the only drone deployments can achieve higher SINR
for UE at the serving edge due to the high mobility and flexibility of drones.
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Fig. 8. Average distance between UE and mBS in various deployments and mobility
models

5.4 Total mBS-to-UE Distance

Because the normal cell configuration for permanent base station optimization
is usually not applicable for mBS, especially the drone-based BSs, the distance
between UE and mBS is an important factor. The average UE-to-mBS distance
is illustrated in Fig. 8. In the dimension of UE mobility models, the Following
Leader and POI models outperform the two random walk models mainly due to
the relatively more clustered UE distribution in these models. Otherwise on the
dimension of deployments, the one with only drones has the least UE-to-mBS
distance and the only CoW and only SoW deployments increase the distance
gradually. The UE-to-mBS distance is impacted heavily by the flexibility of
mBS.

5.5 Further Discussions

We compare four different deployments in the simulation. In the reality, each
kind of mBS should be associated with corresponding cost in operation, which is
not considered in our current work. In that case, the optimal deployment should
depend on the ‘budget’ or the mBS’ availability in each kind, and the disaster’s
property.

We use 1000 STI for our simulation, but in reality the disaster scenario and
the communication requirements from FRs can vary hugely. For example, in the
POI model, the point of interest can move due to the disaster’s changing or other
factors. But this is out of our consideration in the current work. The simulation
result should provide a sight of basic understanding on various deployments and
disaster situation.
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6 Conclusions and Future Work

In this paper, we have studied the problem of dynamic mBS placement to meet
the critical communication requirements of FRs in an ad hoc PSN. By consider-
ing the class of FRs and the applications, we provide an efficient dynamic mBS
placement algorithm. The simulation results have been presented with different
UE mobility models and mBS deployments. Thorough analysis has been done
with consideration of UE’s average SINR, the 5th percentage SINR of the deploy-
ment and the distance between UE and mBS. The simulation result provides in
depth understanding of various deployments in different scenarios of FRs.

Future work in this field can address a simplification we made in this work.
Specifically, the interference from neighboring mobile base stations can be taken
into consideration when designing the network topology and assignment.
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Abstract. With the ever-increasing demand for spectrum to support wireless
innovation, it is critical to understand the fine-grained characteristics of spec-
trum use in frequency, space and time to facilitate greater spectrum sharing.
Contextual information is needed to analyze how the spectrum is being utilized
and understand the drivers for spectrum use dynamics. Since human activity
often drives spectrum use, understanding this activity can provide significant
insight. Analysis of wideband spectrum is extremely time consuming as each
band has unique characteristics, domain knowledge and usage drivers. Toward
automated analysis, this paper proposes an approach to incorporate contextual
information into the analysis utilizing semantic models to capture domain and
human activity knowledge. This approach is illustrated through analysis of
spectrum measurements of four frequencies licensed to the Chicago White Sox.

Keywords: Spectrum occupancy � Spectrum measurements �
Semantic modeling � Land Mobile Radio

1 Introduction

Increased access to the radio frequency (RF) spectrum is critical to continued wireless
innovation. Spectrum is an extremely valuable natural resource in high demand, yet
there is limited understanding about how this resource is being used. Spectrum allo-
cations and licenses provide information about who has the right to utilize the spectrum
and how they may use it, but do not provide insight into actual usage. Spectrum
measurements play a key role in understanding spectrum use providing information
about spectrum utilization in space, frequency and time. In particular, spectrum
occupancy measurement studies involve determining the percentage of time that a
given frequency band or channel is utilized over a period of time in a given location.
These studies can potentially inform spectrum policy and management decisions, and
facilitate more efficient spectrum usage through sharing. It is clear that measurement
efforts are critical, yet most spectrum measurement datasets appear to be used only by
the group that collected them. This lack of sharing along with the expense and effort to
collect your own measurements is an impediment to spectrum management research.
Although there have been many different types of spectrum measurement campaigns
and studies, the technical and regulatory communities struggle to extract the infor-
mation they need from the existing studies and datasets.
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Given our long-term experience collecting spectrum measurements through the IIT
Spectrum Observatory [1], we have witnessed first-hand many of the challenges
associated with collecting, managing and sharing spectrum measurements. Spectrum
measurements are highly complex spatiotemporal data sets that require very specialized
domain knowledge to collect, analyze and interpret [2]. Wideband data (as collected at
the IIT Spectrum Observatory) spans a large number of frequency bands and each
frequency band has it’s own unique domain knowledge including physical character-
istics, potential transmitters, etc.

Analysis of wideband data begins with parsing the data into frequency bands based
on how the spectrum has been allocated. The goal of this type of analysis is typically to
determine who is using the spectrum (i.e. emitters) and how they are using it. Although
there are bands that are well documented in terms of spectrum allocation (e.g. public
safety), it is often challenging to go beyond high-level descriptions such as those found
in [3] to determine how a particular band is being utilized in a given geographic area. It
can be particularly difficult to get information on government transmitters and since
large portions of the spectrum are allocated for either exclusive or shared government
use, this is a significant void. In the United States, a subset of potential emitters can be
found in the Federal Communication Commission (FCC) Licensee database [4], but the
existence of a license in a particular area does not guarantee an active emitter.

One of the challenges of analyzing the data collected in these monitoring efforts is
putting the measurements into proper context. Since analysis typically involves iden-
tifying both usual and unusual spectrum usage, this generally involves both under-
standing how the spectrum is used in the location being measured and identifying
potential triggers for changes in usage. Frequently usage can be traced directly or
indirectly to human activity. An understanding of the human activity that drives
spectrum dynamics can facilitate deeper insights into spectrum usage.

To address these issues, our long-term research goal is to automate analysis of
spectrum measurements. This paper describes an approach that utilizes semantic web-
based models and tools for ingesting and utilizing domain and human activity infor-
mation in machine-readable format. This information can provide the contextual
information needed to analyze and understand how the spectrum is being utilized. This
paper focuses on the analysis of frequency bands licensed to the Chicago White Sox, a
professional baseball team that plays their home games at Guaranteed Rate Field. The
main contribution of this paper is to lay the groundwork for automating spectrum
analysis. This includes detailing the type of contextual information that is needed to
analyze spectrum measurements, identifying machine readable sources for the con-
textual information, demonstrating how this information may be collected automati-
cally, and using semantic web techniques to model domain knowledge and human
activity.

The rest of the paper is organized as follows. Section 2 includes background
information about the measurement system along with related work. The contextual
information related to spectrum measurement and analysis is described in Sect. 3.
Section 4 describes the statistical analysis of the measurements of the Chicago White
Sox frequencies studied. The design and implementation of the semantic models is
detailed in Sect. 5. The results are highlighted in Sect. 6 and conclusions and future
work are discussed in Sect. 7.
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2 Background and Related Work

2.1 Measurements

The IIT Spectrum Observatory (IITSO) has been monitoring the 30–6000 MHz radio
spectrum of the city of Chicago since mid-2007 from its location on top of the 22 story
Tower on IIT’s Main campus on the south side of Chicago [1]. The IITSO uses energy
detection sensing to capture measurements and has a resolution bandwidth of 3 kHz for
all bands. This results in approximately 93 MB of data per day. This data has been used
to provide a high-level view of the spectrum occupancy in Chicago [5], but there are
limitations to wideband sensing.

In the Land Mobile Radio (LMR) bands where channel bandwidths are narrow
(<30 kHz), short transmissions cannot be detected due to the high sweep time. To
address this issue, an additional measurement system was deployed. This system mea-
sures a subset of the LMR bands utilizing a Tektronix RSA 306 spectrum analyzer. It
enables capture of higher resolution data. The band plan and resolution bandwidth were
configured as shown in Table 1. This results in approximately 16 GB of data per day.

This paper focuses on the analysis of four frequency bands shown in Table 2. These
frequencies have been licensed to the Chicago White Sox and the transmitter address
specified in the FCC license database [4] corresponds with Guaranteed Rate Field.
Guaranteed Rate Field is the home ballpark for the White Sox and is located
approximately .4 miles away from the IIT Tower where the measurement systems are
installed. The license database does not provide a description of usage, but this is
available from RadioReference.com [6], a crowd sourced radio communications data
provider. Radio Reference is utilized and maintained by amateur radio enthusiasts and
provides a complete frequency database, trunked radio system information, along with
FCC license data.

Table 1. Band plan (Tektronix)

Band plan (MHz) Resolution bandwidth

100–200 3 kHz
400–460 3 kHz
460–463 1 kHz
463–516 3 kHz
800–900 3 kHz

Table 2. Chicago White Sox frequencies studied

Frequency (MHz) License Description

461.2 WPLI617 Parking
462.05 WPXR683 Guest relations operations
464.675 WQDD864 Sportservice concessions
464.95 WPLL482 Medical, guest relations, premium seating
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2.2 Related Work

A good survey of spectrum occupancy measurements is given in [7]. Spectrum studies
have mainly taken place on the order of days [8, 9], weeks [10–12] months [13] and
longer [5]. Globally, there have been a number of spectrum occupancy studies and
spectrum surveys conducted over the last decade. Most of these studies are charac-
terized by the fact that they typically collecting wideband data beginning at a few Hz
and going up to a 3–5 GHz. These studies focused on spectrum occupancy and as a
result have identified substantial opportunities for frequency reuse in many bands,
particularly those currently assigned to legacy systems. Analyses have also shown
occupancy trends over both short periods of time and seasonal variations occurring
weekly and yearly [5].

Occupancy models are broadly classified as time-dimension models, frequency-
dimension models, location-dimension models [14–16]. Given knowledge of a par-
ticular channel’s behavior as described by a set of statistical models, prediction of
channel occupancy is possible. These models are limited in their ability to characterize
significant dynamics in how spectrum is used.

SpecInsight [12] is an intelligent wideband spectrum sensing and analysis system
that learns the characteristics of the signals in each frequency band and adjusts the
sensing parameters to maximize detection. SpecInsight classifies usage patterns based
on frequency and time attributes and maintains statistics on the timing of pattern
occurrences. A detailed overview for the conventional narrowband and wideband
spectrum sensing approaches are given in [17] which tackles the trade-off between
system performance and practical system implementations very well. In [18], semantic
modeling is used to capture configuration, domain knowledge and other potentially
relevant information in a way that it can be fused with measurements for analysis and in
particular can provide labels for the spectrum data.

3 Contextual Information

The Cambridge English dictionary [19] defines context as “the situation within which
something exists or happens, and that can help explain it.” Context is necessary to
understand how to explain the results of quantitative analysis of spectrum measure-
ments. Spectrum use is a function of frequency, space and time. For a particular
location, given how the spectrum is licensed and allocated and how it has been mea-
sured, are the results consistent with what is expected? For many bands including
LMR, spectrum use is driven by human activity so it is possible to gain additional
insight through this lens. Going beyond statistical characterizations to understand how
the spectrum is used and when it might or might not be available for sharing is critical
for spectrum sharing and dynamic spectrum access.

In this paper, we analyze spectrum measurements of four different frequencies
collected at the IIT Tower over a one year period, January 2018–December 2018. We
focus on the domain context which includes how the spectrum has been licensed and
allocated for use, and the human activity context which includes the drivers of spec-
trum use. We know that organizational conventions and protocols typically govern how
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human activity drives spectrum use in the LMR bands. Context is usually included in
the narrative part of the analysis. This research proposes to model the contextual
information to shift it from being part of the narrative to correlating context with
quantitative results with a long-term goal of doing this automatically. As a substantive
step in this direction, the machine consumable sources for context information are
identified and modeled.

3.1 Domain Context

The domain is considered to be any relevant information about the specific frequency
band under study. This includes who the frequency has been licensed to as well as how
the licensee allocates the frequency for use in the licensee organization. It also includes
characterization and location of the transmitters as specified in the license. In the
United States, the FCC licenses spectrum for commercial use. Figure 1 shows part of
the FCC database entry for the 461.2 MHz spectrum that has been licensed to the
Chicago White Sox. It should be noted that the 461.2 MHz frequency along with other
3 frequencies studied in this paper have been licensed to several entities in the Chicago
area, so geographic sharing is already being done. Given the proximity of the IIT
Tower to the White Sox ballpark, the spectrum measurements sensed at the IIT Tower
are attributed to the White Sox use.

Figure 2 shows another part of the database entry with the location of the trans-
mitters. There is a fixed antenna that is used for mobile device communication. The
antenna details provided in the license include the emission designator, a code that
indicates the frequency bandwidth, modulation type and nature and information type.
The emission designator for this antenna is 20K0F3E. Figure 3 shows the decoding of
20K0F3E to indicate a 20 kHz FM signal for analog voice.

Fig. 1 FCC database entry for White Sox license for 461.2 MHz
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The FCC database can be used to determine what frequencies the White Sox have
licensed, but it doesn’t provide information on how these frequencies are being used.
Additional information on usage can be obtained from RadioReference.com.
RadioReference.com is a crowdsourced wiki that is maintained by radio enthusiasts,
many of whom have experience in the field and bring that knowledge into the wiki.
RadioReference provides valuable information on how frequencies are being used and
the information is logically grouped by the function, organization or venue. For
example, RadioReference provides information about how the various sports teams
utilized the spectrum they’ve licensed. Figure 4 shows the RadioReference information
about the Chicago White Sox frequencies [21]. There are 16 total frequencies included
along with other information including a general description of the functions the fre-
quencies are used for. Fifteen of the frequencies are active and one is deprecated. The
report notes that the frequencies were confirmed to be active for the 2016 season and
we cross-verified the information with the FCC database to ensure that the frequencies
were indeed still active. There is always a concern about the reliability of the sources
and correctness of the information gathered. This is an issue for further study, but not
one that is unique to spectrum analysis.

Fig. 2 White Sox 461.2 MHz Transmitter details

Fig. 3 Emission designator details for 20K0F3E [20]
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3.2 Human Activity Context

People drive the spectrum use in the LMR bands, including those frequencies licensed
to the White Sox. More specifically, the White Sox spectral activity is centered around
Guaranteed Rate Field. This is where the baseball games take place, but it also includes
offices for day-to-day operations and space for special events. Special events may be
public non-baseball events [22] or private events such as weddings [23]. The spectrum
is used to support the functions necessary to support the people that come to Guar-
anteed Rate Field. The specific functions that correspond to the frequencies that we are
studying include parking, concessions, guest relations and medical.

Although the White Sox organization operates year round. Baseball is seasonal,
with the major league baseball season running from April to October. This means that
we would expect much more human activity during the season, especially during game
days. This activity at the ballpark includes seasonal workers along with fans who come
to watch the games. During the 2018 season, the average attendance at White Sox
home games was 20,110 [24].

There is a wealth of information available about each baseball game online. The
schedules for each season are published well ahead of the season start. After each
game, detailed information about the game including start time, end time, attendance,
scoring and any delays is available at Baseball-Reference.com [24]. This study utilized
[24] along with a ticket platform, SeatGeek [25]. SeatGeek has an Application Pro-
gramming Interface (API) so it was easily queryable and reliably provided the planned
game days and times. This information had to be verified with the game reports at
Baseball-Reference.com to identify games that were rained out or delayed.

Fig. 4 Chicago White Sox frequency report from RadioReference.com
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4 Statistical Analysis of Spectrum Data

One year of data was analyzed. The spectral occupancy was estimated based on the
threshold method. Occupancy thresholds were determined by estimating the noise floor
at each frequency. A frequency was considered to be occupied if the noise floor
threshold was exceeded. The occupancy was first estimated on an hourly basis. The
hourly occupancies were aggregated to provide daily occupancy estimates and then
these were further aggregated to provide monthly and yearly estimates. The average
occupancy of the four frequencies under study for all of 2018 is shown in Fig. 5.

Figure 5 shows that there is activity on these frequencies, but they are not highly
occupied. Thus there is potential for further sharing beyond the geographic sharing we
mentioned earlier. The question is how and when the frequencies are being used.

Fig. 5 Average occupancy for the year 2018

Fig. 6 Month wise occupancy
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To get insight into this, we look at the monthly occupancy of each frequency.
Figure 6 illustrates the seasonal trends that correspond to baseball season. Three of the
four frequencies show increased occupancy during the baseball season. Clearly, further
exploration is warranted. To do this, it is necessary to know when events (e.g. games)
are taking place at the ballpark.

5 Semantic Models

Semantics can be used to model information in a machine-consumable way that enables
reasoning. A key piece of a system utilizing semantics is the knowledge base. Figure 7
shows the current state of the knowledge base building blocks in our prototype
application.

Fig. 7 Knowledge base building blocks
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A prototype application was developed to match the frequency occupancy data
gathered from our spectrum observatory with frequency specific knowledge and events
going on in and around Chicago including White Sox games. In order to do this,
Python’s http database request abilities and Prolog’s knowledge representation and
reasoning capabilities were utilized.

Python is used to connect to and query SeatGeek’s [25] event database via http
request. In response to the query, a JSON file is returned which is then parsed and
formatted into prolog readable text. Most of the application including the knowledge
base is developed in Prolog. The Prolog knowledge base is split into two files, one for
spectrum domain knowledge and one for event knowledge. The spectrum domain
knowledge includes models and data for Chicago public safety frequencies, both zone
and citywide, as well as White Sox specific frequencies utilized during White Sox
games. The human activity domain knowledge captured in this prototype include the
models and data for annual holidays, and events pulled from the SeatGeek database.
These two knowledge bases are then queried using the main Prolog application.

The knowledge bases can be queried for two types of information: event by date
information and frequency information as shown in Fig. 8. Using check Events
(Month, Day, Year), a user can give a date in the form of month, day, and year and the
knowledge base returns all events occurring on that specified date. Frequencies that
might be associated with the event are also returned. In the example query shown in
Fig. 8, the Chicago White Sox home game against the Detroit Tigers is identified and
the associated White Sox frequencies are identified. Another event scheduled for the
same day, Chicago Gourmet is also identified. The frequencies identified for this event
include the Chicago Police Department channel for the Zone where this event is located
(Zone 4) and the citywide channels used for events.

Fig. 8 Example check events query to knowledge base
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Using the command find Freq (INFO), the user can query for frequency information
based on a given frequency, frequency name, or frequency usage. Example queries are
shown in Fig. 9. The prototype returns all frequency information for a given match in
the knowledge base. Using this prototype, we are able to associate human activity with
the frequencies that might be impacted, thereby providing context to facilitate analysis
of the actual measurements. This can be done with either a date or a frequency as a
starting point.

6 Results

The White Sox home games were extracted from the knowledge base describe above so
the game days and non-game days could be compared. Figure 10 shows an example of
gameday occupancy throughout the day and Fig. 10 shows an example of non-game
day occupancy.

Fig. 9 Example find Freq queries to knowledge base

Fig. 10 Occupancy for home game day (left) and non-game day (right)
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Figure 10 shows the occupancy of the four frequencies under study on a home
gameday. The game details are as follows:

• Date: Saturday, May 20, 2018
• Start Time: 1:10 p.m. CST
• Attendance: 16,829
• Game Duration: 2:28 [24].

Comparison of Fig. 10 illustrates the occupancy increase during game time which
is expected. Also, as expected the occupancy increases on the parking channel before
the game starts and it is followed by increases on the other channels. This is an example
of how human protocols drives spectrum occupancy. It is quite obvious that spectral
activity around the parking function will start early as compared to the frequencies used
for other functions which become more active once the fans enter the park. Figure 10
shows the non-game day occupancy charts for Sunday, 13th May 2018. There is little
spectral activity on a non-gameday, weekend day. The maximum occupancy over the
entire day is less than 2% for all four frequencies.

This study has shown that a significant portion of the occupancy on the four
channels studied can be attributed to White Sox home game usage. Given the details of
the game, the usage is reasonably predictable. We have also discovered that the usage
cannot be completely attributed to White Sox games or even other public events.
Further research is necessary to determine the patterns of both game-day and non-game
day usage. It appears that there is significant opportunity to share this spectrum, par-
ticularly on non-game days. Out of four channels, we can see that Medical-Premium
Seating-Guest Relations channel is the least utilized, having the highest availability for
sharing.

7 Conclusion and Future Work

This paper describes the challenges of spectrum analysis and motivates the need for
more in-depth analysis and fine-grained modeling for the purpose of spectrum sharing.
Analysis requires a substantial amount of contextual information that includes domain
knowledge along with information about human activities. Contextual information can
be derived from a variety of different information sources and used to build semantic
models that can be used to implement a knowledge base. The goal is to have machine-
consumable information that can be used to build and populate semantic models that
can be reasoned over.

This paper focuses on the White Sox channels used in Chicago. Semantic models
were developed and coded in SWI-Prolog and Python to get detailed insights about
events at Guaranteed Rate Field, especially White Sox home gamedays. Some data was
pulled automatically through the SeatGeek API, whereas other data was manually
entered from online sources. The goal is to automatically pull other relevant infor-
mation and methods to do this are being investigated. These event (gameday) models
allowed us to classify the data into gamedays and non-gamedays for analysis. This is an
important step toward automating the analysis.
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Ongoing work involves use of machine learning techniques for classifying the data
to develop models and also to detect anomalies. As shown, even relatively straight-
forward cases like the ones we’ve explored in this paper are not simple and require
significant information to get an accurate understanding of spectrum. Spectrum
behavior is challenging to interpret and prediction of usage is driven by many factors
such as planned and unplanned events, weather and human protocols. Further devel-
opment of the semantic models is needed to capture the many different information
sources as well as the correlations across time and frequency bands.

This research begins to lay the foundation for intelligent spectrum measurement
and monitoring systems that reason over information from a variety of sources, analyze
data and situations, and make decisions. The automatic generation of domain, activity
and analysis-based metadata opens new avenues for more comprehensive and timely
analysis of spectrum measurement data.
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Abstract. In this paper, we consider a problem of acquiring accurate
spectrum availability information in the Cooperative Spectrum Sensing
(CSS) based Cognitive Radio Networks (CRNs), where a fusion center
collects the sensing information from all the sensing nodes within the
network, analyzes the information and determines the spectrum avail-
ability. Although Machine Learning (ML) techniques have been recently
applied to enhance the cooperative sensing performance in CRNs, they
are mostly supervised learning based techniques and need a significant
amount of labeled data, which is difficult to acquire in practice. Towards
relaxing this requirement of large labeled data of supervised learning, we
focus on Active Learning (AL), where the fusion center can query the
label of the most uncertain cooperative sensing measurements. This is
particularly relevant in CRN environments where primary user behavior
changes in a quick manner. In this regard, we briefly review the exist-
ing AL techniques and adapt them to the considered CSS based CRNs.
More importantly, we propose a novel margin based active on-line learn-
ing algorithm that selects the instance to be queried and updates the
classifier by using the Stochastic Gradient Descent (SGD) technique. In
this approach, whenever an unlabeled instance is presented, the pro-
posed AL algorithm compares the margin of instance with a threshold
to decide whether it should query a label or not. Supporting results
based on numerical simulations show that the proposed method has sig-
nificant advantages on classification and detection performances, and
time-complexity as compared to state-of-the-art techniques.

Keywords: Active learning · Cooperative spectrum sensing ·
Cognitive radio network

1 Introduction

Due to the extensive proliferation of wireless applications and services, the wire-
less data traffic increases at an alarming rate and it is estimated to increase 10
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folds in the next few years as compared to the current data traffic [1,2]. Though
this increasing demand for wireless services has made the usable radio frequency
spectrum a scarce and expensive resource, field trails for channel measurements
have illustrated that most of the time the radio spectrum is under-utilized by the
licensed users, also known as primary users (PUs) [3]. In this context, Oppor-
tunistic Spectrum Access (OSA) is envisaged as a candidate technology to miti-
gate the spectrum scarcity by improving the utilization of spectrum [4]. In inter-
weave CR networks (CRNs), the secondary users (SUs) can access the spectrum
of the PUs opportunistically when the PU transmission is detected to be idle.
Therefore, an efficient spectrum sensing mechanism is essential for the realization
of efficient OSA.

In the above context, various spectrum sensing methods have been exten-
sively discussed in the literature [5,6]. In this paper, we concentrate on energy
detection (ED), which is one of the most widely accepted method as it is by far
the cheapest and simplest option. However, due to the noise effect, the sensing
efficiency of the ED method may be significantly degraded in the lower SNR
regime [7]. Further, when the SUs are distributed in distinct locations, due to
shadowing and severe multi-path fading, the hidden PU problem may occur.
In this respect, the cooperative spectrum sensing (CSS) mechanism has been
proposed to improve the sensing reliability by jointly processing the sensing
information in a fusion center [8].

Machine learning techniques applied to CSS for CRNs have received signif-
icant research attention recently, e.g. [9–11]. In the context of interweave CR,
the spectrum sensing problem reduces to a binary classification on the channel
availability. Two major categories of learning methods to train the classifier are
supervised and unsupervised learning methods. In supervised learning, first, the
feature vectors (i.e., data) should be labeled prior to training. Next, the fea-
ture vectors and its corresponding labels are fed into the classifier for training.
Support vector machine (SVM) is one of the most popular supervised learning
methods. SVM was exploited for spectrum sensing in [9,10], showing its superior
performance as compared with the conventional ED based spectrum sensing. In
contrast to the supervised learning algorithms, unsupervised learning algorithms
do not require training (i.e., no labeled data). Examples of unsupervised learning
applied to CSS can be found in [10,11], where [11] has adopted a linear fusion
rule for CSS and utilized the linear discriminant analysis to obtain linear coef-
ficient weights, and [10] explored techniques such as Gaussian Mixture Models
(GMM) and K-means clustering.

In the CSS problem, labeling data means knowing whether the PU is active or
not at a particular time instant. In such a case, unlabeled data is abundant (i.e.,
spectrum sensing measurements) but labeling is challenging, as it requires feed-
back from the PUs to the SUs. To address this problem, Active Learning (AL) have
been recently proposed, allowing the learning algorithms to dynamically query
instances for labeling. AL has been applied in [12,13] to learn the interference
channel between the PU and SU in an underlay CRN. In addition, the PUs behav-
ior is not static, i.e., it may change from active to inactive at any time and vice-
versa. In order to react faster to PU activity changes, in this paper, we investigate
and analyze the applicability of online AL in ED-based CSS.
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First, we consider the perceptron based online AL technique [14] (also known
as CBGZ algorithm), and we apply it to the proposed CSS problem. In this app-
roach, when the classifier receives the energy measurements from the distributed
SUs, it first predicts the availability of the channel from the energy instance, and
then utilizes a random sampling approach to decide whether the label for such
instance should be queried or not (i.e., if PU feedback is needed or not). If yes,
the classifier acquires the true label from the system and follows the standard
perceptron approach to update the classifier. Subsequently, the online passive
aggressive AL (PAAL) algorithm [15] is considered for the proposed CSS prob-
lem. This algorithm follows the similar idea of CBGZ algorithm for querying,
but utilizes an efficient PA learning strategy to update the classifier. However,
the aforementioned AL algorithms depend on the uncertainty sampling strategy
for querying, which is not accurate. To address this, we propose a margin-based
online AL algorithm with reduced threshold and Stochastic Gradient Descent
(SGD) update. In this algorithm, margin-based condition is utilized, which com-
pares the margin of incoming instance with a threshold to decide whether it
should query the class label or not. Finally, we compare and illustrate the per-
formance of all the aforementioned algorithms through numerical simulations,
and also we compare them with the conventional supervised and unsupervised
counterparts.

The rest of the paper is structured as follows. Section 2 presents the system
model. We discuss the ML and AL based frameworks for the CSS, and propose
a margin-based AL algorithm for CSS in Sect. 3. The numerical evaluations of
proposed algorithms are discussed in Sect. 4. Finally, conclusions are drawn in
Sect. 5.

2 System Model

We consider an interweave CRN, consisting of a PU, and N number of SUs where
each SU is indexed by m = 1, 2, 3, ..., N . The SUs collect energy measurements
which are sent to a fusion center which jointly analyzes them and determines the
channel availability. The PU is placed at the coordinate dPU and the mth SU
is placed at the coordinate dSU

m in the two-dimensional (2D) space. Further, all
channels are considered to experience path loss, and independent and identically
distributed (i.i.d.) Nakagami-m fading. Therefore, the channel gain hm between
the PU and the mth SU is expressed as

hm = PL(|dPU − dSU
m |)Fm (1)

where PL(r) = r−β represents the path loss respective to distance between the
PU and SU with the path loss exponent β, and Fm is the Nakagami-m fading
component.

We assume the PU activity to vary over time in a random fashion, with 0.5
of probability of being in active state. Let S denotes the state of PU. If the PU
is in active state, then S = 1, and otherwise S = 0. Thus, the availability of
channel at the tth instant is written as
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Yt =
{

+1, if S = 1
−1, if S = 0 (2)

where Yt = +1 represents the unavailability of channel and Yt = −1 represents
the availability of channel.

We assume the cooperative sensing approach as shown in Fig. 1, in which
each SU first determines the energy level of the signal transmitted by PU and
reports it to a fusion center or classifier. Further, based on the sensed energy
levels reported by all SUs, the fusion center or classifier estimates the availability
of spectrum.

Fig. 1. Learning based cooperative spectrum sensing model

In order to perform the energy detection, SUs require to compute the energy
level of primary transmitted signal for a certain period of time. The frame struc-
ture of the SU is depicted in Fig. 2. Each frame consists the deciding time τ (i.e.,
a combination of sensing time (τs), classification time (τc), and reporting time
(τr)) and a transmission duration (T − τ). Let W be the assigned bandwidth
for the signal transmission and τs be the spectrum sensing duration; then, the
energy detector senses Wτs complex samples during the sensing time. Therefore,
the ith signal sample sensed by the mth SU can be expressed as

Xm(i) = Shmy(i) + Zm(i) (3)
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Fig. 2. Frame structure of SU transmission

where y(i) denotes the transmitted signal by the PU, and Zm(i) is the thermal
noise at the mth SU. Thus, at the output of energy detector of mth SU, the total
estimated energy of received signal samples normalized by noise spectral density
can be expressed as [8]

em,l =
2
η

Wτs∑
i=1

|Xm(i)|2, m = 1, 2, .., N, and l = 1, 2, ..., L (4)

where η = E{|Zm(i)|2} is the power spectral density of noise. The complete set
of sensed energies from N SUs at a given time t can be written in vector form
as follows,

Et =
[
e1,t e2,t . . . eN,t

]T (5)

where em,t is equivalent to (4) assuming that we collect energy measurements at
each tth frame. The learning based classifier or fusion center receives Et sequen-
tially and has to make a decision on the channel availability after each reception
of energy measurements. In order to classify the incoming energy instance prop-
erly, using the AL strategies, the classifier sometimes queries the PU for true
label, where the probing output provides a one bit feedback to the classifier
given by (2). After this classification process, if the channel is identified as idle,
the information is transmitted for the remaining time of the frame.

3 Learning Based Frameworks for Spectrum Sensing

ML based frameworks have already been adapted for CSS applications in the
literature [8] and it has been shown that supervised learning algorithms are
efficient for these applications. However, in supervised learning tasks, a huge
data set with labels is required to train the ML model. The gathering of data and
labeling for it is very time-consuming and costly in these specific applications.
To address this problem, in this section, we develop online AL algorithms based
CSS schemes to predict the channel availability. First, we exploit the margin
based online AL algorithms such as CBGZ [14] and PAAL [15] and we adapt
them to fit in the proposed CSS problem. Next, we propose a reduced threshold
and SGD update based online AL algorithm for CSS.
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3.1 The CBGZ Algorithm for CSS

In an attempt to minimize the number of requested labeled queries and so
the feedback from the PU, the CBGZ algorithm makes use of an improved
Perceptron-type of algorithm, which considers a margin-based filtering rule. The
application of CBGZ in the problem at hand is as follows. After receiving the
energy measurement vector Et, the algorithm queries the PU for the label with a
probability of d/(d + |b̂|) [14], where d is a constant and b̂ represents the uncer-
tainty of the received instance, and it is computed as a margin of the received
measurement instance with respect to the present hypothesis. Next, the algo-
rithm’s prediction is compared with the feedback received by the PU and if does
not match, the standard Perceptron update process is invoked. The summary of
the CBGZ algorithm for CSS is presented in Algorithm1.

Algorithm 1. The CBGZ Algorithm for CSS
Input: d (Smoothing parameter)
Initialization: wt = 0;
for t = 1, 2, 3, ...., M do
Receive Et

Set ft = wT Et

Predict ŷ= sign(ft)
Flip a coin with P (Heads) = d

d+|b̂|
if Heads then

Receive Yt

if Yt �= ŷ then
wt+1 = wt + ηYtET

t

wt+1 = wt

end if
end if

end for

3.2 Passive Aggressive AL for CSS

In this section, we consider the PAAL algorithm for the proposed CSS problem.
As in CBGZ, this algorithm consists of two stages: (i) querying process and (ii)
classifier updating process. In the first stage, the algorithm follows the same
approach of margin-based AL.

First, the algorithm estimates the uncertainty or margin of the incoming
energy instance using the current classifier i.e., pt = wt.Et. Next, it draws a
Bernoulli random variable Zt ∈ {0, 1} with probability C/(C + |pt|) [15] to
decide whether the label should be requested or not. If Zt = 0, the class label
is not queried and the classifier is not updated. Otherwise, the class label of the
incoming energy instance is queried at the PU, and unlike the previous margin-
based AL algorithm that updates the classifier only whenever a misclassification
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occurs, the PAAL algorithm updates the classifier whenever the value of loss
function is not zero. Then, the classifier updates as wt+1 = wt + ξtYtEt, where
ξt is the step-size estimated as [15]

ξt =

⎧⎨
⎩

lt(wt)/(‖Et‖2 + 1/(2A)) ; PAA-3
min(C, lt(wt)/(‖Et‖2 ; PAA-2

lt(wt)/(‖Et‖2) ; PAA-1
(6)

The summary of the PAAL algorithm for CSS is provided in Algorithm2.

Algorithm 2. PAA algorithm for CSS
Input:A > 0 (Penalty Parameter); C > 1 (Smoothing Parameter)
Initialization: wt = 0
for t = 1, 2, 3, ...., M do
Receive Et

Predict ŷt = sign(wT Et)
Draw a Bernoulli random variable Zt ∈ {0, 1} w.p C

C+|pt|
if Zt = 1 then

Query the label Yt ∈ {−1, +1}
compute the loss lt(wt) = max(0, 1 − Ytw

T
t Et)

wt+1=wt + ξtYtEt

else
wt+1=wt

end if
end for

3.3 Proposed Margin-Based Method with Reduced Threshold and
SGD Update

Both PAAL and CBGZ algorithms utilize a computationally complex uncertain
sampling strategy for querying. Hence, in order to avoid the uncertainty sampling
step, in this section, we propose a threshold based querying strategy algorithm
for CSS. The proposed algorithm comprises of two steps: (i) selection of instance,
and (ii) Update process of the classifier. The margin of Et is computed as WT

t Et,
and that is compared with the existing threshold Ct. If the margin is lower than
the existing threshold, then the classifier wt is updated using the SGD step.
Finally, we determine the upper bound of estimation error, which is used in the
update of threshold Ct. The complete procedure is summarized as Algorithm 3.

Computation of Threshold (Ct): Assume w∗ is an optimal classifier with v
error rate. Here, our objective is to find the condition that for a given energy
instance, the classifier wt should provide the same prediction as the optimal
one w∗. This condition reveals if a certain energy instance is not useful to our
classifier, and thus if it can be excluded by the threshold.
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For each iteration t, consider φt is the angle of wt and w∗. For every energy
instance Et, w∗(Et) and wt(Et) predict the same sign if the margin of the instance
|wT

t Et| is greater than the angle of classifier φt. If |wT
t Et| ≤ φt, for instance

{Et : sign(ht(Et)) �= sign(h∗(Et))}. Therefore, we have to make Ct ≥ φt.
The upper bound for φt can be expressed as

P{|wT
t Et| ≤ φt} ≤ baP{Et : sign(ht(Et)) �= sign(h∗(Et))} (7)

where ba is a constant and P is the instances distribution. We have P{Et :
sign(ht(Et)) �= sign(h∗(Et))} ≤ 2v + Ert and φt ≤ bcP{|wT

t Et| ≤ φt}. Finally,
by using equations, we get φt ≤ B(2v +Ert). where B = babc. Therefore, we set
the threshold to be Ct = B(2v + Ert).

Classifer Update using SGD: SGD updates the classifier as

wt+1 = wt − εt
∂

∂w
l(wT Et, Yt) (8)

where l(wT Et) is the hinge loss. After some mathematical manipulations, we
obtain the following SGD update policy,

wt+1 =
{

wt + 1√
t
YtEt, if Ytw

T Et < 1/
√

t,

wt otherwise.
(9)

Algorithm 3. Reduced Threshold with SGD update for CSS
Input: B; v (Error)
Initialization: wt = 0; Ct = 1;
for t = 1, 2, 3, ...., M do
Receive Et

Predict sign(wT Et)
Receive Yt

if |wT Et| < Ct then
if Ytw

T Et < γ then
wt+1 = wt + 1√

t
YtEt

end if
end if

Ert = log(t)√
t

Ct+1 = B(2v + Ert)
end for

4 Numerical Evaluations

To show the benefits of the proposed scheme, in this section, we evaluate the
empirical performance of the considered online AL algorithms for CSS tasks in
CRNs and we compare them with state-of-the art ML algorithms such as SVM
and K-means in terms of miss-classification rate and time-complexity.
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4.1 Simulation Parameters

We consider a wireless network with a PU that is located at coordinates (500 m,
0) and nine SUs involving in CSS that are located in a 3-by-3 grid topology in the
area of 2000 m × 2000 m as depicted in Fig. 3. Further, we assign 5 MHz band-
width W for each transmission, each frame duration is 100 ms, sensing duration
τs is assumed as 10 ms, the PL exponent is 3, and the additive white Gaussian
noise (AWGN) is considered.

Fig. 3. Example of network model with N = 9 SUs

In the online AL algorithms, there are some other parameters such as optimal
error v and constant B in Algorithm 3, smoothing parameter C and penalty
parameter A in Algorithm 2, learning parameter η and constant d to compute
the probability of sampling in Algorithm1, which are all estimated through the
cross validation procedure. We ran the experiment over a total of 1024 frames. All
the experiments were performed and averaged over 5 independent Monte-Carlo
runs, each with a random PUs behavior resulting in a different permutation of
the energy dataset within the 1024 instances.

For the experiments related to the passive learning SVM algorithm, we used
1024 energy instances for the training and 1024 energy instances for the test-
ing. For the experiments related to the passive learning K-means algorithm, we
computed the classifier assuming 1024 non-labeled energy instances and next we
proceeded to the testing phase with 1024 different energy instances.

In the testing of online AL algorithms, all energy instances come one by one
in a sequential manner. If the incoming energy instance is identified as a most
informative, then the querying process is executed to obtain the true class label.
The latter is assumed to be provided by the PUs in the form of 1-bit feedback.
After receiving the true channel availability, that energy instance is added to
training set. The same process is continued till to the end of the experiment.

4.2 Results and Discussions

Figure 4 illustrates the performance of SVM, K-means and online AL based
CSS schemes in terms of mis-classification rate. From the results, it is observed
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that the CSS schemes based online AL algorithms outperform the conventional
SVM and K-means based CSS schemes. This is due to fact that whenever the
misclassification occurs, the considered online AL algorithms update the classifier
according to the margin of the incoming energy instance. This classifier updating
process helps to reduce the further classification errors. Also, we notice from
the results in Fig. 4 that the CSS scheme based on the proposed online AL
algorithm with reduced threshold and SGD update outperforms the online PAAL
algorithms and the state-of-the art CBGZ AL algorithm based CSS schemes. The
proposed algorithm constantly shows almost 10 % of lower misclassification rate
compared to PAAL algorithms and more than 15 % of lower misclassification
rate compared to CBGZ algorithm.
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Fig. 4. Evaluation of CSS schemes based on on-line AL methods and conventional ML
methods.

We also provide the detailed comparison of the supervised, unsupervised
and online AL algorithms in Tables 1 and 2. As can be seen form Table 1, both
the supervised and unsupervised algorithms SVM and K-means are interest-
ingly illustrating the almost same performance using the size of 1024 data sam-
ples for training and for the classifier computation, respectively. However, the
time-complexity of K-means algorithm is very high as compared to the SVM
algorithm. Also, from Table 2, it is observed that the proposed RT+SGD AL
algorithm shows better performance compared to other AL algorithms in terms
of both misclassification and run time.

In Fig. 5, we show the performance of the proposed online AL based CSS
schemes in terms of probability of detection when 2 × 2 SUs (i.e., 4 SUs) and



150 K. Praveen Kumar et al.

Table 1. Percentage of misclassifications and time complexity

AL algorithms Percentage of
misclassifications

Run time (s)

SVM 25.9 0.0531

K-means 27.1 0.0953

Table 2. Percentage of misclassifications and time complexity of online AL algorithms

AL algorithms Percentage of
misclassifications

Run time (s)

CBGZ 27.4 0.0423

PAA-3 25.7 0.0311

PAA-2 25.2 0.0301

PAA-1 24.1 0.0295

SGD+RT 7.5 0.0046

3 × 3 SUs (i.e., 9 SUs) cooperate in CSS. From the obtained results, we observe
that the proposed online AL algorithm with reduced threshold and SGD update
(SGD+RT) algorithm outperforms the other AL algorithms with almost 3 % of
detection rate. Also, in Table 3, we provide the percentage of misclassification
and the time duration to identify the busy or idle PU channel state using the
AL classifiers with 4 and 9 SUs in cooperation for CSS. We also observe from
the results that with 9 cooperating SUs, the detection rate of the AL based
algorithms improves by increasing the number of instances, as expected. For
example, after 200 energy instances the proposed CSS scheme based on the
SGD+RT algorithm achieves almost +7 % of detection rate with 9 number of
SUs cooperation as compared to 4 number of SUs cooperation.

Table 3. Percentage of misclassifications and time complexity of 2 × 2 and 3 × 3 SUs
cooperation

AL algorithms Percentage of misclassifications Run time (s)

2 × 2 3 × 3 2 × 2 3 × 3

CBGZ 32.7 27.4 0.0411 0.0423

PAA-1 26.4 24.1 0.0290 0.0295

SGD+RT 13.3 7.5 0.0038 0.0046

We show the performance comparison of AL algorithms based CSS schemes
in terms of probability of false alarm (Pfa) in Fig. 6. From the results, it is
observed that the proposed RT+SGD algorithm shows the less false alarm rate
as compared to the other two algorithms.
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5 Conclusions

In this paper, we have formulated online AL algorithms for CSS. In particu-
lar, first, we have utilized the state-of-the-art CBGZ algorithm and the PAAL
algorithm, wherein uncertainty sampling with some probability was utilized as
a query strategy. To overcome the complexity of the aforementioned sampling
strategy, we proposed a margin-based online AL algorithm with reduced thresh-
old and SGD update for CSS, wherein the margin of incoming energy instance
was compared with a threshold to decide whether the class label needs to be
queried or not. After querying the sample, SGD was used to update the classifier.
Finally, we have provided a comparison and analysis of the performance of differ-
ent online AL algorithms in terms of probability of detection, mis-classifications,
and time complexity. The proposed online AL algorithm with reduced threshold
and SGD update has achieved the highest detection rate, the lowest misclassi-
fication and run time as compared to the state-of-the art CBGZ AL algorithm
and PAAL algorithms.
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Abstract. In this paper, we present a realistic use case in order to inves-
tigate the feasibility of a secondary service transmission over an exis-
tent satellite infrastructure. By introducing the overlay cognitive radio
paradigm towards satellite communications, we compute a theoretical
achievable data rate greater than 16 kbps for the secondary service, which
is suitable for most M2M applications. Using simulation results, we show
that this can be achieved while preserving the primary service perfor-
mance. In addition, a system design framework is discussed in order to
dimension such systems.

Keywords: Satellite communications · Cognitive radio ·
Overlay paradigm · Dirty paper coding ·
Machine-to-Machine application

1 Introduction

Machine-to-Machine (M2M) communications are one of the central use cases in
the upcoming new fifth generation (5G) mobile network [1] as they play a major
role in the internet of things (IoT). [2] predicts the deployment of around 1 mil-
lion devices per km2 like sensors/actuators, vehicles, factory machines, beacons
etc. In this new machine-type communication environment and since available
radio spectrum is today a scarce resource (cf [3] for example), one of the main
faced challenges concerns the design of efficient spectrum utilization and a better
coordination between legacy and future services.

Within this context, despite of the continuous technological developments in
terrestrial networks, the satellite communications systems are still relevant in
the modern telecommunications world. This affirmation can be sustained espe-
cially today, since the demand for the rising new services has experienced a
significant growth, supported by the unique characteristics such as multicast
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and broadcasting capabilities, mobility aspects, global reach, besides the ability
to cover and connect green space and hostile environments [4]. In this sense,
the use of satellite for M2M applications provides to the end-users connectivity
anytime, anywhere, for any media and device.

As a counterpoint, to meet these increasingly challenging requirements while
keeping the competitiveness facing the terrestrial technologies, the satellite seg-
ment needs to push the boundaries in the direction to more and more efficient
technical solutions. In this sense, the search for power and bandwidth efficiency
as well as the actual trend to low complexity systems are of the upmost impor-
tance. It is within this framework that the terrestrial cognitive radio techniques
have also attracted the attention for satellite applications. Supported by the
recent developments in the space qualified Software Defined Radios (SDR) [5],
and also by the maturity of concepts such as flexible [6] and hosted payloads,
these techniques have become feasible whereby some relevant research have been
developed, resulting in a more smart spectrum management.

In a nutshell, the cognitive user (CU), unlicensed or less prioritized to oper-
ate in a specific spectrum band, senses the environment around it and adapts
its transmission as a function of the interference, by adjusting the frequencies,
waveforms and protocols in order to access the licensed primary user (PU) spec-
trum efficiently. Without going into further details, three paradigms classifies
the CU operation [7]:

– interweave, where the CU transmits opportunistically into the spaces not
currently used by the PU;

– underlay, where the CU adjusts its parameters according to the PU signal
characteristics in order to transmits simultaneously while respecting an inter-
ference power threshold;

– overlay, where the CU has the noncausal knowledge about the PU signal
and message and, by using judiciously chosen coding and signal processing
techniques, is able to use simultaneously the PU channel (same frequency,
time and polarization), without deteriorating this latter.

The first two schemes were well studied in [8,9]. In this paper, we investigate
the third scheme.

The main reason to propose the overlay paradigm for satellite communica-
tions lies in the feasibility of transmitting both unlicensed and licensed services
simultaneously towards its respective terminals. We emphasizes that, due the pri-
ority among users, the superposition coding strategies is required [10], unlike the
technical solutions adopted for the broadcast channel. In practice, this method
enables the addition of a secondary service above legacy infrastructure of the
primary service, instead of using a dedicated satellite or constellation.

This paper presents a practical scenario for the techniques previously exposed
in the recent publications [11,12], which concern the design of the overlay
paradigm transmission towards satellite communication systems. By using the
concepts and the framework well characterized by these references, this work
extends the previous analysis focusing on the feasibility of a low data rate
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(a) LEO/MEO (b) GEO Multibeam

Fig. 1. Satellite scenarios (Color figure online)

transmission. In this sense, a practical use case is investigated, which consid-
ers commercial off-the-shelf (COTS) parts [13] and assumes realistic link budget
parameters in its evaluation. The discussions and results contained herein could
be seen as part of a “preliminary phase” of an engineering process plan [14].

2 Overlay Model Description

The following scenarios are provided as examples where the overlay CR tech-
niques might be applied to satellite communications. In the first case, presented
in the Fig. 1a, an ordinary LEO/MEO satellite provides two different services
towards different terminals. In this context, a single licensed user PU takes prior-
ity over the added unlicensed CU. The interference presented at both terminals
should be mitigated by properly designed CU encoder, without any changes in
the PU transmission chain.

In the same way, the GEO multibeam satellite is illustrated in the Fig. 1b.
In this case, considering the frequency reuse, the CU is able to transmits by
using, for instance, the determined blue frequency (or polarization) into the red
spot footprint, as far as the interference among adjacent beams is resolved. It
is worth noting also that all possible different PU transmissions, represented by
several blue spots, should be taken into account in the interference mitigation
design. By this way, the total satellite capacity could be increased as well as the
spectrum resources better managed.

Equally suitable for both scenarios, the interference model with side infor-
mation, adapted from [10], is presented in Fig. 2. Assuming that the signals
are onboard the satellite, the cognitive encoder has full and noncausal knowl-
edge about each PU i-th signal and message, which addresses the main overlay
paradigm requirement. In this sense, the encoded cognitive signal Xn

c is function
of both primary and cognitive messages mp,i and mc.

Without loss of generality, considering the i-th PU and the added CU, the
channel gains |hyx,i| (from the transmitter x to the receiver y) are defined by
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Fig. 2. Overlay model.

the direct paths (|hcc| and |hpp,i|), and the interfering paths (|hpc,i| and |hcp,i|)
losses (the Fig. 2 summarizes these notation). In our context, these gains are
computed as function of the each transmission link budget.

The following equations describes the output of the channel, where n refers
to the n-th symbol:

Y n
p,i = |hpp,i|Xn

p,i + |hpc,i|Xn
c + Zn

p,i (1)

Y n
s = |hcc|Xn

c +
N∑

i=1

|hcp,i|Xn
p,i + Zn

s , (2)

Based on the fact that the terminals may be located in different geograph-
ical sites, the Gaussian noise component Zn

p,i (resp. Zn
s ) is assumed to follow

the normal law N (0, Np,i) (resp. N (0, Ns)). Also, the power constraints to be
satisfied are E[‖Xn

p,i‖2] = Pp,i and E[‖Xn
c ‖2] ≤ Pc, respectively.

Finally, since each PU has the same transmission priority, we highlight that
the interference among them could be solved by precoding techniques as pro-
posed, for instance, in DVB-S2X standard [15]. Under this assumption, this work
provides a design method to permit a secondary service transmission without
affecting the PU transmission performance.

3 Enabling Techniques

3.1 Superposition Strategy

The purpose of the superposition technique is to ensure that the signal-to-noise
ratio (SNR) at each PU receiver is not decreased in the presence of interference.
To accomplish this goal, the CU shares part of its power to relay each PU. Based
on that operation, the CU transmitted signal is given by:

Xn
c = X̂n

c +
N∑

i=1

√
αi

Pc

Pp,i
Xn

p,i, (3)
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where αi ∈ [0, 1] is the shared power fraction from Pc to relay each PU message.
Under the assumption that all signals are statistically independent, the new

power constraint can be defined as E[‖X̂n
c ‖2] ≤ (1 − ∑N

i=1 αi)Pc. The signal-to-
interference-plus-noise ratio (SINR) at the i-th primary receiver is given by:

SINRP,i =
E

[
‖(|hpp,i| + |hpc,i|

√
αi

Pc

Pp,i

)
Xn

p,i‖2

]

E[‖|hpc,i|X̂n
c ‖2] + E[‖Zn

p,i‖2]
=

‖hpp,i‖2Pp,i

Np,i
(4)

In this context, the superposition factor αi ∈ [0, 1] that guarantees Eq. (4),
for the interference condition (|hpc,i| > 0), which is a generalized form of [10,
Eq. 14], is given by:

αi =

( |hpp,i|
√

Pp,i

(√
N2

p,i + ‖hpc,i‖2Pc(Np,i + ‖hpp,i‖2Pp,i) − Np,i

)

|hpc,i|
√

Pc(Np,i + ‖hpp,i‖2Pp,i)

)2

(5)

By inspection of Eq. (3), we emphasize that the CU transmission is feasible
only if the condition

∑N
i=1 αi < 1 is satisfied. By this assumption, note that the

CU data rate should be decreased when aggressive frequency reuse scenarios are
considered.

3.2 Dirty Paper Coding

Once the superposition factors are computed and the CU partially shares its
power to relay each PU signal, the next step is to design X̂n

c efficiently, in
order to minimize the PU interference. The optimal strategy uses the theoretical
results presented by Costa [16]. On the assumption that the interference is non-
causally known at transmitter, a transmitter-based interference presubtraction
can be implemented, without any power increase, reaching the AWGN capacity.
In this sense, according to the main concept of this technique, the CU adapts
its waveform, instead of cancel, as a function of the channel interference.

By rearranging the Eq. (2) and considering the superposition, we have:

Y n
s = |hcc|X̂n

c +
N∑

i=1

(
|hcp,i| + |hcc|

√
αi

Pc

Pp,i

)
Xn

p,i + Zn
s . (6)

Without loss of generality, given that the signals in Eq. (6) are statistically
independents each other, the implemented model considers a single Gaussian
distributed PU constellation, in respect to the total interfering power received
at CU terminal. In addition, in order to simplify the notation through this paper,
the Eq. (6) is normalized by the direct path attenuation factor |hcc|. Thus, the
signal at CU receiver is given by:

Y n
s = X̂n

c +

(
b +

√
α

Pc

Pp

)
Xn

p

︸ ︷︷ ︸
Sn

+Zn
s , (7)
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Fig. 3. Proposed DPC encoder.

where the factor b represents the normalized interfering path and Sn represents
the total channel interference.

The Fig. 3 presents the basic diagram of the DPC encoder. In this config-
uration, assuming low and intermediate SNR regime, the partial interference
presubtraction (PIP) is implemented [16]. In this way, the signal X̂n

c is designed
as:

X̂n
c =

[
Xn

cc − λSn

]
modΔ, (8)

where Xn
cc is the coded signal and the factor λ, to be properly chosen, controls the

fractioned interference to be presubtracted. Also, modΔ is the complex-valued
modulo operation. The modulo amplitude is defined by Δ =

√
Mdmin, where M

is the number of points of the square QAM constellation and dmin the minimum
intersymbol distance.

Concerning the historical perspective for practical DPC implementations, the
use of Tomlinson-Harashima precoding (THP) for intersymbol interference (ISI)
cancelling was firstly introduced by Erez et al. in [17]. Subsequently, Eyuboglu
and Forney [18] developed the trellis precoding technique (TP), also recovering
partially the so-called shaping loss by the trellis shaping (TS) technique [19].
Finally, the TP technique for multiuser interference, presented in [20] further
developed in [21], formed the basis of our implemented DPC encoder.

The Fig. 4 details the practical DPC encoder implemented in this work. Three
separated gains can be reached by this system:

– the coding gain, which is realized by the coset select code Cc, specified Gc;
– the shaping gain, generated by the shaping code Cs, according to the TS

technique [19] for multiuser interference;
– the precoding gain, which mitigates the interference by the presubctraction

combined with the shaping metric and modulo operation.

This work implements the following branch metric Eq. (9), where the precoder
selects the proper region sequence with minimum average energy to steer the
scaled interference sequence λS, taking also account the modulo operation.

‖[
Xn

cc − λSn
]
modΔ‖2. (9)

The Fig. 5 presents the scatter plot of the signals corresponding to the encoder
processing. The 16-QAM and further 256-QAM expanded constellations signal
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Fig. 4. Proposed DPC encoder [12]
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Fig. 5. Scatter Plot of Signal Constellation at CU Transmitter, considering
10.log(Pp/Pc) = 9.5 dB and α = 0.85, according with the use case of this paper
(Xn

cc in green “x”, λSn in red dots and X̂n
c in blue dots). (Color figure online)

Xn
cc is shown superposed by the gaussian distributed scaled interference λSn,

considering the study case presented in the next section. The transmitted signal
X̂n

c , after presubtraction and modulo operation, is also illustrated by the blue
dots. We highlight that, despite of the large amount of interference, the trans-
mitted signal is confined into the expanded constellation, respecting the power
constraint of the DPC theory. In addition, we can note that further expansion
can be done to confine the total interference [12]. However, the complexity of
the system will be increased.

At the receiver, the reverse operations are done. In this sense, at the decoder
input, the signal is given by:

Ŷ n
s =

[
(X̂n

c + Sn + Zn)λ
]
modΔ. (10)
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Finally, the choice of the λ is done with the goal to maximize the equivalent
CU signal to noise ratio (SNR) in Eq. (10). The λ factor can be optimized and
is given by [16]:

λ =
(1 − α)Pc

(1 − α)Pc + E[|Zn
s |2] . (11)

3.3 CU Transmitted Power

By reason of the TP operation, a power reduction of X̂n
c is obtained, which

impacts directly both links performance as follows:

– For the PU, by inspection of Eq. (4), it is noticed that this power reduction
will result in an increase of the SINR at the PU receiver (in comparison to
the case with no interference). This occurs because the superposition factor
α in Eq. (5) does not take into account the shaping gain induced by TP.
Consequently, the PU link would present a better BER performance than
that required;

– Concerning the CU, it is also noted that under these conditions, we obtain
E[|Xn

c |2] < Pc. This means that the CU is not operating in its total power
capacity. Consequently, this will lead to an under utilization of the available
resources on the satellite.

The proposed method for controlling the CU output power, presented in
[12], allows to reach the power equality E[|Xn

c |2] = Pc (or equivalently,
E[|X̂n

c |2] = (1 − α)Pc) as a function of the shaping gain. This is obtained by
an adequate scaling of the minimum distance dmin of the cognitive transmitted
constellation. In short, according to this method, we define the power of the
baseline, without considering the shaping operation (i.e. uniformly distributed
constellation points), as:

P⊕ =
2R

6
d2
min′, (12)

where R is the data rate in bits per two dimensions. In addition, the shaping
gain is given as follows:

γs =
P⊕

(1 − α)Pc
. (13)

As a consequence, we define the scaled minimum distance dmin′, such that
the available power after the shaping operation is equals to (1 − α)Pc, as:

dmin′ =

√
[(1 − α)Pc]6γs

2R
. (14)

Based on this proposed design procedure exposed in this section, the trellis-
shaped based DPC encoder using a M-QAM expanded constellation at the trans-
mission rate of Rcu = 2 bits/symbol was implemented for the proposed use case
of the next section. Further analyses and the complete characterization of the
performance as well as the distortions evolved can be find in [12]. In the next
section, we investigate the feasibility in a realistic application.
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3.4 Practical System Analysis

As a matter of system engineering, the design for the CU payload could either
be a standalone system (implemented by a dedicated transmission chain and
antenna) or a shared transmitter (by using the same transponder and antenna
as the PU). In this latter configuration, notice that more caution should be taken
into account when the transmission of both signals inputs the same high power
amplifier (HPA). In fact, this practice should be avoided since this implementa-
tion may induce higher nonlinear distortions, particularly in terms of AM/AM
and AM/PM conversions [22].

Moreover, at the receiver side (PU and CU), two design solutions could be
adopted: (i) by the deployment of geographically separated receiving sites for
each user, in this way reducing the interference due to the attenuation at the
interfering paths, or (ii) by using the same receiving station with two dedicated
demodulators and decoders. In this last case, the attenuation of the interfering
and direct paths are the same (i.e. |h| = |hpp,i| = |hcc| = |hpc,i| = |hcp,i|). In
fact, it increases the interference of both links and, as a consequence, requires
higher value of the superposition factor α (in other words, reducing the secondary
service data rate). On the other hand, we reduce the infrastructure costs, since
the hardware is further simplified by utilizing the same earth station to receive
also the CU signal.

Deepening the vision on the techniques described, we point out that, due to
the superposition, the bit rate of the secondary service might be very low with
respect to the primary. However, this practice generates two implementation
problems: (i) in the DPC presubtraction technique, the same symbol rate for
both signals is considered in order to be able to compute the Eq. (8) and (ii) in
the superposition technique, the interference generated by the CU signal would
appears as spikes in the PU bandwidth, which makes the usual interference model
unrealistic in this case. In order to avoid both constraints, we can think of the
implementation of the chirp spread spectrum technique [23] at CU transmission.
In this sense, the DPC encoder can correctly perform its operation and the CU
receiver can demodulated at a more flexible transmitted data rate.

To improve the whole system performance, the channel estimation techniques
could be realized at the terminals end through a link feedback, for instance,
according to the DVB-S2X standard [15]. By these features, the superposition
factor α, which depends directly on the channels conditions, as well as the λ,
which depends on SNR, can be periodically updated, changing the achievable
secondary service data rate and, as consequence, optimizing CU performance.

4 Realistic Use Case

In order to investigate the system feasibility, we adopted a scenario where a
Cubesat at a height of 600 km with same orbital parameters as [24], using COTS
parts, transmits both signals (primary and cognitive) from the same satellite
antenna towards a single earth station, which is equipped with two dedicated
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demodulators. In this sense, the channel attenuations are the same and defined
as |h|. In this study, just the downlink is considered.

The main specification for the PU signal are: output power of 1W [13], oper-
ating frequency of 2200 MHz (downlink band assigned for Earth Exploration
Satellite Service), bit rate of 3.4 Mbps, BER specified to 10−5 and coded QPSK
modulation with FEC (R = 1/2). The following Table 1 presents the link budget
of PU without secondary service addition.

Table 1. Primary user link budget (QPSK Coded FEC R= 1/2).

Frequency (MHz) 2200

Throughput rate (Mbps) 3.4

Transmitted power (mW) 1000

Satellite carrier EIRP (dBm) 38.3

Free space loss (dB) −162.2

Depointing loss (dB) −10

E. S. Antenna max gain - 5m, eff 50 % (dBi) 38.2

System noise temperature (K) 130

C/N0 (dB-Hz) 81.8

Eb/N0 (dB) 16.5

Demodulation losses (dB) −6

Eb/N0 required (dB) – for BER = 1E-5 7

Margin (dB) 3.5

It is worth noting that a conservative margin for demodulation losses of 6
dB is assumed in order to cover the impairments of the communication chain.
The overall link margin is about 3.5 dB, as required by the targeted BER.

The principle behind this design strategy was to use part of the power remain-
ing in this margin to transmit the CU signal. Therefore, we defined that 900 mW
were allocated for PU transmission (which still maintain the recommended link
margin of 3 dB) and 100 mW were used for CU. The next Fig. 6 presents the
overlay model considering this use case.

The powers transmitted and received are provided considering the realistic
link budget parameters. By computations according the Table 1, the channel
attenuations equal ‖h‖2

dB = −125.7 dB. In this condition, the interference-to-
noise ratio (INR) and the link degradation D by interference are given by:

INR =
Ipc
Np

= 4.47; (15)

D(dB) = 10.log(1 + INR) = 7.38 dB. (16)

The CR overlay techniques are employed to mitigate both link degradation.
Firstly, considering all parameters, the CU performs the superposition strategy
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Fig. 6. Overlay model considering realistic satellite link budget.
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Fig. 7. BER CU, considering 10.log(Pp/Pc) = 9.5 dB and α = 0.85, according with
the use case.

and, by the Eq. (5), the factor α = 0.85 is evaluated. This value guarantees a
SINR of 16 dB at PU. We highlight that, thanks to the superposition strategy
and the power controlling design of the DPC encoder (see results in [12]), the
PU maintains the same performance as in absence of the CU interference.

From this point, a simulation for CU link is realized considering the whole
CU channel interference (see Eq. (7)), which is composed by the PU signal and
the CU shared power in the superposition.

By taking the link parameters and the CU BER curve presented in Fig. 7,
we can now compute the link budget, presented at Table 2. It is important to
note that, by reason of superposition, just 15 % of the power originally allocated
for CU is used for its own transmission. However, despite of the low power
received, the sensitivity of the receiver is in line with the specifications usually
attributed for small satellites links (i.e. sensitivity threshold of −118 dBm [25]).
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We emphasize that all conservative margins are still being considered in order
to guarantee the performance.

Table 2. Cognitive user link budget.

Transmitted power (mW) 100 * 0.15

Satellite carrier EIRP (dBm) 20.1

Free space loss (dB) −162.2

Depointing loss (dB) −10

Ground station antenna max gain - 5 m, eff 50 % (dBi) 38.2

System noise temperature (K) 130

C (dBm) −113.9

C/N0 (dB-Hz) 63.6

Demodulation losses (dB) −6

Eb/N0 required (dB) – for BER = 1E-3

DPC 16-QAM 10

DPC 64-QAM 9.4

DPC 256-QAM 8.5

Eb/N0 required (dB) – for BER = 1E-5

DPC 16-QAM 12.5

DPC 64-QAM 12.25

DPC 256-QAM 12

Margin (dB) 3

Minimum Bit Rate (kbps) – DPC 16-QAM

BER = 1E-3 28.8

BER = 1E-5 16.2

PAPR

DPC 16-QAM 5.0

DPC 64-QAM 4.67

DPC 256-QAM 4.79

It is worth noting that different M-QAM schemes present the peak to average
power ratio (PAPR) in the same order of magnitude. Also, the further expansion
impacts directly in the BER performance, even when the total interference is not
confined inside the expanded constellation (as in this case). As pointed in [11],
by practical effects, the SNR here does not consider the defined effective noise in
Eq. (11). It could suggest that DPC performs better than AWGN in low SNR,
which is not the case. As an important result of this feasibility analysis, we assure
that the bit rate of 16 and 28 kbps can be reached for the secondary service, as
a function of the BER specified, which depends on the service application.
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5 Conclusion

This paper investigated the feasibility of a low data rate secondary service trans-
mission over a primary user infrastructure. A realistic scenario was presented
with COTS parts and the different techniques were implemented to resolve the
interference of both links. As a result, we obtained the same performance for
the PU as in absence of the CU operation (AWGN channel). Concerning the
secondary service, we have reached a data rate greater than 16 kbps, which is
suitable for most of M2M applications.

As a drawback, we point out an increase of the output power of the satellite
due to the intrinsic signal correlation presented at the superposition technique.
In the described scenario, the total power transmitted is about 32 dBm instead
of 30 dBm specified. In this case, the transmitted antenna should be properly
designed in order to consider this output power.

Considering future works, we will seek another proof of concept by means of
SDR implementation. In addition, the control of PAPR by shaping operation,
typically on satellite communication, will be also investigated.

Acknowledgment. This work was supported by National Council for Scientific
and Technological Development (CNPq/Brazil) and by National Institute for Space
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Abstract. In this paper, we investigate multi-antenna interference rejection
combing (IRC) based black-space cognitive radio (BS-CR) operation in time-
varying channels. The idea of BS-CR is to transmit secondary user (SU) signal
in the same frequency band with the primary user (PU) such that SU’s power
spectral density is clearly below that of the PU, and no significant interference is
inflicted on the PU receivers. We explore the effects of interpolation and
mobility on the novel blind IRC technique which allows such operation mode
for effective reuse of the PU spectrum for relatively short-distance CR com-
munication. We assume that both the PU system and the BS-CR use orthogonal
frequency division multiplexing (OFDM) waveforms with common numerol-
ogy. In this case the PU interference on the BS-CR signal is strictly flat-fading at
subcarrier level. Sample covariance matrix-based IRC adaptation is applied
during silent gaps in CR operation. We propose an interpolation-based scheme
for tracking the spatial covariance in time-varying channels, demonstrating
significantly improved robustness compared to the earlier scheme. The perfor-
mance of the proposed IRC scheme is tested considering terrestrial digital TV
broadcasting (DVB-T) as the primary service. The resulting interference sup-
pression capability is evaluated with different PU interference power levels,
silent gap durations, data block lengths, and CR device mobilities.

Keywords: Black-space cognitive radio � Underlay CR � IRC �
Interference rejection combining � Multi-antenna system � Receiver diversity �
Mobility � OFDM � DVB-T

1 Introduction

Cognitive radios (CRs) are intended to operate in radio environments with a high level
of interference and, simultaneously, produce negligible interference to the primary
users (PUs) [1–3]. CR studies in the past have been focusing on opportunistic
whitespace scenarios where the unused spectrum is dynamically identified and used.
Also underlay CR operation has received some attention. Here the idea is to transmit in
wide frequency band with low power-spectral density, typically using spread-spectrum
techniques [4]. Black-space CR (BS-CR), where a CR deliberately transmits
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simultaneously along the primary signal in the same time-frequency resources without
causing objectionable interference has received limited attention [5–8]. BS-CR systems
effectively reuse the spectrum over short distances. It can operate with limited spectrum
resources and can be used without any additional spectrum sensing.

As discussed in our previous paper [9], one of the major requirements for CR
operation is to minimize the interference to the primary transmission system. In BS-CR
this is reached by setting the CR transmission power at a small-enough level. The most
important factor that enables such a radio system is that stronger interference is easier
to deal with as compared to weaker interference [10], if proper interference cancellation
techniques are utilized. Previous studies from information theory provide theoretically
achievable bounds for such cognitive radios [11].

Multi-antenna systems allow for spatio-temporal signal processing, which do not
only improve the detection capability of the receiver but also improve performance in
fading multipath channels with interference. Various methods of interference cancel-
lation can be found in [12–17] and the references therein. All other detection algo-
rithms except the multi-user detector perform sub-optimally [12].

The interference rejection combining (IRC) receivers have the significant advantage
in comparison to the other receivers in multi-user scenarios that they do not need
detailed information about the interfering signals, such as modulation order and radio
channel propagation characteristics. For CR scenarios, IRC receivers in general are
simple and desirable compared to optimum detectors. IRC techniques are widely applied
for mitigating co-channel interference, e.g., in cellular mobile radio systems like LTE-A
[18]. The use of multiple antennas in CRs has been studied earlier, e.g., in [17]. Our
initial study on this topic in highly simplified scenario with suboptimal algorithms was
in [19], but to the best of our knowledge, IRC has not been applied to BS-CR (or
underlay CR) elsewhere. In this current study we develop the ideas that we presented in
[9] under more practical situations and study the performance of our algorithms in more
details. Notably, the scheme studied in [9] was found to be very sensitive to mobility,
because its performance is critically affected by errors in spatial covariance estimation.
Here in this work we extent our previous studies on the effects of mobility and propose a
scheme to improve the quality of the covariance estimation with time-varying channels
using interpolation between sample covariance-based estimates.

In this paper we consider BS-CR operation in the terrestrial TV frequency band,
utilizing a channel with an on-going relatively strong TV transmission. The PU is
assumed to be active continuously. If the TV channel becomes inactive, this can be
easily detected by each of the CR stations in the reception mode. Then the CR system
may, for example, continue operation as a spectrum sensing based CR system. In our
case study, we focus on the basic scenario of IRC based multi-antenna CR receiver
with co-channel interference generated by a single PU transmitter. The performance of
such a system under different interference levels, mobilities, frame structures, and
modulation orders is studied, and the improved robustness obtained through covariance
interpolation is highlighted.

The rest of the paper is organized as follows: In Sect. 2, the BS-SC scenario and
proposed IRC scheme are explained. The system model and IRC solution are formu-
lated in Sect. 3. Section 4 presents the simulation setup and performance evaluation
results. Finally, concluding remarks are presented Sect. 5.
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2 IRC-Based Black-Space Cognitive Radio Scenario

In our basic scenario, illustrated in Fig. 1, we consider a CR receiver using multiple
antennas to receive data from a single-antenna cognitive transmitter. The CR operates
within the frequency band of the PU, and the PU power spectral density (PSD) is very
high in comparison to that of the CR. The primary transmission is assumed to be
always present when the CR system is operating. The primary transmitter generates a
lot of interference to the CR transmission, which operates closer to the noise floor of
the primary receiver, and due to this, the primary communication link is protected. We
consider frequency reuse over relatively small distances, such as an indoor CR system.
The multi-antenna configuration studied here is that of single-input multiple output
(SIMO). Other configurations, involving also transmit diversity in the CR link are also
possible, but they are left as a topic for future studies.

Here the PU is a cyclic prefix orthogonal frequency division multiplexing (CP-
OFDM) based DVB-T system [20]. The CR system is also an OFDM based multi-
carrier system using the same subcarrier spacing and CP length as the primary system.
Thus, it has the same overall symbol duration. The CR system is assumed to be
synchronized to the primary system in frequency and in quasi-synchronous manner
also in time. The CP length is assumed to be sufficient to absorb the channel delay
spread together with the residual offsets between the two systems observed at the CR
receiver. Consequently, the subcarrier-level flat-fading circular convolution model for
spatio-temporal channel effects applies to the target CR signal and to the PU

Fig. 1. Modified black-space CR system mode with silent gap interpolation. The related
equation numbers are indicated.
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interference signal as well. Then the IRC process can be applied individually for each
subcarrier. Since the CR receiver observes the PU signal at very high SINR level,
synchronization task is not particularly difficult and low-complexity algorithms can be
utilized. Considering short-range CR scenarios, the delay spread of the CR channel has
a minor effect on the overall channel delay spread to be handled in the time alignment
of the two systems. Basically, if all CR stations are synchronized to the PU, they are
also synchronized with each other. In addition to these, we assume that the secondary
user is mobile within a given range and the effects of mobility on the system perfor-
mance are studied.

Both the primary and the CR systems use QAM subcarrier modulation, but usually
with different modulation orders. The received CR signal consists of contributions from
both the desired CR communication signal and the primary transmission signal, the
latter one constituting a strong interference. Our proposed scheme includes two phases
in the CR system operation as described in our previous work [9]. The spatial char-
acteristics of the PU interference are modeled using multiantenna sample covariance
matrix, which is estimated during silent gaps in the CR transmission, independently for
each active subcarrier. No explicit channel estimation of the PU channel is required.
The CR channel is estimated from the partial IRC signals, from which the PU inter-
ference has been effectively suppressed.

In this work we study how channel fading with mobility affects the performance.
We consider adaptation of the IRC process using interpolation of the sample covariance
matrices between the silent gaps. This is expected to improve the performance,
allowing to increase the data block length between silent gaps, thus reducing the related
overhead in throughput.

3 IRC for Black-Space Cognitive Radio

Based on the OFDM model mentioned above, subcarrier-wise detection is considered
with flat-fading process to get rid of the challenge of frequency selectivity in the IRC
process.

In the SIMO configuration, the CR is assumed to have N receiver antennas and L
different interference sources are assumed. Based on this model, the signal received by
the CR can be formulated for each active subcarrier as follows:

r ¼ hTxT þ
XL

l¼1
hI; l xI; l þ g: ð1Þ

Here xT is a transmitted subcarrier symbol and hT is the target channel vector with N
receiver antennas in the CR, xI; l is the lth interfering signal, and hI; l is the channel
vector for the lth interferer. Finally, g is the additive white Gaussian noise (AWGN)
vector. In this generic system model, it is assumed that the PU is the dominant
interferer, and the other interference sources are, e.g., other CR systems introducing co-
channel interference at relatively low power level.
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3.1 Stage 1: Covariance Matrix Estimation and IRC Process

As it is illustrated in Fig. 1, the interference minimizing IRC weights are obtained
during the silent period. Due to that, Eq. (1) can be modified during silent gaps of CR
operation as

r ¼
XL

l¼1
hI; l xI; l þ g: ð2Þ

Here it is assumed that only interference and noise are present during the silent period
in the signal observed by the CR. Linear combiner is used for the signals from different
antennas with a weight process in detection as follows:

y ¼ wHr; ð3Þ

where y is the detected signal, w is the weight vector with N elements, and superscript
H denotes the Hermitian (complex-conjugate transpose).

Determining the optimum weight values is an optimization problem which can be
solved with the linear minimum mean-squared error (LMMSE) criterion [21] that aims
to minimize the mean-squared error with respect to the target signal xT,

J ¼ E xT � wHr
�� ��2h i

: ð4Þ

When knowledge of the covariance matrix is calculated/known, interference rejection
combining (IRC) can be applied. For the covariance matrix, two cases can be consid-
ered: (i) perfect channel state information and (ii) sample covariance based approaches.

Perfect Channel Information Case
Assuming that the channel vectors form the interferers are perfectly known, the noise
plus interference covariance matrix can be calculated as

RNI ¼
XL

l¼1
PlhI; lhHI; l þPNI; ð5Þ

where Pl is the variance of interferer l, PN is the noise variance that can be obtained
from the SNR and I is the identity matrix of size NxN. Assuming that the channel
vector for the target signal is known, the conventional LMMSE solution for the weight
vector is

w ¼ R�1
NI hT hHTR

�1
NI hT þ 1=PT

� ��1 ð6Þ

where PT is the target CR signal power and unit noise variance is assumed.
In the BS-CR scenario with a single dominant interferer, the estimation of the PU

channel is relatively straightforward if the CR knows PUs pilot structure. However, in
case of multiple interferers, the channel vectors of all interferers should be estimated,
which becomes quite challenging. Furthermore, the target channel cannot be estimated
before the interference cancellation. Therefore, the perfect channel information case
serves mainly as an ideal reference in performance comparisons.
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Sample Covariance Based Case Without PU Channel Information
It is difficult to have the prefect channel state information on the CR receiver side.
Alternatively, the joint interference and noise covariance matrix can be estimated by
the sample covariance matrix of the received signal in the absence of the target
transmission, i.e., during the silent gaps as

�RNI ¼
XM

m¼1
rðmÞrðmÞH: ð7Þ

Here m is the OFDM symbol index and M is the observation length in subcarrier
samples, which is chosen equal to the length of the silent gap.

Linear Interpolation for Interference Covariance Tracking with Mobility
Regarding the mobility aspects, there are significant differences in the effects of PU
transmitter mobility, CR transmitter mobility, and CR receiver mobility. If the PU
transmitter is stationary and CR receiver is stationary, the mobility of CR transmitter is
easier to handle, because the dominating PU interference is stationary, and the varia-
tions in the noise and interference covariance matrix are only due to the co-channel CR
interferes. However, even in this case, radio environment of the CR receiver may vary
due to movement of people or vehicles nearby. Therefore, some tolerance to mobility is
required also in such scenarios, at least with pedestrian mobilities. The mobility of PU
transmitter or CR receiver make the dominant interference time-varying, and in the BS-
CR scenario, the CR link performance is very sensitive to quality of the PU interference
covariance matrix estimate. Therefore, it is important to investigate these mobility
effects and consider enhanced schemes for tracking the interference covariance with
mobility.

While considering the sample covariance-based approach, we assume that the
fading effect during each silent gap is small enough to be neglected. Then we apply
linear interpolation for the covariance matrix elements when calculating the weight
vectors for the data symbols between two consecutive silent gaps.

There are two key parameters in this process, the silent gap length and the data
block length between two consecutive gaps. Increasing the gap length improves the
performance with low mobility but degrades the performance with higher mobility and
increases the overhead in throughput. Increasing the data block length increases the
throughput but degrades the performance with mobility. These tradeoffs are investi-
gated through simulations in Sect. 4 of this paper.

IRC Process
As indicated in the model shown in Fig. 1, the CR channel cannot be estimated before
the step of the interference cancellation. Hence, we apply the IRC process with N
orthogonal virtual steering vectors. For this operation, following unit vectors are
applied as the virtual steering vectors,

hV;1 ¼ 1; 0; 0; 0; . . . ; 0½ �T
hV;2 ¼ 0; 1; 0; 0; . . . ; 0½ �T

. . .
hV;N ¼ 0; 0; 0; 0; . . . ; 1½ �T

: ð8Þ
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The obtained weight vectors are normalized as follows:

wV;n ¼ �R
�1
NI hV;n

.
�R
�1
NI hV;n

��� ���: ð9Þ

In this case the weighted output signals

yn ¼ wH
V;n r; n ¼ 1; 2; . . .;N ð10Þ

have equal noise variances. This normalization provides optimum performance for the
following maximum ratio combining (MRC) stage.

3.2 Stage 2: Target Channel Estimation with Linear Interpolation
and MRC Combining

In the second stage, data symbols of the CR link are transmitted together with the
training/pilot symbols. The IRC process targets to cancel the interference from all of
the weighted output signals, while the MRC stage combines these signals with max-
imum SNR at the output. The N channel coefficients for the weighted output signals
can be estimated using the pilot symbols as follows:

ĥV;n ¼ yn=p ¼ wH
V;n � r=p; n ¼ 1; 2; . . .;N; ð11Þ

where p is the transmitted pilot symbol value.

Linear Interpolation for Channel Estimation
In the traditional pilot-based channel estimation process, it is required to use efficient
interpolation techniques, such as linear interpolation or quadratic interpolation, based on
the channel information at pilot sub-carrier symbols. The performance of linear inter-
polation technique is better than the piecewise-constant interpolation methods [22, 23].
Due to that, linear interpolation is considered in our study due to its simplicity. Gen-
erally, with a 2D pilot structure, the channel estimate for a data symbol is obtained by 2D
linear interpolation between the three closet pilot symbols in time and frequency.
The MRC weights for a data symbol are then calculated as

wMRC ¼ ½ĥV;1 ĥV;2 . . . ĥV;N �T
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
ĥV; k
�� ��2r

; ð12Þ

where ĥV;n; n ¼ 1; . . .;N, denote the corresponding interpolated channel estimates.

3.3 Stage 3: Combining for Detection

After the MRC weights are calculated, the effective weight vectors for CR can be
obtained as,

174 S. Srinivasan et al.



wCR ¼ wV;1 wV;2 � � � wV;N
� � � wMRC

¼
XN

n¼1
ĥV;nwV;n

, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
ĥV; k

�� ��2r
:

ð13Þ

In the final stage, the equalized data symbols are calculated by maximum ratio com-
bining the N samples obtained by applying the virtual steering vectors,

d̂ ¼ wH
CR � r: ð14Þ

It is enough to calculate and use this weight vector wCR, instead of separately applying
the MRC weights on the samples obtained by the weight vectors wV;n.

4 Performance Evaluation

The simulations are carried out for the system setup explained in Sect. 2. The carrier
frequencies of CR and PU are the same and it is here set to 700 MHz, which is close to
the upper edge of the terrestrial TV frequency band. The modulation order used by CR
varies between 4QAM, 16QAM, and 64QAM. The pilot symbols are binary and have
the same power level as the data symbols. The primary transmitter signal follows the
DVB-T model with 16QAMmodulation, 8 MHz bandwidth, and CP length of 1/8 times
the useful symbol duration, i.e., 28 ls. The IFFT/FFT length is 2048 for both systems.
The DVB-T and CR systems use 1705 and 1200 active subcarriers, respectively. ITU-R
Vehicular A channel model (about 2.5 ls delay spread) is used for the CR system and
Hilly Terrain channel model (about 18 ls delay spread) for PU transmission. The CR
receiver is assumed to have four antennas, and uncorrelated 1 � 4 SIMO configurations
are used for both the primary signal and the CR signal.

The number of spatial channel realizations simulated in these experiments is 300.
The ratio of CR and PU signal power levels at the CR receiver (referred to as the signal
to interference ratio, SIR) is varied. The lengths of the OFDM symbol frame and silent
gap for interference covariance matrix estimation are also varied (expressed in terms of
CP-OFDM symbol durations). A very basic training symbol scheme is assumed for the
CR: training symbols contain pilots in all active subcarriers and the spacing of training
symbols is 8 OFDM symbols. Frame length is selected in such a way that training
symbols appear as the first and last symbol of each frame, along with other positions.
Channel estimation uses linear interpolation between the training symbols. We have
tested the BS-CR link performance with SIR values of {−10, −20, −30} dB using
silent gap durations of {8, 16, 32} OFDM symbols, and data block lengths of {17, 25,
33, 41} OFDM symbols.
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Figure 2 shows the impact of covariance matrix interpolation on the BS-CR link
performance. Here the data block length and gap duration are fixed to 17 and 16 OFDM
symbols, respectively. This choice provides performance that is no more than 1 dB
from the configuration reaching 1% or 10% BER with lowest SNR, among the tested
configurations with even higher overhead. We can see that covariance interpolation
provides significant improvement of robustness in time-varying channels. Focusing on
the 1–10% BER region, the performance with interpolation at 10 km/h mobility clearly
exceed the performance at 3 km/h without interpolation. However, for the 64QM case
with −30 dB SIR, this is true only for BER of 10% or higher, due to the high error floor

(b)

(a)

Fig. 2. Performance of QPSK and 64QAM BS-CR systems for SIR 2 {−10, −30} dB with or
without covariance matrix interpolation. (a) 0 and 3 km/h CR receiver mobilities. (b) 0 and
10 km/h CR receiver mobilities. Silent gap length of 16 symbols, and OFDM frame length of 17
symbols.
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at very low SIR and high mobility. We can also see that with stationary channel, the
performance is practically independent of the SIR (comparing with [9] the performance
is slightly improved by fine-tuning the used algorithms).

In Fig. 3, the effect of silent gap duration is tested with 16 QAM modulation, SIR
of −20 dB, and data block length of 17. The overhead in data rate is about 58% and
44% for gap lengths of 16 and 8, respectively. The shorter gap length results in about
1.5 dB performance loss in the 1–10% range in stationary case and about 1.8–3.5 dB
loss with 10 km/h mobility, compared to the gap length of 16. With 20 km/h mobility,
the corresponding loss is about 2.2 dB at 10% BER, but longer gap leads to higher
error floor, and the performance with shorter gap becomes better for BER below 3%.

5 Conclusion

The performance of black-space CR transmission links in the presence of strong
interferences and mobility was investigated using spatial covariance interpolation
between silent gaps. The interference rejection capability of IRC using multiple receive
antennas for various modulation orders under varying mobility and channel setups was
studied. It was found that the IRC performs very well in the basic SIMO-type BS-CR
scenario when stationary channel model is applicable, e.g., in fixed wireless broadband
scenarios. However, the scheme is rather sensitive to the fading of the PU channel, e.g.,
due to people moving close to the CR receiver. Due to the strong interference level, the
interference cancellation process is affected by relatively small errors in the covariance
matrix estimate. For covariance estimation, the silent gap length in the order of 16–32
OFDM symbols provides optimum performance with stationary channels, but even
with 3 km/h mobility, the performance degrades greatly when considering SIR levels

Fig. 3. Performance of QPSK and 16QAM BS-CR systems for SIR = −20 dB with covariance
matrix interpolation for CR receiver mobilities of 0, 10 km/h, and 20 km/h. Silent gap length of 8
or 16 symbols and OFDM frame length of 17 symbols.
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below −10 dB. The data block length should be of the same order or less, which leads
to high overhead due to the silent gaps. Covariance interpolation was shown to greatly
improve the robustness with time-varying channels, such that good link performance
can be obtained with up to 20 km/h mobility at 700 MHz carrier frequency. This
indicates that the proposed BS-CR scheme could be feasible at below 6 GHz fre-
quencies with pedestrian mobilities. However, there is a significant tradeoff between
link performance and overhead in data rate due to the silent gaps.

In the basic TV black-space scenario, there is only one strong TV signal present in
the channel, in agreement with our assumption about the primary interference sources.
DVB-T system allows also single-frequency network (SFN) operation and the use of
repeaters to improve local coverage. In both cases, the primary transmissions can be
seen as a single transmission, with a spatial channel that depends on the specific
transmission scenario, and the proposed scheme is still applicable.

The scheme can also be extended to scenarios where multiple CR systems are
operating in the same region. If all CR systems are time-synchronized to the PU and
they are at a relatively small distance from each other, they are also synchronized with
each other, and could be handled by the IRC process as additional interference sources
following the model of Eq. (1).

In future work, it is important to optimize the silent gap and data block lengths
along with the modulation order to maximize throughput with given PU interference
level and mobility. Lower-order modulations are more robust to errors in covariance
estimation, allowing significantly lower gap and training overhead than higher order
modulation. Complexity reduction of the covariance interpolation and IRC process is
also an important topic for further studies. It is also worth to consider adaptation of the
IRC process without silent gaps after the first one required for the initial solution. This
would help to reduce the related overhead in throughput. One possible approach is to
do this in a decision-directed manner: first estimating the covariance matrix in the
presence of the target signal and then cancelling its effect based on detected symbols
and estimated target channel. In future studies, also the effect of antenna correlation
will be taken into consideration.
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Abstract. In this paper, we study the problem of maximizing the sec-
ondary user (SU) throughput under a quality of service (QoS) delay
requirement of the primary user (PU). In addition, we investigate the
impact of having a full-duplex capability at the SU on the network per-
formance, compared to the case of a half-duplex SU. We consider a coop-
erative cognitive radio (CR) network with multipacket reception (MPR)
capabilities at the receiving nodes. In our proposed system, the SU not
only exploits the idle time slots (i.e. when PU is not transmitting) but
also chooses between cooperating or sharing the channel with the PU
probabilistically. We formulate our optimization problem maximizing the
SU throughput under a PU delay constraint; we optimize over the SU
transmission modes’ selection probabilities. The resultant optimization
problem turns out to be a non-convex quadratic constrained quadratic
programming (QCQP) optimization problem, which is, in general, an
NP-hard problem. An efficient approach is devised to solve it and char-
acterize the stability region of the network under a delay constraint on
the PU. Numerical results, surprisingly, reveal that the network perfor-
mance with a full-duplex SU is not always better than that of a half-
duplex SU. In fact, we show that a full-duplex capability at the SU can
adversely affect the stability performance of the network especially if the
channel condition between the SU and the destinations is weaker than
that between the PU and the destinations.

1 Introduction

Cooperative communication techniques have gained a lot of interest over the
years due to the important key role they play in wireless communications [1].
In cooperative communications, intermediate nodes capture the source transmit-
ted packets and contribute via cooperatively relaying them to the destination. In
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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[2], the authors showed that a reasonable enhancement in the stable throughput
region of the network can be achieved as a result of the existence of a cooperative
relay node. On the other hand, cognitive radio (CR) has emerged as a powerful
leading technology in alleviating the scarcity of available spectrum resources,
which are relatively under-utilized. CR achieves efficient utilization of the spec-
trum while maintaining some primary users (PUs) QoS [3]. Recently, researchers
started to integrate cooperative communications into CR networks, e.g., [4], by
allowing the secondary users (SUs) to serve as relays for the PUs. As a result,
the SUs use their available resources to transmit their own data as well as PUs’
packets. It was shown that cooperation could, in general, enhance both the SU
and the PU throughputs.

The authors in [5] and [6] have derived the stability region for a cooperative
CR network consisting of one PU, one SU (with two queues, one for its own data
packets and the other one to relay the PU packets), and a common destination.
The authors in [5] considered a model in which the SU transmits only when the
PU is inactive with firm priority in favor of the PU relaying queue. Assigning
firm priority to the relaying queue can degrade the SU throughput, especially
when the PU average packet delay becomes much smaller than the target delay
constraint. To overcome this problem, the authors in [6] presented a model in
which the SU can serve either its own data queue or the relaying queue according
to some probability assigned to each queue (i.e., the SU randomizes the service
between its own data queue and the relaying queue whenever it has access to
the channel). In [5] and [6], optimizing the SU throughput and the average
packet delay experienced by the PU and SU were studied, respectively, subject
to network stability constraints. It was shown that cooperation is beneficial only
when the channel between the SU and the common destination is better than
that between the PU and the destination (same restriction as in [2]). Recently,
the authors in [7] modified the scheme presented in [6] by allowing the SU to
have an extra queue (battery queue). The authors then derived the stability
region of the network subject to some energy harvesting constraints on the SU.

Another important aspect of our proposed framework is to consider the case
when the SU has a full-duplex capability and characterize its effect on the system
stability region. Most of the previous works on cooperative CR networks have
assumed that the users are all half-duplex; this is because full-duplex communica-
tions were considered infeasible in the past due to the effect of self-interference.
Recently, the authors in [8] presented feasible approaches that can achieve a
drastic self-interference suppression. Using these approaches, the authors in [9]
showed that the existence of a full-duplex relay can enhance the users’ through-
put. In [10], the model presented in [9] was extended assuming a full-duplex SU
that has its own data queue in addition to the relaying queue, unlike [9] where
the relay node is assumed not to have data of its own; the SU throughput was
maximized subject to some stability constraints of the network. Note that the
recent works presented in the context of cooperative CR, e.g., [6,7] and [11]
consider only a half-duplex SU to simplify the analysis for their models.
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Our main contributions in this paper are as follows.

– We propose a delay-aware scheme that enables us to maximize the SU
throughput subject to a QoS delay requirement of the PU. Our optimiza-
tion problem turns out to be a non-convex quadratic constrained quadratic
programming (QCQP) optimization problem which is NP-hard in general. An
efficient approach is proposed to solve our optimization problem to character-
ize the stability region. The importance of our proposed framework arises from
the emergence of numerous real-time applications that should be supported
by cooperative CR networks e.g., video streaming, gaming, and other mul-
timedia applications; these applications demand high throughput with strict
delay requirements. This aspect is mostly neglected in all of the above-cited
cooperative CR works [5–7,9,10], which mainly focused on enhancing cer-
tain performance subject to some network stability and/or energy harvesting
constraints with no delay provisioning.

– We study the impact of having the full-duplex capability at the SU on the
network performance from a queuing-theoretic perspective. The full-duplex
capability enables the SU to decode the PU transmission while simultaneously
transmitting over the channel. We, unexpectedly, show that having a full-
duplex capability at the SU is not always beneficial. It can adversely affect
the stability performance of the network and, in some cases, provide strictly
inferior performance compared to the system with a half-duplex SU.

It is worth mentioning that optimizing network performance under PU delay
constraints have been considered before in [11] for a different cooperation policy
and for a simpler network configuration. More precisely, [11] considered only a
half-duplex SU which simplifies the stability and delay analysis for their network.
Moreover, [11] considered only the case in which the SU accesses the channel
when the PU is sensed to be inactive (similar to [5,6]). This, in effect, reduces
the number of optimization parameters, and hence, simplifies the optimization
problem.

The rest of the paper is organized as follows. The system model is described in
Sect. 2. Section 3 describes our cooperation policy and presents the delay and sta-
bility analysis. The problem formulation and the solution approach are presented
in Sect. 4. The numerical results are presented in Sect. 5. Finally, conclusions are
drawn in Sect. 6.

2 System Model

In this paper, we consider a full-duplex cooperative CR network, shown in Fig. 1,
consisting of one PU (p), one SU (s) and two different destinations (d and d

′
).

The SU is a full-duplex node that can simultaneously receive a packet from
the PU and transmit a packet to d or d

′
. We also assume that the primary

destination (d) has MPR capability, i.e., it can simultaneously decode multiple
packets received from the PU and the SU relaying queue.
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Fig. 1. The system model

Time is divided into slots; each slot has a fixed time duration, and for sim-
plicity of presentation, we assume that every packet transmission takes only one
slot. The SU is assumed to have two infinite queues Qs and Qsp. The queue
Qs is used to store the SU arriving packets, whereas the queue Qsp is used to
store the relayed packets received from the PU. The PU is assumed to have
only one infinite queue Qp used to store its arriving packets. The arrivals at the
PU and the SU are considered to be Bernoulli processes with rates λp and λs,
respectively. The arrival processes at both users are assumed to be independent.

The wireless channel between any two nodes (m,n), where m ∈ {p, s} is
the transmitting node and n ∈ {s, d, d

′} is the receiving node, where m �= n,
is modeled as a stationary Rayleigh flat-fading channel. The channel gain is
denoted by hmn, where E(|hmn|2) = ρ2mn. The channel gains, hmn’s, are assumed
to be constant within any given time slot but vary independently from one time
slot to another. All users (nodes) are exposed to independent complex additive
white Gaussian noise with unit variance and zero mean. The transmitted power
from the PU or the SU is fixed and is denoted by P .

In our proposed scheme, we will have four different cases (modes of operation)
for packet transmissions. The first case is when either the PU or the SU transmits
alone, i.e, the non-transmitting node remains idle. In this case, the probability
of successful decoding is given by:

fmn = P{R < 1
2 log2(1 + P |hmn|2)} = exp

(
−22R − 1

Pρ2mn

)
, (1)

where mn∈{pd, ps, sd
′
, sd} and R is the transmission rate.

The second case is when the SU transmits a packet from Qs simultaneously
with the PU, i.e., each user is causing interference on the other user transmission.
In this case, we let vI

mn denote the probability that node n successfully decodes
the packet transmitted from node m by considering the interference caused by
node I transmission as noise, where (mn, I) ∈ {(pd, s), (sd

′
, p)}.

The third case is when the SU transmits a relayed packet from Qsp simulta-
neously with the PU, i.e., both nodes transmit primary packets to node d. In this
case, the primary destination attempts decoding both transmissions by using its
MPR capability (using successive interference cancellation). The probability of
successful transmission, in this case, is given by
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gI
mn = uI

mn + (1 − uI
mn)vI

mn, (2)

where (mn, I) ∈ {(pd, s), (sd, p)} and uI
mn is the probability that node n suc-

cessfully decodes both packets transmitted from nodes m and I. The derivations
of uI

mn and vI
mn are omitted due to space limitations.

The fourth case occurs when the SU exploits its full-duplex capability, i.e.,
it attempts decoding a primary packet while transmitting either a secondary or
primary packet. Let fdup

sd denote the probability that s decodes a primary packet
from p in the full-duplex mode, and is given by

fdup
ps = P

{
R <

1
2

log2

(
1 +

P |hps|2
1 + Pg

)}
= exp

(
− (22R − 1)(1 + Pg)

Pρ2ps

)
, (3)

where the scalar gain g ∈ [0, 1] represents the effectiveness of self-interference
cancellation [9,12]. For example, if g = 0 then self-interference is perfectly sup-
pressed, and if g = 1 then no self-interference cancellation is considered. The
details of the techniques utilized for self-interference cancellation are beyond
the scope of this paper (the interested reader is referred to [8] and references
therein). Note that to consider the case where the SU is a half-duplex node, we
set fdup

sd = 0 not g = 1. As g = 1 corresponds to the case of full-duplex mode with
no self-interference cancellation which is different from the half-duplex mode.

3 Cooperation Policy and System Analysis

In this section, our proposed cooperation policy is introduced. Then, we pro-
vide our proposed scheme delay and stability analysis. Note that we assume
ACK/NACK packet transmission from s, d

′
, and/or d at the end of each time

slot. These ACK/NACK packets are assumed to be received error-free at all
nodes. For simplicity of presentation, the SU is assumed to be able to perfectly
sense the existence or the absence of the PU. As a result of this sensing process,
the cooperation policy can be split into two cases as follows:

3.1 Qp Has Packets (An Active Primary User; A Busy Time Slot)

In this case, the SU could select one of two access decisions as follows.

– The SU decides to access the channel, causing interference to the PU, by
sending a packet from Qs or Qsp with probabilities pbusy

s or pbusy
sp , respectively

(unlike [5,6,11], where the SU always refrains from accessing the channel upon
detecting a PU transmission). This, in turn, should result in better utilization
of the PU channel. In this case, the SU can still decode the PU packet if d
fails to decode it using its full-duplex capability. Note that, for a half-duplex
SU, the SU will not be able to help the PU in this case.
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– The SU decides to refrain from sending any packets and only listen to the
PU transmission to help to relay it if the primary destination (d) does not
succeed in decoding it. This occurs with probability 1 − pbusy

sp − pbusy
s .

It should be noted that the PU is the owner of the spectrum, therefore, it does
not have to provide any provisions to the SU; the PU just sends the packet on
the top of Qp provided that Qp is nonempty. As a result, three possible scenarios
would emerge:

– If d decodes the received packet successfully, then Qp drops the packet irre-
spective of the decision taken by the SU.

– If the PU packet is decoded successfully by the SU, and at the same time d
could not decode it, then the packet will be dropped from Qp and stored at
Qsp.

– If both s and d were not able to decode the primary packet, then the PU
keeps the packet in Qp to attempt re-sending it in the next time slot.

3.2 Qp Is Empty (An Inactive Primary User; An Idle Time Slot)

In this case, the SU could select one of two access decisions as follows.

– The SU transmits one packet from Qsp with probability pidle
sp . This packet

will be dropped from Qsp if the SU receives an ACK from d.
– The SU transmits one packet from Qs with probability pidle

s = 1− pidle
sp . This

packet will be dropped from Qs if the SU receives an ACK from the secondary
destination (d

′
).

Our model involves interaction among different queues. The stability and
delay analysis of more than two interacting queues is, in general, a complex
problem [13]. As a result, we resort to the dominant system approach to decouple
the interaction among the system queues. This approach was used before in
different contexts, e.g., [14], to derive sufficient stability conditions of a system
of interacting queues. In our dominant system, the SU is assumed to send dummy
packets when it chooses to transmit a packet from an empty queue. This has the
effect of decoupling the interaction between the queues by decoupling the service
rate for any queue from the number of packets in other queues. It is obvious
that dominant system stability implies original system stability (as transmitting
dummy packets can only degrade the system performance). Also, the average
delay experienced by the packets in the dominant system is an upper bound on
that of the original system.

Next, we present the details of the stability analysis of our system followed
by the delay analysis. Loynes’ theorem [15] is applied to examine the stability of
each queue in the system. Loynes’ theorem states that a queue is stable as long
as its average arrival rate is strictly less than its average service rate if both the
arrival and the service processes are stationary. It should be noted that the PU
packets can be served by two queues, Qp and Qsp, and this should be taken into
consideration while calculating the PU delay.
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According to the scenarios illustrated above in Sects. 3.1 and 3.2, the PU
packets’ departure rate from Qp can be expressed as 1

μp = pbusy
s (vs

pd + (1 − vs
pd)f

dup
ps ) + pbusy

sp (gs
pd + (1 − gs

pd)f
dup
ps )

+(1 − pbusy
s − pbusy

sp )(fpd + (1 − fpd)fps). (4)

For Qp to be stable, its arrival rate λp should be less than μp, i.e.,

λp < pbusy
s (vs

pd + (1 − vs
pd)f

dup
ps ) + pbusy

sp (gs
pd + (1 − gs

pd)f
dup
ps )

+(1 − pbusy
s − pbusy

sp )(fpd + (1 − fpd)fps). (5)

For Qsp, the service rate, μsp, can be given as

μsp =
λp

μp
pbusy

sp gp
sd + (1 − λp

μp
)pidle

sp fsd, (6)

where λp

μp
is the probability that Qp is nonempty. Moreover, the arrival rate at

Qsp, λsp, is given by

λsp =
λp

μp
{pbusy

s fdup
ps (1 − vs

pd) + pbusy
sp fdup

ps (1 − gs
pd)

+(1 − pbusy
s − pbusy

sp )fps(1 − fpd)}. (7)

To satisfy the Qsp stability requirement, λsp should be less than μsp, i.e.,

λp <
C

A − B + C
μp, (8)

where A, B, and C are given by

A = {pbusy
s fdup

ps (1 − vs
pd) + pbusy

sp fdup
ps (1 − gs

pd)

+ (1 − pbusy
s − pbusy

sp )fps(1 − fpd)},

B = pbusy
sp gp

sd, C = pidle
sp fsd.

From (5) and (8), it can be easily shown that the PU arrival rate should satisfy
the following condition for the system to be stable.

λp < min{μp, μr}, (9)

where μp is as in (4) and μr is given by

μr =
C

A − B + C
μp. (10)

1 Note that throughout the analysis presented in this paper, we consider a dominant
system in which the SU transmits dummy packets if it selects to transmit from an
empty queue. This has the effect of decoupling the service rates of each queue from
the state of other queues.
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Finally, for Qs, the service rate μs can be shown to be given by

μs =
λp

μp
pbusy

s vp

sd′ +
(

1 − λp

μp

)
(1 − pidle

sp )fsd′ . (11)

To satisfy the Qs stability requirement, the arrival rate λs should be less than
μs, i.e.,

λs <
λp

μp
pbusy

s vp

sd′ +
(

1 − λp

μp

)
(1 − pidle

sp )fsd′ . (12)

This completes our stability region characterization.
If a PU packet is delivered to its destination d via the SU, the packet will

experience two queuing delays; the delay in Qp and the delay in Qsp. As a result,
the average delay experienced by the PU packet can be expressed as follows:

Dp = τTp + (1 − τ)(Tp + Tsp) = Tp + (1 − τ)Tsp, (13)

where the average delays at Qsp and Qs are represented by Tsp and Ts, respec-
tively. And τ is given by

τ =
(1 − pbusy

s − pbusy
sp )fpd + pbusy

s vs
pd + pbusy

sp gs
pd

μp
, (14)

and it represents the possibility that the PU packet is decoded successfully by
d conditioned on that it was dropped from Qp. The queues Qsp and Qs are
discrete time M/M/1 queues with Bernoulli arrival processes and Geometric
service rates. Therefore, by applying Pollaczek-Khinchine [16] and Little’s law,
Tp and Tsp can be expressed as

Tp =
1 − λp

μp − λp
, Tsp =

1 − λsp

μsp − λsp
. (15)

4 Problem Formulation and Solution Approach

In this section, we introduce our optimization problem. Our objective is to max-
imize the SU throughput λs subject to a PU QoS delay requirement. As a result,
our optimization problem can be written, in an epigraph form [17, Chapter 4],
as follows:

max
pbusy
s ,pbusy

sp ,pidle
sp ,λs

λs

subject to λs ≤ μs,
Dp ≤ φ,
0 ≤ pbusy

s + pbusy
sp ≤ 1,

0 ≤ pidle
sp ≤ 1,

pbusy
i ≥ 0 i ∈ {s, sp},

(16)
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where the stability of Qs is guaranteed by the first constraint, while the PU
QoS delay requirement is guaranteed by the second constraint. Introducing a
PU delay constraint is stricter than a PU queue stability constraint and, hence,
implies the stability of the primary queue, i.e., Qp length is guaranteed not to
grow to infinity. Consequently, there is no need for having an extra stability
constraint of Qp.

It should be noted that Dp and μs, given in (13) and (11), are non-convex
functions in the optimization parameters, which renders the overall optimization
problems to be non-convex. Next, we go through a number of steps to solve this
non-convex optimization problem. Note that, due to space limitations, we just
provide a concise description of our proposed approach to solve the above non-
convex optimization problem.

First, it should be noted that if we fix μp (make it constant) then μs from
(11) becomes a linear function of the optimization parameters. Hence, the first
constraint in the optimization problem in (16) becomes convex. Moreover, if we
fix μp then the delay constraint, which is the second constraint in our optimiza-
tion problem, becomes a quadratic function of the optimization parameters in
the form of pT Ap + cT p + d ≤ 0 where p is a vector that contains all the
optimization parameters. Unlike the first constraint, the second one is, unfortu-
nately, non-convex because the matrix A is not a positive semi-definite matrix
as will be explained later. Hence, by fixing μp, we convert the first constraint
to be linear and the second to be non-convex quadratic, while the rest of the
constraints are already linear constraints. This form of optimization problems
is called non-convex QCQP optimization problems. To solve this problem, we
use the feasible point pursuit successive convex approximation (FPP-SCA) algo-
rithm presented in [18], which solves the problem by linearizing the non-convex
parts of the delay constraint. We use it, due to its advantages, illustrated in [18],
over the other methods that can be used to solve QCQP optimization problems.

To find the optimum μp, we iterate over all possible values of μp and for each
value we solve a non-convex QCQP optimization problem. For each value of μp,
we solve for the maximum stable λs given μp. Finally, we find the maximum
value of λs over all feasible μp’s to be our solution. The values of feasible μp’s
range from λp to λm

p , which is the maximum feasible value of λp. The minimum
value of μp is λp to guarantee the stability of the PU queue. The value of λm

p

can be easily calculated by setting pidle
sp = 1 and pbusy

s = 0 in (9) and optimizing
only over pbusy

sp (which can be done easily via one-dimensional numerical search).
Based on the above, and for a given μp, we can easily see from (11) that

the first constraint becomes a linear function in the optimization parameters.
Define a 4-D vector p = [pbusy

s , pbusy
sp , pidle

sp , λs]T ; the second constraint can now
be rewritten as pT Ap+cT p+d ≤ 0 where A, c, and d can be directly obtained
from (6), (7), and (13). It can be readily seen that this constraint is a non-convex
quadratic constraint since A is an indefinite matrix. As mentioned above, we use
FPP-SCA algorithm, presented in [18] which linearizes the non-convex parts of
the constraints as shown next.
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Using eigenvalue decomposition, we can express the matrix A, which is an
indefinite matrix, as A=A++A−, where A+ � 0 and A− � 0. For any z ∈ R4x1,
we have

(p − z)T A−(p − z) ≤ 0, (17)

pT A−p ≤ 2zT A−p − zT A−z. (18)

With the aid of the above inequalities, the quadratic non-convex constraint
(pT Ap + cT p + d ≤ 0) can be replaced by the following convex constraint:

pT A+p + 2zT A−p + cT p + d ≤ zT A−z, (19)

which relaxed the non-convex part of the constraint to a linear one. Now, our
non-convex problem is converted into a convex one. Finally, we rewrite the opti-
mization problem in (16) to that given in Algorithm 1, where x = [0, 0, 0,−1]T ,
b = [1, 1, 0, 0]T and v, u,m, n can be obtained from (4).

Algorithm 1 finds the feasible solution that maximizes the throughput of the
SU under a QoS delay constraint on the PU. Note that a slack variable (s) is
used to ensure the feasibility of the approximated problem, and a penalty (Λ) is
used to guarantee that the slack is mildly used.

Algorithm 1
For μp = λp : δ : λm

p

Initialization: set i = 0 and z0 = 0.
Repeat
1. solve

λs(μp) = min
p

xTp + Λs

s. t. vTα + u = μp,

mTp + n ≤ 0,

pTA+p+2zT
i A−p+cTp+d ≤ zT

i A−zi+s,

0 ≤ bTp ≤ 1,

0 � p � 1,

0 ≤ s.

2. Let p∗
k denote the optimal p obtained at the i-th iteration, and set zi+1 = p∗

i .
3. Set i = i + 1.

until convergence
Return the maximum λs(μp).

To draw the stability region (λp versus λs) with the delay constraint on the
PU, we vary λp from zero to λm

p and obtain the maximum stable throughput
of the SU for each λp using Algorithm 1. Then, we get the convex hull for the
obtained values. Note that we already know that the stable throughput point
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(λp, λs) = (0, fsd′ ) is in the stable region. This point corresponds to the case
when λp = 0, and hence, the SU is free to transmit its own packets in all time
slots achieving its maximum stable throughput fsd′ .

5 Numerical Results

In this section, we illustrate the impact of having a full duplex SU on the stabil-
ity region under a PU delay constraint. We compare the stability region for three
different configurations (a) full-duplex SU with perfect self interference cancel-
lation (g = 0), (b) full-duplex SU with no self interference cancellation (g = 1),
and (c) half-duplex SU such that fdup

ps = 0. This comparison is shown for four
different channel scenarios, i.e., different sets of channel gains variances ρ2pd and
ρ2sd, while fixing the rest of the simulation parameters. The fixed parameters are:
P = 10, R = 1, ρ2p,s = 0.6, ρ2

s,d′ = 0.8, and ρ2
p,d′ = 0.3.

For the first channel scenario, shown in Fig. 2, we choose high channel gains
between p−d and s−d such that ρ2pd = 0.8 and ρ2sd = 0.9. Since there is already
a good channel between the PU and its destination, most of the packets are
successfully transmitted from the PU to d, and hence, the three configurations
achieve almost the same maximum stable λp (relaying will not be that beneficial
in this case). For small λp, the SU does not play an important role in delivering
the PU packets, and hence, all the three configurations have a close performance.
While, for high λp, the SU full-duplex capability helps to have faster delivery
of the PU packets, allowing the SU to exploit more resources to send its own
packets. Thus, as shown in Fig. 2, the stability region achieved by the full-duplex
configuration is larger than that of the half-duplex.

In the second scenario, we choose low channel gain between p−d (ρ2pd = 0.04)
and high channel gain between s − d (ρ2sd = 0.9). In this scenario, the SU plays
an important role acting as a relay to deliver the PU packets because of the bad
p − d channel. It is clear from Fig. 3 that the full-duplex capability significantly
improves the stability region compared to that of the half-duplex. The rationale
behind this observation is that the full-duplex capability allows the SU to capture
more PU packets in the relaying queue to account for the bad p − d channel. In
fact, the SU relaying rate dominates the service rate of the PU. On the other
hand, the half-duplex capability reduces λsp as shown in (7) because the SU has
to listen more to the PU transmissions, as a result of the bad p − d channel,
which reduces the opportunities available for the SU to send its own packets.

In the previous scenarios, we considered a good channel between s and d,
which in turn allows the SU to deliver the relayed packets easily to d. Hence,
the full-duplex capability was always advantageous and it enlarged the stability
region. In the following two scenarios, we consider two other possibilities in which
the SU suffers from bad channel to d.

In the third scenario, we choose high channel gain between p − d (ρ2pd = 0.8)
and low channel gain between s − d (ρ2sd = 0.04). Figure 4 shows that the three
configurations achieve almost the same maximum stable λp because there is
already a good channel between the PU and its destination and most of the
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Fig. 2. High channel gain p-d and high channel gain s-d.
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Fig. 3. Low channel gain p-d and high channel gain s-d.

packets are successfully transmitted from the PU to the destination on the direct
channel. However, none of the three configurations is strictly better over the
whole feasible range of λp. For small λp, the half-duplex configuration provides
the best performance, while for large λp the full-duplex configuration is the best.
The rationale behind this is that for small PU arrival rate λp, Qsp is dominating
the stability conditions; refer to (9). Hence, having only half-duplex capability
reduces the arrival rate of Qsp (7) which, in turn, preserves the stability of Qsp

for a wider range of λp than that for the full-duplex case. As we increase λp, it is
clear that full-duplex is becoming the best configuration. This happens because,
for large λp, Qp is dominating the stability conditions; refer to (9). Consequently,
having the full-duplex capability at the SU increases the service rate of Qp (4)
which, in turn, preserves the stability of Qp for larger values of λp.

In the fourth scenario, we choose low channel gain between p−d (ρ2pd = 0.04)
and low channel gain between s − d (ρ2sd = 0.04). Figure 5 shows that the half-
duplex configuration is strictly better than the full-duplex configuration. For this
scenario, when the SU has a full-duplex capability, most of the PU packets have
to be delivered to the destination through the relying queue Qsp due to the good
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Fig. 4. High channel gain p-d and low channel gain s-d.
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Fig. 5. Low channel gain p-d and low channel gain s-d.

channel condition between p and s and bad channel condition between p and d.
However, the SU cannot relay these packets due to the bad channel condition
s − d causing congestion of the packets at the relaying queue Qsp. On the other
hand, having only half-duplex SU reduces the accumulation of packets at Qsp

by reducing the arrival rate of Qsp which, in turn, enlarges the stability region.
This clearly shows that having a full-duplex capability at the SU is not always
beneficial.

Finally, Fig. 6 compares the performance of our adopted FPP-SCA algorithm,
presented in Algorithm 1, to the exact results obtained from the exhaustive grid-
search based solution. This is performed, without taking the convex hull, for the
case where the channel p − d is low and that between s − d is high. Figure 6
Demonstrates that an almost identical performance is achieved by both for the
entire range of λp. Hence, this shows the efficacy of the adopted FPP-SCA
algorithm.
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Fig. 6. Comparison between our adopted FPP-SCA algorithm and the greedy search
algorithm.

6 Conclusion and Future Work

We have studied cooperative CR networks with the target of maximizing the
SU throughput subject to a PU QoS delay constraint. We have also studied
the impact of having a full-duplex SU on the network performance compared to
having a half-duplex SU. We formulated an optimization problem to maximize
the SU throughput subject to a PU delay constraint, which was shown to be non-
convex. We proposed to solve the problem by iterating over a set of non-convex
QCQP optimization problems and using the FPP-SCA algorithm to solve each
iteration. Unexpectedly, our numerical results have revealed that having a full-
duplex capability at the SU is not always beneficial and it can adversely affect
the stability region of the network in some scenarios. In our future work, we
will consider comparing the performance of our proposed cooperation policy to
that of the other cooperation and no-cooperation policies presented in the same
context. In addition, we will investigate the impact of the SU sensing errors
on our system performance. We will also consider finding the optimal trade-off
between the PU delay and the SU throughput.
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Abstract. In this paper we present the dependency between density of sensor
network and map quality in the Radio Environment Map (REM) concept. The
architecture of REM supporting military communications systems is described.
The map construction techniques based on spatial statistics and transmitter
location determination are presented. The problem of REM quality and relevant
metrics are discussed. The results of field tests for UHF range with different
number of sensors are shown. Exemplary REM maps with different interpolation
algorithms are presented. Finally, the problem of density of sensors network
versus REM map quality is analyzed.

Keywords: Cognitive radio � Radio Environment Map � Spectrum monitoring �
Density of sensor network � Deployment of sensors

1 Introduction

In recent years, in many fields of technology there has been a growing trend towards
creating intelligent solutions that autonomously make decisions about their actions.
This trend can also be noticed in wireless communications. It is worth mentioning here
such solutions as self-organizing networks [1, 2], disruption-tolerant networks [3],
dynamic spectrum management [4, 5] and cognitive radio [6]. In military communi-
cations new technical solutions are adopted with great caution as they are used in very
specific conditions and must be extremely reliable. Military wireless networks must be
immune to deliberate interference and operational even in the case of systematic
destruction of telecommunications infrastructure.

The problem of efficient frequency management in common operations has been
noticed by NATO and, as a consequence, the IST panel has established a working
group whose tasks include among others checking potential benefits resulting from the
implementation of the Radio Environment Map concept.

The aim of the IST-146 RTG-069 group is to work out a concept of REM enabling
their users to obtain the spectrum operational picture and to minimize the level of
interferences between wireless systems of coalition forces. One of the main goals of the
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research group is to define the architecture of the system and to specify interfaces to
other systems in the area of frequency management.

According to the NATO IST RTG-050 plan, REM is also needed to make a
significant step towards a coordinated spectrum management system in NATO [4].

In the paper we discuss the concept of REM and the problem of the number of
sensors from the point of view of tactical operation. We also present exemplary maps
created using different interpolation methods and analyze how the number of sensors
affects the quality of the maps. Additionally we focused on the possibility of local-
ization of the TX antenna in reference to selected interpolation techniques.

The rest of the paper is organized as follows: related works (Sect. 2), map con-
struction techniques (Sect. 3), test scenario and exemplary maps (Sect. 4), analysis of
the results (Sect. 5) and conclusions (Sect. 6).

2 Related Works

In general, REM is considered as a database which maintains comprehensive and up-
to-date information on the radio spectrum. It is assumed that this information is
composed of geographical features, available services, spectral regulations, positions
and activities of radios, policies adopted by the user and/or service providers, and
knowledge from the past [7].

The simplified architecture of REM excerpted from [8, 9] and adapted to military
applications is presented in Fig. 1. REM architecture comprises the following modules:
REM Manager, REM storage and data collection, REM Acquisition, sensors and GUI.
REM Manager processes the data and controls the REM database in terms of mea-
surement configuration, e.g. monitoring subranges, measurement mode (continuous or
on request), active sensors. REM storage and collection module is an interface between
the database, REM acquisition modules and REM Manager. REM acquisition modules
are interfaces to various systems of sensors.

In the literature [11] sensors are generally named MCDs (Measurement Capable
Devices). MCDs are controlled through REM Acquisition modules and monitor
spectrum. In civilian applications the function of MCDs can be performed by various
devices with measurement capability, such as simple mobile phones, smart phones,
notebooks, etc.

When military systems are considered, spectrum measurements can be taken by
dedicated receivers, cognitive radios, Electronic Warfare (EW) systems or Intelligence,
Surveillance, Reconnaissance (ISR) systems [10, 18].

In the literature on the topic the spectrum sampling method for REM has not been
thoroughly researched. Although the process of collecting the results of measurements
to construct REM can be carried out by dedicated sensors with fixed positions and
mobile devices (e.g. cognitive radios), the resources of mobile devices are more limited
since they have to use their battery efficiently [17]. Therefore, the problem how the
density of sensor network affects the quality of the REM must be addressed.
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In [13] the authors performed an experiment in real conditions whose aim was to
determine the position of a transmitter operating at 800 MHz frequency with the
application of the indirect method. The transmitter was placed inside a grid consisting
of 49 nodes in a 7 � 7 arrangement, spaced 5 m apart. The results of measurements
and calculations showed that at least 20 randomly selected sensors are necessary in
order to determine the position of the transmitter with sufficient accuracy. In such a
case the error of determining the position of the transmitter was about 1.5 m. When the
results of measurements from 46 sensors were taken into account, the error of position
determining decreased to about 1 m, which is 20% of the distance between the sensors
in the grid.

In [14] the authors discussed a method of searching for White Spaces in UHF band
(470–900 MHz) which could be used for Cognitive Radio (CR). Some field tests were
performed with 100 measurement units deployed in the area of 5 km2 and distributed in
two ways: regular lattice (Cartesian) and pseudo-random. The authors noticed the
relation between the number of measuring sensors and the required terrain resolution of
the REM map being created and the number of CR users per square km.

In [15] the authors presented three methods of creating REM: path loss based
method, Kriging based method and their own method. To compare the efficiency of the
proposed methods a series of simulations were performed for scenario with: (a) one
transmitting node, (b) 81 sensing nodes and (c) 8 validating nodes which do not overlap
with the 81 sensors. All the nodes were deployed on the area 70 m by 70 m. To assess
the quality of the created REMs the Root Mean Square Error (RMSE) was calculated
for 8 validating nodes.

The accuracy of determining the location of the transmitter in meters was used as a
measure of the quality of REM maps in [16]. The environment considered in the
research work was a simulated urban macro-cell square area of 1 km2. In this area one
transmitter and up to 20 measuring sensors were placed randomly. REM maps were
developed using two indirect methods: one based on received signal strength (RSS) and

Fig. 1. REM architecture to support tactical operation [10]

REMs for Military Cognitive Networks: Density of Sensor Network vs. Map Quality 197



the other one based on received signal strength difference (RSSD). The authors con-
firmed a noticeable improvement in the quality of REM maps when the number of
sensors is increased to 14–20 per km2.

In the literature on the topic both kinds of methods of map creation are analyzed,
that is the direct methods and the indirect methods, but it seems that the indirect
methods prevail. In our paper, however, we deal with the REM maps created with the
use of a few selected direct methods, which are described in the next chapter.

In order to assess the quality of REMs with different numbers of sensors used for
the interpolation in our research work we used data obtained from real field tests and
RMSE as a quality metric, similarly to [15]. The size of the area (approx. 4 km2) was
similar to the one presented in [14]. Although the number of sensors was smaller than
the number typically analysed, it was comparable to [13] and [16].

It is worth noting that our research differs from the research described in the
literature not only in terms of the number of sensors used but also the manner of their
distribution. The reasons for these differences stem from the fact that the scenarios
which we considered reflect networks used during small tactical operations, i.e. dozens
of sensors operating in the area of several square kilometres. In military operations, the
role of sensors is played by cognitive radio stations, and therefore the tactical situation
determines their distribution. The scenarios presented in the literature usually assume
that there are hundreds of sensors spaced quite regularly or arranged in controlled
manner.

3 Map Construction Techniques

In the literature on the topic there is a description of three main categories of the REM
construction techniques, namely direct, indirect and hybrid [11, 12]. Direct methods,
also called spatial statistics based methods, are based on the interpolation of the
measured data, while indirect methods, also known as transmitter location based
methods, apply transmitter location and propagation model to obtain the estimated
value. Hybrid methods combine both manners.

Spatial statistics based methods use measurement data taken at certain locations. In
the case of REM the measurement is done at the location of the sensors. It is under-
standable that placing sensors in all required locations is impractical or simply
impossible. For this reason samples from sensors are used as an input for the estimation
process that can employ different kinds of techniques.

When REM is considered the most promising estimation techniques described in
the literature are as follows: Nearest Neighbor (NN), Inverse Distance Weighting
(IDW) and Kriging.

The Nearest Neighbor method is considered to be one of the simplest methods but it
offers little accuracy. NN uses Thiessen (or Voronoi) polygons, which are defined by
boundaries with equal distances from the points at which measurements were taken.
A specific feature of these polygons is the fact that their boundaries are exactly in the
middle of the distance between neighboring points.

IDW method is based on the assumption that the signal value P1 at a given point
(x1, y1) is much more dependent on the values in the nearest measurement points than
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on samples taken at distant points. To interpolate the signal value the IDW uses
weighting factors wi that are inversely proportional to the distance between the given
point (x1, y1) and the sampling point (xi, yi) and raised to the power p. The power
p determines how the weighting factors decrease with the distance. If the power p value
is set high, the points which are close/nearby have stronger impact. When the power
p value is set at zero, regardless of the distance, the weighting factors remain at the
same level. In the rest of the paper we use the following notation for IDW method:
IDW px where x is the power.

Kriging is one of the geostatic methods of interpolation. Like IDW, Kriging uses
weighting factors but they are determined on the basis of the semivariogram. This
semivariogram is based on the distance between measurement points and the variation
between measurements of signal levels as a function of the distance. Kriging is con-
sidered to be the most accurate, though quite a complex method of interpolation.

In the literature of REM the use of Kriging in combination with another method of
the signal level determining or the modification of Kriging is proposed [19, 20].

A more detailed description of the estimation techniques mentioned above is pre-
sented in [10].

4 Test Scenario and Exemplary Maps

In order to investigate the impact of the number of sensors on the REM quality several
tests were conducted for UHF frequency band. First, measurements were taken in a real
environment with 39 sensors to get input data and then, exemplary maps were created
using different construction techniques, namely Nearest Neighbor, IDW and Kriging.
After that, the analysis of calculated Root Mean Square Error (RMSE) for various
numbers of sensors was made.

To assess the quality of the maps created with the selected interpolation techniques
we analyzed the results for three scenarios with different number of sensors each, see
Table 1. Each of the three scenarios consisted of 2 tests which were performed with
different (random) deployment of sensors. It is worth noting that the sensors were
arranged irregularly due to the fact that the measurements were taken in a real
environment.

Table 1. Scenarios and tests for RMSE analysis

Number of sensors used for interpolation
per number of control sensors

The name of scenario The name of test

13/26 Scenario_13 Test_13a
Test_13b

20/19 Scenario_20 Test_20a
Test_20b

26/13 Scenario_26 Test_26a
Test_26b
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The initial distribution of 39 sensors is shown in Fig. 2. For the interpolation
process the sensors selected in each test were chosen in a random process. For
remaining sensors, in each test, the differences between the measured and the inter-
polated signal level were compared and used for calculating the RMSE. Finally,
average values of the RMSE were calculated for each scenario.

In order to perform measurements in a real environment we established the test bed
composed of a transmitting part and a receiving part.

The transmitting part of the system consisted of a signal generator connected to a
controlling computer, an amplifier and an antenna mounted on the roof of a building at
the height of 8 m.

The receiving part consisted of an antenna installed on a vehicle, a radio receiver
and a computer controlling the receiving operation and recording the results of the
measurements. The antenna was installed at the height of 3 m. The vehicle was moving
within a preliminarily selected area, Fig. 2. The following configuration of the testbed
was used: (1) UHF frequency: 1997 MHz, (2) modulation type: CW, (3) output power:
10 W, (4) measured parameter: avg. RSS, (5) number of averages: 10, (6) antenna type:
omnidirectional.

The measurements were taken in the area of Zegrze lake in Central Poland (the area
of approximately 4 km2 presented in Fig. 2). The test area was diverse in terms of
coverage (partly an open meadow neighboring a forest and partly an urbanized area
with medium-sized and high buildings).

Fig. 2. Deployment of the sensors and position of the TX antenna
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Some exemplary maps for scenario with 26 sensors constructed with four inter-
polation techniques are presented in Fig. 3.

The NN method (Fig. 3a) creates polygons around each sensor. The size and the
shape of the polygons depends on the number and the arrangement of neighboring
sensors. Within each polygon the signal strength takes the value measured by the
sensor. For this reason the signal strength changes suddenly at the edges of polygons,
e.g. between the orange polygon close to the center and the dark blue one to its right.

The IDW method (Fig. 3b and c) generates smoother maps when compared to NN.
However, the bull’s-eye effect occurs and the size of eyes depends on the power p used
in the interpolation process. The estimation of the signal strength is quite accurate if the
power p is set at 3 or higher and the sensors are deployed densely.

When Kriging is applied (Fig. 3d), the signal value changes smoothly within the
whole area. Kriging seems to be a method which is least sensitive to the deployment of
the sensors. Neither bull’s-eye effects nor rapid changes in the signal value are
observed even if the sensors are deployed sparsely or irregularly.

In the presented scenario the position of the TX antenna can be determined with the
accuracy of approximately:

• 350 m for IDW p1,
• 300 m for NN,
• 250 m for IDW p3,
• 150 m for Kriging.

Fig. 3. Exemplarymaps for scenario with 26 sensors constructed with different interpolation tech-
niques (signal value in dBm): (a) NN, (b) IDW p1, (c) IDW p3, (d) Kriging (Color figure online)
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Exemplary maps for IDW p3 interpolation technique for various numbers of sen-
sors are shown in Fig. 4. The lowest signal level is represented by the dark blue color
while the highest level - by the red color. The map presented in Fig. 4a (13 sensors)
seems to be unnatural since there is quite an extensive yellow and green area repre-
senting the medium signal strength, even for those regions that are distant from the TX
antenna. The bull’s-eye effect with the dark blue color is present in a few places only.
The general conclusion is that there are too few sensors and that they are deployed too
sparsely.

The map shown in Fig. 4b was created with the input data from 20 sensors. There is
more of bull’s-eye effect with the dark blue color surrounding the central part of the
map where the source of emission was located. However, there are quite many regions
further away from the TX antenna which are marked with yellow and green color.

The map presented in Fig. 4c (26 sensors) looks more natural when compared to
the maps shown in Fig. 4a and b. Since the sensors are arranged much more densely
the red-orange center of the map is quite regularly enclosed by the dark blue color of
the bull’s-eye effect. Moreover, the increased number of sensors caused better reflec-
tion of the signal level for these areas that are distant from the TX antenna (medium
low signal level imitated by the blue color).

Exemplary maps for Kriging interpolation technique for various density of sensor
network are shown in Fig. 5. The dark blue color represents the lowest signal level
while the red color - the highest. As the number of sensors increases, the map seems to
look more natural, that is the area where the signal level is high (the red-orange color)

Fig. 4. Exemplary maps constructed for IDW p3 interpolation technique and various numbers of
sensors (signal value in dBm): (a) 13 sensors, (b) 20 sensors, (c) 26 sensors (Color figure online)
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becomes smaller, whereas regions around the TX antenna where the signal level is low
become more distinct (marked with the dark blue color). Moreover, if there are more
sensors, the position of the TX antenna can be determined with better precision. This
effect can be easily noticed when the sizes of the red-orange areas in Fig. 5c and a are
compared.

A more detailed analysis of the impact of the density of sensor network on the
quality of maps mentioned above is given in the next section.

5 Analysis of the Results

The RMSEs calculated for Nearest Neighbor, Kriging and IDW methods with power
p from 1 to 6 are shown in Fig. 6.

Figure 6a presents the results for the scenarios with 13 sensors. The differences
between the results for individual tests are quite significant. The comparison shows
that, irrespectively of the interpolation technique, the RMSE values are smaller for
Test_13b than for Test_13a. The RMSE for Test_13a reaches 9.1 dB for IDW p3 and
7.8 dB - for Kriging. The RMSE for Test_13b reaches 10.95 dB for IDW p3 and 9.6 -
for Kriging. The results for NN method are comparable for both tests (RMSE oscillates
around 11.85 dB). When Kriging was applied, the RMSE values were the smallest for
both compared tests.

Fig. 5. Exemplary maps constructed for Kriging interpolation technique with various numbers
of sensors (signal value in dBm): (a) 13 sensors, (b) 20 sensors, (c) 26 sensors (Color figure
online)
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The results for the scenario with 20 sensors are shown in Fig. 6b. Independently of
the applied interpolation technique, the RMSE values are smaller for Test_20a when
compared to Test_20b, except the results for IDW p1, which are in fact the worst case
(RMSE over 10 dB). The RMSE for Test_20a for IDW p3 reaches 8.5 dB and for
Kriging - 6.7 dB, while for Test_20b the RMSE reaches 8.8 dB for IDW p3 and 8 dB
for Kriging. For both compared tests in this scenario: (a) Kriging offers the best results,
(b) RMSE drops as the power p increases for IDW method. The differences between
the results for individual tests are within 1.3 dB.

Figure 6c presents the results for the scenario with 26 sensors. For both tests the
RMSE values are much higher for NN and IDW p1 (between 8.8 dB and 11 dB) than
for other interpolation techniques (RMSE from 6.2 to 7.5 dB). In the case of Test_26b
the smallest RMSE occurs for Kriging (6.25 dB), while in the case of Test_26a the
RMSE reaches the minimum value for IDW p4 (6.3 dB).

The average values of RMSE for each scenario are shown in Fig. 7. The effect of
the drop in the RMSE as the number of sensors increases is clearly visible for IDW
with power p higher than 1 and for Kriging interpolation technique. When IDW p1
method was applied, the benefit of having more sensors in the network was incon-
siderable. If NN method was applied, the smallest RMSE value occurred for the
scenario with 20 sensors. In general, the trend in the changes of RMSE confirms that
placing more sensors in the network makes the quality of REM higher.
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Fig. 6. RMSE (in dB) for selected interpolation techniques: (a) scenario with 13 sensors,
(b) scenario with 20 sensors, (c) scenario with 26 sensors
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6 Conclusions

The quality of maps depends on several factors, among others the density and regu-
larity of deployment of sensors, the distance between sensors, the propagation envi-
ronment and the interpolation technique. In this paper we analyzed the impact of the
number of sensors on the REM quality.

In the literature on the subject mainly scenarios with several hundred measurement
points located in the area of around 5 km2 are studied. In some real applications this
number is much lower, e.g. reaching dozens of sensors in the area of approximately
4 km2. That is why we focused on the scenarios with a small number of sensors that
reflect, for example, a small-scale tactical operation or CR networks operating in
suburban areas.

In our research work we used data from real field tests with 39 sensors deployed
within the area of 4 km2. We analyzed results of the tests with different numbers of
sensors (13, 20 and 26) used for the interpolation process. For each scenario two tests
with various arrangements of sensors were analyzed. To create REM maps the fol-
lowing interpolation techniques were applied: NN, IDW and Kriging. To assess the
quality of maps the calculated RMSE values were compared. In general, the increase in
the number of sensors from 13 to 26 caused a visible improvement in the quality of
REM maps. The average RMSE values dropped from 8.7 dB to 6.3 dB for the Kriging
method and from 10 dB to 6.5 dB for the IDW p3 method.

In the literature on the topic several methods of interpolation are analyzed. Ana-
lyzing our results the smallest RMSE values were noticed for Kriging and IDW with
the power of 3 or 4. For this reason these interpolation techniques should be recom-
mended for REM construction.

6

7

8

9

10

11

12

NN IDW p1 IDW p2 IDW p3 IDW p4 IDW p5 IDW p6 Kriging

Avg_13 Avg_20 Avg_26

Fig. 7. The average RMSE (in dB) for selected interpolation techniques and scenarios with 13,
20 and 26 sensors
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Moreover, we also noticed the influence of the arrangement of sensors on the map
quality, which seems to be important in the case of a network with a relatively small
number of sensors deployed in a varied terrain. This problem is the subject of another
research project conducted by our team.
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Abstract. Channel-charting (CC) is a machine learning technique for
learning a multi-cell radio map, which can be used for cognitive radio-
resource-management (RRM) problems. Each base-station (BS) extracts
features from the channel-state-information samples (CSI) from trans-
missions of user-equipment (UE) at different unknown locations. The
multi-path channel components are estimated and used to construct a
dissimilarity matrix between CSI samples at each BS. A fusion center
combines the dissimilarity matrices of all base-stations, performs dimen-
sional reduction based on manifold learning, constructing a Multipoint-
CC (MPCC). The MPCC is a two dimension map, where the spatial
difference between any pair of UEs closely approximates the distance
between the clustered features. MPCC provides a mapping for any given
trained UE location. To use MPCC for cognitive RRM tasks, CSI mea-
surements for new UEs would be acquired, and these UEs would be
placed on the radio map. Repeating the MPCC procedure for out-of-
sample CSI measurements is computationally expensive. For this, exten-
sions of MPCC to out-of-sample UE CSIs are investigated in this paper,
when Laplacian-Eigenmaps (LE) is used for dimensional reduction. Sim-
ulation results are used to show the merits of the proposed approach.

Keywords: Massive MIMO · Channel charting ·
Laplacian eigenmaps · Out-of-sample mapping

1 Introduction

Massive-multiple-input-multiple-output (mMIMO) technology is a promising
technology for fifth-generation (5G) cellular communications, with the poten-
tial to provide high spectral and power efficiency. In a mMIMO cell, each base-
station (BS) has a large number of antennas, which can provide a simultaneous
use of the resource (e.g., frequency and/or time slots) for multiple user equipment
(UEs) in the cell [3,4,13]. Furthermore, the high spatial resolution exploited by
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the large-scale antenna arrays used at the mMIMO BSs can be used for many
applications, such as UE positioning and environment mapping [7,8,11].

To efficiently mange a mMIMO network, and to perform cognitive networking
tasks, the network states which include the spatial distribution and trajectories of
the UEs, neighborhood relationships among the UEs, and handover boundaries
among neighboring cells need to be estimated. A novel framework called channel
charting (CC) based on the massive amounts of channel-state-information (CSI)
available at the base-stations is proposed for a single cell MIMO system in [12].
CC is based on using unsupervised machine learning techniques to create a radio
map of the cell served by the BS, which preserves the neighborhood relations of
UEs, using features that characterize the large scale fading effects of the channel.
The obtained CC can be used for local radio-resource-management (RRM) in
the cell. However, cell edge UEs may not be accurately located in the chart due
to their low signal-to-noise-ratio (SNR) at the cell edge.

In [5], a multi-point CC (MPCC) framework is proposed to support advanced
multi-cell RRM and to accurately map cell edge UEs. For improved charting
performance, features are extracted and clustered based on advanced signal pro-
cessing and machine learning techniques. Each BS generates it own dissimilarity
matrix between the users it can decode, then the dissimilarity matrices are fused
at a fusion center and then used to construct the MPCC. The trustworthiness
and continuity measures show that the proposed MPCC is capable to preserve
the neighborhood structure between UEs in the network.

To use the MPCC framework for different RRM functionalities, it is impor-
tant to generalize its capability, allowing to incorporate new data to an existing
MPCC and/or to estimate the features related to a location in the chart. As the
CSI of a UE can change rapidly in a small distance, it is important to accurately
estimate the location of an out-of-sample UE location. In this paper, the exten-
sion of MPCC to out-of-sample data points based on Laplacian Eigenmaps (LE)
is considered.

The remainder of this paper is organized as follows. In Sects. 2 and 3, the
system model and the MPCC are introduced, respectively. In Sect. 4, the problem
formulation is presented. Numerical results are presented and discussed in Sect. 5.
Finally, conclusions are drawn in Sect. 6.

2 System Model

The system under consideration is schematically shown in Fig. 1. Each BS b for
b = 1, · · · , B has M antenna elements and each UE k for k = 1, · · · ,K has a
single antenna element. For a mMIMO system, the channel vector of UE k using
a uniform-linear-array (ULA) at BS b for a coherence bandwidth can be modeled
as [5]:

h
(k)
b =

Lk∑

l=1

β
(k)
b (l)ab

(
φ
(k)
b (l)

)
, (1)

where Lk is the number of multi-path components for the wireless channel
between UE k and BS b, φ

(k)
b (l) is the direction of arrival of the lth path and
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β
(k)
b (l) is the gain of the lth path, and ab(·) is BS b steering vector. For ULA,

a(φ) can be modeled as:

a(φ) = [1, eı 2π
λ s sin(φ), · · · , eı 2π

λ (M−1)s sin(φ)]T , (2)

where λ is the carrier wave-length and s is antenna spacing. The covariance
Y

(k)
b ∈ C

M×M of the CSI h
(k)
b used to extract the features becomes

Y
(k)
b = E[h(k)

b h
(k)H
b ] = A

(k)
b S

(k)
b A

(k)H
b , (3)

where E is the expectation operator, A
(k)
b = [a

(
φ
(k)
b (1)

)
, · · · ,a

(
φ
(k)
b (Lk)

)
]

is a matrix of array steering vectors, and S
(k)
b = diag

(
E[|β(k)

b (1)|2], · · · ,

E[|β(k)
b (Lk)|2]) is a diagonal matrix of multi-path power components. Channel

charting is based on the assumption that there is a continuous mapping from
the spatial location p(k) of UE k to the covariance CSI Y

(k)
b given as [5,12]:

Hb : Rd → C
M×M ;Hb(p(k)) = Y

(k)
b , (4)

where d is the spatial dimension.

3 MPCC

Multi-point channel charting extends CC to multiple BSs. A block diagram
representing MPCC is shown in Fig. 2. Using the estimated covariance CSI{{Y

(k)
b }K

k=1

}B

b=1
collected at B BSs form K unknown UE spatial locations

P = {pk}K
k=1, the MPCC finds a low dimension channel chart Z = {zk}K

k=1,
such that:

‖zk − zm‖ ≈ α ‖pk − pm‖ , for k,m ∈ {1, · · · ,K}, (5)

Fig. 1. Multipoint mMIMO system.
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Fig. 2. MPCC block diagram.

where α is a scaling factor. Note that neither the UEs spatial locations P nor
the locations of the BSs are known; the MPCC is computed solely based on the
covariance CSI

{{Y
(k)
b }K

k=1

}B

b=1
.

3.1 Feature Extraction and Dissimilarity Matrix

The feature vector f
(k)
b for UE k at BS b is selected based on the multi-path

components as [5]:

f
(k)
b = [λ(k)

b (1), · · · , λ
(k)
b (Lk), φ(k)

b (1), · · · , φ
(k)
b (Lk)], (6)

where λ
(k)
b (l) = E[|β(k)

b (l)|2]. The multi-path components (power and phase)
{λ

(k)
b (l)}Lk

l=1 and {φ
(k)
b (l)}Lk

l=1 of UE k at BS b are estimated from the covariance
matrix Y

(k)
b using the multiple-signal-classification (MUSIC) algorithm [10]. The

dissimilarity between two UEs (k,m) is based on identifying multi-path compo-
nents in their feature vectors that are similar. For this, the components of feature
vectors are transformed to Cartesian coordinates as [5]:

F{f
(k)
b } = [x(k)

b (1), · · · ,x
(k)
b (Lk)], (7)

where x
(k)
b (l) = [λ(k)

b (l) cos
(
φ
(k)
b (l)

)
, λ

(k)
b (l) sin

(
φ
(k)
b (l)

)
]T .

A 2D non-linear transformation N ν
b : R

2 → R
2 with a set of parameters

ν is hand-crafted based on the statistical and geometrical characteristics of the
multi-path components of all K UEs that a BS is seeing. This function is applied
to the geometrical representations of the multi-path components x

(k)
b (l). The

transformation N ν
b is used in order to make clusters of multipath components

separable.
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To cluster multipath components to clusters deemed to be similar,
the density-based-spatial-clustering-of-applications-with-noise (DBSCAN) algo-
rithm [6] is used to label the multi-path components after applying the trans-
formation N ν

b . This results in a label L(N ν
b (x(k)

b (i))
) ∈ {C1, · · · , CN} for each

multi-path component, where Cn is the label of the nth cluster. The dissim-
ilarity coefficient between a pair of UEs (k,m) then is computed taking into
consideration multi-path components of the UEs that are in the same cluster.
Dissimilarity is computed as:

db(f
(k)
b ,f

(m)
b )

=

{
||x(k)

b (i∗) − x
(m)
b (j∗)||2 if L(N ν

b (x(k)
b (i∗))

)
= L(N ν

b (x(m)
b (j∗))

)
,

||x(k)
b (1) − x

(m)
b (1)||2, otherwise,

(8)

where [i∗, j∗] = argmin
i,j

(
λ
(k)
b (i), λ(m)

b (j)
)
. The dissimilarity matrix Db ∈

R
K×K then has the elements Db(k,m) = db(f

(k)
b ,f

(m)
b ) for k,m = 1, · · · ,K.

The benefits of having multiple spatially distributed BSs can be utilized by
merging the BS-specific dissimilarity matrices {Db}B

b=1 into a global dissimilarity
matrix D, where the (k,m)th element D(k,m) can be computed as:

D(k,m) =
1

∑B
b=1 ωb(k,m)

B∑

b=1

ωb(k,m)Db(k,m), (9)

where ωb(k,m) is a weighting factor computed as ωb(k,m) = min(γ(k)
b , γ

(m)
b )2

and γ
(k)
b is the SNR of the wireless link between UE k and BS b.

4 Out-of-Sample Extension

For a given dissimilarity matrix, different dimension reduction techniques (i.e.,
linear, non-linear, convex and non-convex optimization approaches) have been
proposed in the literature. The performance of a given technique is problem
dependent, as discussed in [9]. The single cell CC problem has been solved using
the principle-component-analysis (PCA), Sammon’s-mapping (SM) and Autoen-
coder reduction techniques in [12], whereas the MPCC is solved using SM, Lapla-
cian Eigenmaps (LE) and t-distributed-stochastic-neighbor-embedding (t-SNE)
in [5]. In this paper, LE is considered, and extended for the out-of-sample MPCC
problem.

LE is a computationally efficient non-linear dimensionality reduction algo-
rithm based on the graph Laplacian, that preserves neighborhood properties and
clustering connections [1]. LE constructs a graph from neighborhood information
of the dissimilarity matrix. The LE problem can be formulated as [1]:

min
X

trace
(
XT LX

)
, (10a)

s.t. XT SX = IK , (10b)
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Algorithm 1. The LE for MPCC.
1: Given: the dissimilarity matrix D.
2: Construct: the adjacency matrix, two approaches can be considered:

– The ε-neighborhood, nodes k and m are connected by an edge if D(k, m) ≤ ε.
– Nodes k and m are connected by an edge if m is among the N nearest neighbors

of k or k is among the N nearest neighbors of m.
3: Choosing: the weight matrix W with [W ]k,m = W (k, m) with two approaches

can be considered:
– Using the heat kernel with temperature T ; if nodes k and m are connected,

W (k, m) = e− D2(n,m)
T , otherwise W (k, m) = 0.

– Simple approach, if nodes k and m are connected, W (k, m) = 1, otherwise
W (k, m) = 0.

4: Compute: the Laplacian Matrix L = S − W , where S is the degree matrix
(diagonal matrix) with S(k, k) =

∑K
i=1 W (k, i),

5: Compute: the eigenvalues λi for i = 0, · · · , K − 1 and eigenvectors vi for i =
0, · · · , K − 1 for the generalized eigenvector problem: Lv = λSv,

6: Order: the eigenvectors v0, v1, · · · , vK−1 according to their eigenvalues, with 0 =
λ0 < λ1 ≤ λ2 ≤ · · · ≤ λK−1.

7: Return: the position of the kth UE on the MPCC as: z(k) = [v1(k), v2(k)] for
d = 2.

where trace is the trace function, IK is the identity matrix of order K, X =
[x(1)T , · · · ,x(K)T ]T represents the optimization variables in a matrix form,
L is the Laplacian matrix and S is the degree matrix as detailed below. The
solution of (10) can be obtained in a closed form as the solution of a generalized
eigenvector problem [1].

The MPCC is obtained by computing the eigenvectors of the LE as described
in Algorithm 1. Since the MPCC is constructed by processing the data of all UEs
from all BSs, it is computationally expensive to repeat the MPCC process if an
out-of-sample data item is available, and needs to be inserted into the chart. If
the original MPCC is based on a sufficient number of samples, it is expected
that the out-of-sample data will not change the MPCC positions.

Here, we address out-of-sample extension of MPCC in this sense, aiming to
estimate the location of the new sample on the MPCC, to be used for RRM
functions, such as hand-over prediction. It is worth mentioning that an out-of-
sample data item needs to be processed using the same non-linear transformation
N ν

b at each BS b for b = 1, · · · , B and then, the cluster labeling based on the
original data has to be applied for each multi-path component.

In [2], a generalized framework for out-of-sample extension is proposed for
several algorithms, providing that these algorithms can be seen as learning eigen-
functions of a data dependent kernel. The out-of-sample mapping can be formu-
lated as an optimization problem, where the objective is to find a normalized
kernel function that minimizes the mean squared-error. The normalized kernel
vector is used as a weight vector to find the out-of-sample mapping. Using this
on MPCC is called E-MPCC. For LE, the normalized kernel functions (weights)
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Algorithm 2. The E-MPCC for UE j, j /∈ {1, · · · ,K}.

1: Given: ν of N ν
b , Ŵ ∈ R

K×K , and the corresponding eigenvectors v̂1, and v̂2 for
d = 2.

2: Estimate: the multi-path components {f
(j)
b }B

b=1 for j /∈ {1, · · · , K}.

3: Compute the dissimilarity coefficient db(f
(j)
b , f

(m)
b ), m = 1, · · · , K of the out-of-

sample UE j for j /∈ {1, · · · , K} at B base-stations.
4: Compute the dissimilarity fusion vector for the out-of-sample UE j.
5: Compute the weight vector Ŵ j = [Ŵ (j, 1), · · · , Ŵ (j, K)].
6: Map the position z(j) on the MPPC using (12).

are computed as [2]:

Ŵ (k, i) =
1
K

W (k, i)√
Ex[W (k, x)]Ey[W (i, y)]

, k, i ∈ {1, · · · ,K}, (11)

where the expectation is taking with respect to the original data set. The E-
MPCC position of an out-of-sample data z(j) for j /∈ {1, · · · ,K} can be com-
puted as:

z(j) =

[
K∑

k=1

Ŵ (j, k)v̂1(k),
K∑

k=1

Ŵ (j, k)v̂2(k)

]
, (12)

where the weight Ŵ (j, i) for j /∈ {1, · · · ,K} is computed based on the dissimi-
larity of the location with respect to the points in the original set, and the eigen-
vectors v̂1 and v̂2 are computed based on the normalized weighting matrix Ŵ .

5 Simulation Results

An urban outdoor multi-cell mmWave scenario is considered as discussed in [5].
The system parameters are shown in Table 1. A ray tracing channel model is used
to generate multi-path channels. We generate K UE locations on the streets of a
Manhattan grid. The CSI of the UEs are estimated at multiple BSs. The number
of nearest neighbors N are selected as 5% of UEs. The number of new samples J
for which out-of-sample extension is applied is 10% of the total number of UEs.

Two scenarios are considered. In Scenario I, the MPCC is generated based
on the channel features of K UE locations, and then J UE locations are removed
randomly. The proposed E-MPCC is used for mapping the J locations to the
chart. In scenario II, J UE locations are selected randomly and the MPCC is
generated based on the channel features of K − J UE locations. The proposed
E-MPCC is used for mapping the J locations to the chart.

An example instance for MPCC/-EMPCC of Scenarios I&II for different
settings is shown in Fig. 3. Clearly, the depicted chart shows that the J out-of-
sample locations are accurately mapped by E-MPCC. For settings 1 (Set. 1),
the parameters are K = 500, J = 100 and B = 4, and for settings 2 (Set. 2),
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Table 1. Simulation parameters [5].

Parameter Value Parameter Value

Carrier frequency 28GHz Bandwidth 256MHz

UE Tx power 23 dBm BS noise power −86 dBm

OFDM subcarriers 256

Table 2. CT and TW performance measures.

MPCC E-MPCC

CT TW CT TW

Settings 1 0.725 0.682 0.7203 0.677

Settings 2 0.755 0.701 0.758 0.701
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Fig. 3. E-MPCC and MPCC for: (a) Scenario I and Set. 1; (b) Scenario II and Set. 1;
(c) Scenario I and Set. 2 (d) Scenario II and Set. 2.
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Fig. 4. The probability of relative-error εr.

the parameters are K = 5000, J = 500 and B = 10. The performance of
the E-MPCC is evaluated using the continuity (CT) and trustworthiness (TW)
measures as shown in Table 2. For a discussion on these measures, see [12]. The
CT and TW measures of the E-MPCC are comparable of the MPCC. The CT
and TW are computed by considering 20 nearest neighbors. For MPCC, all K
UE are used to generate the chart, whereas for E-MPCC, the chart is constructed
by K − J UEs and the E-MPCC is used to position the reaming J UEs.

The probability distribution of the relative-error εr of out-of-sample locations
of E-MPCC is shown in Fig. 4. The probability that εr is less than 7% is 90%.
The small relative error is a promising indicator that E-MPCC can be used for
different RRM functionalities.

6 Conclusion

In this paper, Multipoint Channel Charting based on Laplacian Eigenmap man-
ifold reduction was extended to out-of-sample UE locations. First, a MPCC was
constructed using an original data set of UE CSIs. The multi-path components
of the new CSI sample were estimated at each BS and then processed using the
same non-linear transformation as the original set. The dissimilarity vector of the
out-of-sample UE is used to generate the weighting vector for out-of-sample map-
ping. The resulting E-MPCC algorithm is then used to map out-of-sample UEs
to the MPCC map. The trustworthiness and continuity performance measures
were used to evaluate the E-MPCC, and it was found that out-of-sample exten-
sion works in a reliable manner. The method has wide applicability in cognitive
radio resource management, where predictions of UE connectivity parameters
would be used.

In future work, the out-of-sample extension of MPCC for different dimension
reduction techniques are going to be addressed. Machine learning techniques
based on neural networks can be used to parametrize the MPCC and then used
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for out-of-sample mapping. The efficiency and accuracy of out-of-sample exten-
sions need to be evaluated for different RRM functions such as handover and
identifying cell boundaries.

Acknowledgement. This work was funded in part by the Academy of Finland (grant
319484).
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Abstract. This work introduces a spectrum-agile wideband autonomous
cognitive radio (WACR) that is capable of avoiding interference and jam-
ming signals. Proposed cognitive technique is based on deep reinforcement
learning (DRL) that uses a double deep Q-network (DDQN). Moreover,
it introduces new definitions for the state and the operation parameters
that enable the WACR to collect information about the RF spectrum
of interest in both time and frequency domains. The simulation results
show that the proposed technique can efficiently learn an effective strat-
egy to avoid harmful signals in a wideband partially observable environ-
ment. Furthermore, the experiments on an over-the-air channel inside a
laboratory show that the proposed algorithm can rapidly adapt to sud-
den changes in the surrounding RF environment making it suitable for
real-time applications.

Keywords: Deep Q-network · Deep reinforcement learning ·
Interference avoidance · Wideband autonomous cognitive radios

1 Introduction

With its ability to automatically extract important features from data, deep
learning (DL) has made major breakthroughs in many applications such as com-
puter vision, natural language processing, medical diagnosis, image and speech
recognition [1–3]. In recent years, this has prompted researchers to investigate
application of DL techniques in the wireless communications domain. The RF
spectrum domain, however, has different characteristics compared with other
domains including high data rates, representation of RF waveforms as complex
numbers and time-varying multipath wireless channels. These all make the task
of applying DL in the RF spectrum domain challenging because it requires mod-
ifications to existing DL algorithms or develop new ones. In the coming years,
the DL is expected to play an important role in future wireless communications
networks design including Internet of things (IoT), Unmanned Aerial Vehicles
(UAVs) and the 6th generation (6G) cellular communication systems.
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Recently, the wideband autonomous cognitive radios (WACRs) have been
proposed as an emerging technology to achieve spectrum situational awareness
and signal intelligence [4–6]. With its ability to sense, learn and take decisions,
a WACR may be a good candidate to apply DL techniques and especially deep
reinforcement learning (DRL) to effectively address challenges that may be dif-
ficult to solve with the traditional machine learning techniques. The DRL is
one of the widely used DL techniques in applications that require autonomous
decision-making [7–9]. The DRL explores the advantage of deep neural networks
to improve the training and the learning process of the traditional reinforce-
ment learning making it suitable for systems with a large state-action space
[7,9,10]. Most existing DRL techniques are based on deep Q-network (DQN)
algorithm that extends the Q-leaning by using a convolutional neural network
(CNN) instead of the Q-table to learn an approximate Q-function [7,10].

The DRL has previously been proposed for several applications in cognitive
radio networks (CRNs) including power control, network access and connectivity
preservation [9,11–16]. Another important application is the network security in
which the CR adopts DRL to avoid jamming and other malicious attacks. One
of the first works that uses DQN for the anti-jamming in CRN can be found in
[14]. The system model in [14] assumes one secondary user (SU), one primary
user (PU) and two jammers. The SU adopts a DQN with CNN to learn an
efficient frequency hopping policy and decide whether to leave the area of heavy
jamming and connect to another base station. One of the drawbacks of the
proposed approach in [14] is that the state definition is based on the signal-to-
interference-plus-noise ratio (SINR) estimates of the signals. In practice, SINR
may take arbitrary value and the SINR estimates may not be perfect.

The authors in [15] extend the model in [14] by adding mobility features to
the receiver allowing it to change its location. Using the same state and utility
definitions in [14], the receiver is considered an agent that needs to learn an
optimal policy using the DQN. However, the mobility capabilities may not be
available for the SU and its corresponding receiver in many real-time applica-
tions. In [16], the authors considered the same problem formulation as in [14]
in which the SU attempts to learn an optimal frequency hopping strategy. The
authors in [16] used the spectrum vector as their system state that contains the
received power spectral density (PSD) function at different time instants. This
framework, however, is not applicable for wideband applications where the agent
cannot sense all frequency channels simultaneously.

The goal of this paper is to design a spectrum-agile WACR that is capable of
finding spectrum opportunities in a heterogeneous RF environment contested by
jamming and crowded with interference signals. We propose a cognitive inter-
ference and jamming resilience technique that is suitable for real-time appli-
cations and mitigates limitations in the above mentioned previous work. Our
proposed technique is based on double deep Q-network (DDQN) algorithm [17].
The advantages of the proposed approach can be summarized as follows:
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Fig. 1. System model.

– Ability to work in a partially observable wideband spectrum environment
making it suitable for existing hardware, including the ones with limited
instantaneous bandwidth.

– New simple definitions for the state and operation parameters that can rep-
resent more information about the surrounding RF environment in both time
and frequency domains.

– A fast learning algorithm that can rapidly reconfigure to tackle sudden
changes in the RF environment making it suitable for real-time applications
in heterogeneous environments.

The rest of this paper is organized as follows: the system model is intro-
duced in Sect. 2. Next, the proposed DDQN algorithm is discussed in details in
Sect. 3. The performance evaluation is shown in Sect. 4 including both simulation
and experimental results in an over-the-air channel inside a laboratory. Finally,
Sect. 5 contains the concluding remarks.

2 System Model

Let us consider a WACR that is operating in a heterogeneous RF environment
that includes multiple interference and jamming signals as shown in Fig. 1. The
WACR is considered as the receiver in the communications link of interest, while
the transmitter device may or may not have cognitive capabilities. The objective
of the WACR is to choose a frequency channel with highest SINR for communi-
cations at every time instant. It is assumed that the frequency synchronization
between the receiver and the transmitter is done through a secured common
control channel as shown in Fig. 1. A centralized controller (e.g. a base station)
or frequency rendezvous algorithms could be used as alternatives for the com-
mon control channel to maintain the frequency synchronization between the two
nodes [18,19].
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The RF spectrum of interest is assumed to have N possible channels. At time
t, the WACR chooses an action, denoted by at ∈ {1, · · · , N}, that represents the
index of the channel for communications at time t + 1. The transmitter sends
the signal of interest with a given power Ps. The channel power gain from the
transmitter to the WACR is given by hs. The interference source i and the
jammer j send their signals with given powers PI,i and PJ,j , while their channel
power gains to the WACR are hI,i and hJ,j , respectively. The received SINR of
the WACR at channel n and time t can be expressed as

μt
n =

hsPs

σ2 +
∑

i hI,iPI,i +
∑

j hJ,jPJ,j
, (1)

where σ2 is the receiver noise power, assuming additive white Gaussian noise.
Due to hardware constraints, the WACR may not be able to sense all the

N channels simultaneously. Assume that at any time instant the WACR can
sense only Ns channels, with Ns ≤ N . At time t, the WACR can estimate the
power spectral density ctn for the sensed channel n. The WACR can then identify
the availability of channel by comparing ctn with an appropriate threshold cth
that is designed based on noise floor estimation [4]. Let f(ctn) = 1 denotes
the unavailability of the channel for ctn > cth, otherwise f(ctn) = 0. At any
given time, sensing is assumed to be performed on a different channel than the
one used for communications. Thus, the WACR can sense the surrounding RF
spectrum while maintaining the communications link. The sensing process can
adopt any strategy (e.g. sweeping or random selections) based on the application
of interest. In the following, we will assume that the WACR adheres to sweeping
sensing strategy that sweeps sequentially over the spectrum of interest. Then,
at time t, a sensing matrix W t that stores the sensing results of all channels for
T successive time instants up to time t is defined as follows:

The columns of W t represent the different channels, while the rows represent
the temporal memory depth. For each row, there are Ns values that indicate the
availability of the sensed channels at the corresponding time instant. If Ns �= N ,
remaining entries in each row are filled with zeros. Since the sensing matrix
contains rich information about the RF environment in both frequency and time
domains, it is used as a part of the state. In addition, the state definition also
includes the index of the current channel used for communications in addition
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to an indication whether the communications over this channel is successful or
not.

Let μth denote the required SINR threshold for successful communications.
Then, an indicator function for the communications over channel n at time t can
be defined as follows:

g(μt
n) =

{
1 if μt

n > μth (success)
0 if μt

n ≤ μth (failure)
(2)

The state at time t is then represented by a (T +1)×N matrix as shown below:

where λ > 1 is a weighting factor that may be optimized to achieve efficient
learning. For sufficiently large T , the state may include information about all the
channels of interest, ordered in time. Since there is only two possible values: 0 and
1 (denoting availability and unavailability, respectively), for each channel, the
proposed state definition is less complicated compared with previous definitions
that include SINR estimates as in [14] or received PSD as in [16].

The interference avoidance problem can be modeled as a Markov decision
process (MDP) [20]. By choosing action at at time t, the WACR moves from
its current state St to a new state St+1 and receives a reward. The reward of
choosing channel at for transmission while in state St is defined as the received
SINR value r(St, at) = μt+1

at . Note that, the reward value of state St and action
at is obtained in the next time instant t + 1.

3 Proposed Double Deep Q-Network (DDQN) Algorithm

Reinforcement learning (RL) has shown to be a good candidate for learning
in MDP environments [10]. It is based on delayed-reward principle in which the
agent receives a reward from the environment after executing each action [4]. The
value of the reward indicates how good or bad the action is. The objective of the
agent is then to choose actions that maximize the rewards. In our scenario, the
WACR attempts to learn a channel selection policy that maximizes the received
SINR at each time instant.

The traditional RL approaches such as Q-learning, however, may not be
the best technique in our scenario for several reasons. First, we are dealing
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Fig. 2. CNN network structure of the proposed DDQN-based interference avoidance
technique.

with a two-dimensional state. Second, the number of possible states can become
extremely large even with few channels and a short memory depth. Furthermore,
the rate of convergence of Q-learning may not be sufficient for real-time appli-
cations because it needs long time to explore and gain knowledge of the entire
system. Hence, in this paper we propose using DDQN algorithm, an extension
of the DQN that is developed by Google DeepMind team [17].

The basic idea of the DQN is to combine reinforcement learning with
deep neural networks, more specifically, a CNN [7]. For each time t, the pre-
viously defined state St is used as an input to the proposed CNN. Then,
the CNN attempts to estimate the Q-value Q(St, at) for each possible action
at ∈ {1, · · · , N}. Several tests were performed to determine the best CNN design
and the configuration of each layer to achieve consistently high performance while
keeping the structure as simple as possible. Figure 2 shows the network structure
of the proposed CNN which consists of 2 convolutional layers and 1 fully con-
nected layer. The first convolutional layer (conv1) includes 10 filters with size
1 × 1 and stride 1. The second convolutional layer (conv2) has 20 filters of size
2 × 2 and stride 1. Both convolutional layers use rectified linear unit (ReLU) as
the activation function. The fully connected layer (fc), on the other hand, has
N rectified linear units that are used to output the Q-value estimates for each
possible action. Finally, the WACR decides the action at corresponding to the
maximum Q-value estimate.

For training, the DQN uses experience replay in which we store WACR’s
experiences xt = (St, at, μt+1

at , St+1) at each time t in a data set Dt =
{x1, · · · , xt}. Let θt represents the weights of the proposed Q-network (CNN)
at time t. During learning at time t, we draw an experience xk ∼ U(Dt), where
U denotes the uniform distribution on Dt with 1 ≤ k ≤ t, from the set of the
stored experiences. The network parameters θt are then updated according to a
stochastic gradient descent algorithm using the following loss function [7]:

L(θt) = E(St,at,µt+1
at ,St+1)∼U(D)[(η − Q(St, at; θt)2] (3)

where η is the target optimal Q-value given by

η = μt+1
at + γ max

a′
Q(St+1, a′; θ̂t) (4)
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Algorithm 1. DDQN-aided proposed interference avoidance algorithm with
experience replay
1: Initialize:

Parameters λ, γ, ε, K
The weights θ of the Q-network
The weights θ̂ of the target Q-network

2: for each time t do
3: Observe μt

at−1 , cti, ∀i ∈ Ct

4: Obtain W t and St

5: With probability ε:
Choose at ∈ {1, · · · , N} at random

6: Otherwise:
Obtain Q(St, a′) from the proposed CNN ∀a′

Select at = arg max
a′

Q(St, a′; θt)

7: Use channel at for communications at time t + 1
8: Store new experience xt−1 = (St−1, at−1, μt

at−1 , St) in data set D
9: for k = 1, · · · , K do

10: Select xk = (Sk, ak, μk+1

ak , Sk+1) ∼ U(D)
11: Compute η from (5)
12: Compute the gradient of the loss function (3)
13: Update θt

14: end for
15: Reset θ̂t = θt for every fixed number of iterations.
16: end for

with θ̂t representing the weights of the target Q-network. This process can be
repeated for K times at each time t in which θt is updated according to K
randomly selected experiences.

The max operator in (4) uses the same value Q(St+1, a′; θ̂t) to decide which
action is the best and to evaluate the optimal Q-value which might produce
overestimated values degrading the learning process and the convergence rate [17,
21]. In order to overcome this problem, we use DDQN to decouple the selection
and the evaluation operations. In this case, the original Q-network (with weights
θt) is used for action selection and the target Q-network (with weights θ̂t) is used
to estimate the Q-value associated with the selected action. Thus, the target
value η of (4) can be rewritten as follows:

η = μt+1
at + γ Q(St+1, arg max

a′
Q(St+1, a′; θt); θ̂t) (5)

Algorithm 1 summarizes the proposed DDQN-based interference avoidance
approach. For each time t, the WACR computes the received SINR μt

at−1 on the
current channel at−1. Let Ct represent the set of Ns channel indices that the
WACR is sensing at time t. The WACR identifies the power spectral density cti
at each channel i ∈ Ct and updates the sensing matrix W t. With the knowledge
of at−1, μt

at−1 and W t, the WACR can obtain the current state St. The DDQN
algorithm takes the state St as an input and estimates the Q-values for all
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possible actions. The optimal action at = arg max
a′

Q(St, a′; θt) is chosen with a

high probability 1−ε, and a random action at ∈ {1, · · · , N} is selected uniformly
with low probability ε to avoid staying in a local optima.

4 Performance Evaluation and Experimental Results

4.1 Simulation Results

Simulations have been performed to evaluate the performance of our proposed
interference avoidance technique. The following parameters are used: N = 6,
T = 5, Ns = 2, K = 5, ε = 0.1, γ = 0.4, λ = 10, σ2 = 1, cth = 2, μth = 2
and learning rate of 0.1. With these parameter values, state St at any time t is
a 6 × 6 matrix which is the input to the CNN. Jamming signal j is transmitted
with power PJ,j = 8 mW with a channel power gain to the WACR hJ,j = 0.7.
On the other hand, any interference signal i has a transmit power of PI,i that
can take any value between 3 mW and 6 mW, while the channel power gain to
the WACR hI,i is ranging from 0.4 to 0.9. For each interference source i, the
values of PI,i and hI,i are chosen randomly from the predefined sets. Our signal
of interest is transmitted with power Ps = 5 mW and the channel power gain to
the WACR is hs = 0.8. Hence, the optimal SINR value at any channel is 4 which
corresponds to WACR selecting a channel free of interference and jamming.

As a benchmark, we used DQN, Q-learning and random channel selection
techniques to evaluate our proposed DDQN technique [5]. Similar to the DDQN,
the action and the reward of the DQN and Q-learning at time t are the index
of the channel at ∈ {1, · · · , N} and the received SINR value μt, respectively.
The DQN uses the same state definition St as in the proposed algorithm. The
Q-learning, however, uses a simplified version of the original proposed state that
does not include the sensing matrix W t. Instead, the state of the Q-learning
algorithm at time t is represented by St

Q = [at−1
Q , λg(μt

at−1
Q

)] so that the number

of possible states is 2N . On the other hand, in the random technique, the WACR
randomly chooses a channel for communications.

Three test cases are considered with different interference and jamming signal
scenarios. Table 1 shows the performance comparison with a scenario description
for each test case. Test case 1 represents a simplified scenario in which there are

Table 1. Performance comparison: normalized accumulated reward values after 10,000
iterations.

Test case Scenario Proposed DQN Q-learning Random Optimal

1 2 interference signals 3.73 3.68 3.62 3.02 4

2 3 interference signals 3.65 3.56 3.52 2.57 4

3 3 interference signals
and Markov jammer

3.12 3.07 2.84 2.14 4
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Fig. 3. T = 5: normalized accumulated
reward (SINR) for test case 1.

Fig. 4. T = 5: normalized accumulated
reward (SINR) for test case 2.

only two interference sources that transmit continuously their signals over two
dedicated channels. Figure 3 shows the normalized accumulated reward for this
scenario. Two main observations can be obtained from Fig. 3: (1) The proposed
DDQN technique achieves a higher SINR than DQN, Q-learning and random
techniques. (2) The proposed DDQN technique has a faster convergence than
both the DQN and Q-learning.

In test case 2, an extra interference source is added on a third dedicated
channel besides the two interference sources described above. This source, how-
ever, does not operate continuously. Instead, it switches between ON and OFF
in a random manner. From Fig. 4, we may observe that the proposed DDQN
technique outperforms both Q-learning and random techniques while having a
similar performance to the DQN.

In test case 3, there is a Markov jammer operating besides the 3 interference
signals described in test case 2. The Markov jammer selects a channel to jam
based on a Markov chain as shown in Fig. 5 where ph = 0.8 and pl = 0.2. Figure 6
shows the normalized accumulated reward for this scenario: (a) for 10,000 iter-
ations (b) for 2,000 iterations to have a closer look on the convergence rate.
Again, from Fig. 6, the proposed DDQN technique shows better performance in
terms of SINR and convergence rate compared to those achieved with the DQN
and Q-learning.

Figure 7 shows the normalized accumulated reward for test case 3 for T = 1,
T = 5 and T = 10. Part (a) of the figure shows the full iterations while part
(b) only focuses on the beginning of the iterations to analysis the convergence
rate. Note that, the state matrix dimensions at any time t in the case of T = 1
and T = 10 are 2 × 6 and 11 × 6, respectively. Figure 7 shows that reducing the
temporal memory depth to T = 1 has a negative impact on the performance
especially if the number of sensing channels is less than the total number of
channels (Ns = 2 and N = 6).

On the other hand, both cases of T = 10 and T = 5 converge to the same
accumulated reward value after 10,000 iterations as shown in Fig. 7 (a). This
is because when T = 5, the state includes information about all the channels
arranged in time from the newest to the oldest. Increasing the memory depth to
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Fig. 5. Markov jammer selection strategy for test case 3 with 6 channels.

T = 10, will only add outdated information about the same channels. It does not
seem to provide any significant new information since the most updated infor-
mation about all the channels are already included with T = 5. However, this
outdated information increases the state size that makes the computations more
complex. These results show that choosing a suitable T value can be essential
depending on the values of N and Ns.

4.2 Experimental Results

The experiments are performed inside the Communications and Information
Sciences Laboratory (CISL) in the ECE Department at the University of New
Mexico. The experiment setup consists of a USRP 2943R from National Instru-
ments that is used as the WACR. The proposed cognitive interference-avoidance
technique is implemented in LabVIEW on a DELL PRECISION TOWER 5810
PC with a built-in MATLAB interface to run the deep learning algorithm. The
USRP interacts with the LabVIEW through a high speed PCIe connection.

The spectrum of interest is 240 MHz from 1.92 GHz to 2.16 GHz which is
divided into 10 channels with 24 MHz each. The parameters used in the proposed
DDQN are as follows: N = 10, Ns = 1, T = 7, K = 5, ε = 0.1, γ = 0.4
and λ = 10. From spectrum observation, the noise floor threshold is set to
−95 dBm. Any channel other than the one used by the WACR with received
power above this threshold is considered unavailable. The USRP uses an IQ rate
of 24Msamples/sec, acquisition time of 0.16ms and RX gain = 20 dB. Figure 8
shows the whole spectrum of interest as observed on the KEYSIGHT N9952A
spectrum analyzer. It is clear from Fig. 8 that all but channel 5, 6 and 7 are
occupied with different signals. Hence, if the proposed cognitive interference-
avoidance algorithm works properly, the WACR has to choose a channel from
these three channels.

The experiment consists of two stages. In the first stage we evaluate our
proposed algorithm in the spectrum described above. We ran this stage for 300
iterations, in which each iteration represents a single sensing duration. The total
time for this stage is about 489 s. The WACR adopts a random sensing strategy



228 M. A. Aref and S. K. Jayaweera

Fig. 6. T = 5: normalized accumulated
reward (SINR) for test case 3.

Fig. 7. Normalized accumulated
reward (SINR) for test case 3 for
different temporal memory depth
values using the proposed algorithm.

in which it randomly selects a channel to sense for each iteration. Figure 9 shows
the number of times that the WACR was able to avoid channels with interference
as a percentage of the total number of iterations. Figure 10 shows whether the
actions selected by the WACR correspond to a channel free of interference or
not. From the figures, we can notice that the proposed DDQN algorithm was
able to learn an optimal policy after a few number of iterations (approx. 40
iterations). In this experiment the WACR learned to operate in channel 6 which
is free of interference.

An interesting question is how the WACR will react to sudden changes in
the RF environment. A good learning algorithm should make the WACR adjust
to this new condition rapidly. Thus, in the second stage of our experiment we
generated an interference signal in channel 6 starting at the 301st iteration. It
can be observed from Fig. 10 that proposed DDQN algorithm reacts very fast
and switch to a new interference-free location (channel 5).
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Fig. 8. Power spectrum and its corresponding spectrogram for start freq. = 1.92 GHz
and stop freq. = 2.16 GHz.

Fig. 9. The percentage of selecting interference-free channels.

Fig. 10. Probability of selecting an interference-free channel for each iteration

5 Conclusion

In this paper, we have studied cognitive interference avoidance through spectrum
agility. The proposed technique is based on DDQN algorithm with CNN. The
WACR uses two separate channels for sensing and communications. The sensing
operation is used to create the sensing matrix that includes information about
the availability of different channels of interest. The sensing matrix along with
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the chosen communications channel and an indication of the success/failure of
the communications over this channel form the state of the DDQN. The proposed
technique was evaluated through various test cases that include multiple inter-
ference and jamming signals. Both simulation and experimental results showed
that the proposed algorithm is suitable for real-time applications and can oper-
ate over wideband spectrum. Furthermore, the proposed technique was shown
to rapidly adapt to sudden changes in the surrounding RF environment.
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Abstract. Localization techniques are going to be a significant part of
5G networks, not only for user-plane services (e.g., navigation) but they
can also be used to improve network performance using Radio Environ-
ment Maps (REMs). The REM’s operation requires an accurate local-
ization technique that can work in adequate (radio) environments with
high reliability. This paper firstly, provides comprehensive overview of the
existing localization techniques that can be used in 5G systems focusing
on cellular network-based solutions and advancement in satellite-based
localization. Secondly, these techniques are analysed and assessed against
the requirements stated for 5G REM systems.

Keywords: 5G · Localization · Radio Environment Maps

1 Introduction

The 5G networks will have to support many new, challenging use-cases [12].
These can vary from high throughput Enhanced Mobile Broadband (eMBB)
service, through Ultra Reliable Low Latency Communications (URLLC) up to
Massive Machine Type Communications (mMTC). The network has to be fully
adaptive to support either high spectral efficiency (for eMBB), high reliability
(for URLLC) or massive connectivity and high energy efficiency (for mMTC).
In order to meet these requirements various radio access technologies are to be
utilized, e.g., Non-Orthogonal Multiple Access (NOMA), Massive MIMO (M-
MIMO) or transmission in mm-waves. However, as in all previous generation,
5G requires significant amount of spectrum to be used for transmission. The elec-
tromagnetic spectrum is scarce, therefore, the promising solution is to increase
spectrum utilization by Dynamic Spectrum Access (DSA) [7]. An efficient archi-
tecture for DSA utilizes location-based database, e.g., Radio Environment Map
(REM) [16]. Such a database can be used not only to support dynamic spec-
trum licenses assignment in various scenarios (e.g., Vehicle-to-Vehicle commu-
nications [18]) but also other advanced control mechanisms in a network, e.g.,
interference management [8]. However, efficient operation of REM requires the
obtained/controlled data to be tagged with accurate localization.
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The demand on localization of a user terminal in cellular networks began
with definition of enhanced 911 (E911) location requirements for emergency
calls by Federal Communications Commission (FCC) of United States (U.S.) in
1990’s. In the cellular networks, from 2G to 4G, localization was used at the
beginning to fulfill these FCC emergency calls requirements, and later also in
some location-based services like e.g. navigation, mapping and geo-marketing
[15]. In 5G, utilizing DSA and REM, the reliability, accuracy and low energy
consumption of localization techniques plays a key role.

The aim of this paper is to overview localization techniques currently avail-
able for user devices and those to be available in the near future, for the REM-
based DSA applications. The presented methods are compared taking their accu-
racy into account, their implementation requirements as well as the robustness
in both indoor and outdoor conditions, to choose proper positioning technique
to specified environment conditions.

The paper is organized as follows: in Sect. 2, the basics of the localization
techniques are introduced. In Sect. 3, their utilization in the contemporary sys-
tems is presented, with the main focus on Global Navigation Satellite System
(GNSS) and LTE networks. In Sect. 4, the presented methods are compared,
and their usefulness for 5G REM is discussed. The conclusions are formulated
in Sect. 5.

2 Localization Techniques Overview

This section describes the main positioning approaches, that are utilized to
implement various localization systems, i.e., cellular, satellite and the other ones
described in Sect. 3 in detail. The first reasonable classification can be done as
proposed in [15] by splitting positioning techniques into two groups:

– Mobile-based , where the responsibility of calculating position lays on the side
of a user device, with the use of its own measurements and network (which
may, but does not have to be cellular) assistance data.

– Network-based , where, in opposite to the Mobile-based approach, a user device
sends its measurements to the network location server which computes the
final position.

Regarding specific techniques used for the localization purpose there are four
basic ones. They are presented below, as concepts; their implementations and
accuracy in existing systems are discussed in the following section.

2.1 Trilateration

The user position is obtained on the basis of measured distances to the reference
stations of known locations [10]. Due to fact that radio wave has the known
value of the propagation speed, the simplest idea is to measure the time of the
radio wave travel from the reference station to the user receiver, and to compute
the distance (this concept is system based, and it is called the Time of Arrival
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(TOA) method [10]). The user position is where the circles, indicating distances
of a user from the reference (base) stations, intersect (see Fig. 1). To obtain the
2D position, at least three user-to-reference station distances are required. In
the mathematical form, the trilateration may be expressed as solving the set of
Eq. (1) for k = 1, . . . , K (where K is the reference-stations number):

rk =
√

(x − xk)2 + (y − yk)2, (1)

where rk is the distance between the user and the k-th reference station, x, y
are the 2-D user position coordinates and xk, yk are the k-th reference station
coordinates. In [10], the authors also mention the position calculation based on
the difference in TOA (TDOA). There, two pairs of measurements are necessary
for obtaining the 2-D position. In [15], the received signal strength (RSS) is
considered as the third option that requires at least three measurements for 2-D
positioning as in TOA.

Fig. 1. The concept of the trilateration positioning technique.

The time-based positioning requires precise time interval measurements, i.e.,
to achieve centimeter- accuracy level, the time-errors must be of the order of 1ns
[5]. The receiver and the reference stations clocks synchronization is crucial to
achieve this requirement. In [5], it is noticed that a user receiver has an internal
clock with much worse accuracy than that of a reference station. One additional
measurement is necessary to provide the estimation of the receiver clock offset,
however the reference station transmitters still must be synchronized [10].

2.2 Triangulation

In the triangulation method, the user position is obtained on the basis of angles
measured between the user device and at least two reference stations of known
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position (for 2-D positioning), however, performing more then two measurements
can improve accuracy. This type of measurement is called the Angle of Arrival
(AoA). The user position is defined where the directions of the received signals
(AoAs) intersect, as it is shown in Fig. 2.

Fig. 2. The concept of triangulation positioning technique.

In the mathematical form, the triangulation method for obtaining the 2D
user’s position may be expressed as solving set of linear equations:

y − yk = tan αk · (x − xk), for k = 1, . . . , K (2)

where x and y are the user coordinates, xi and yi are the ith reference station
coordinates, and αi is AoA measured between the user position and the ith
reference station.

The triangulation technique does not require time synchronization, but it
depends on the quality of the AoA measurements. The authors of [20] claim
that the AoA measurement error is proportional to the inverse number of the
antenna array elements.

2.3 Proximity

Proximity method is probably the simplest positioning method, where the user
position is approximated by the closest reference station position (see Fig. 3).
For example, the cell-ID of a connected cell can be used to approximately locate
the user-equipment (UE) [15].

Fig. 3. The concept of the proximity positioning technique.
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2.4 Radio Frequency Pattern Matching

Radio Frequency Pattern Matching (RFPM), also called fingerprinting, is based
on the comparison between the measured value (for example RSS or the prop-
agation time delay [15]) with the value stored in a database. The fingerprint
is typically a geographic position associated with the signal measurement. The
user position is obtained as coordinates of best matched fingerprint in database
[15], as illustrated in Fig. 4.

Fig. 4. The concept of RFPM positioning technique.

The fingerprinting position estimation process is divided into three steps [13]:

– Database Building Phase; In this step the database of fingerprints is created
on the basis of performed measurements in the reference points of known
locations.

– Acquisition Phase; In this phase, the user device is performing the same
measurements as in the previous step, but in unknown location.

– Matching Phase; In this final step, the values measured by a user are com-
pared (with the use of predefined matching rule) with the ones stored in
database. The user position is claimed to be the position of the best match-
ing fingerprint from database.

The position accuracy in fingerprinting is highly related to the quality of
location-depend measurements, calibration of the database and the density of
the measurement grid [15].

3 Contemporary Positioning Systems

In this section, utilization of the presented positioning methods in the existing
systems is discussed. Implementation of REM databases requires robust position-
ing techniques with predictable and well tested accuracy. Thus, the main focus
is on the practical positioning systems, i.e., the Global Navigation Satellite Sys-
tem and on the solutions described in [2] for LTE networks. Then, some other
independent positioning systems and expected 5G improvements are mentioned.
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3.1 Global Navigation Satellite System (GNSS)

GNSS allows users to estimate their position on the basis of signals received from
satellites orbiting the Earth. Position calculations are based on TOA trilatera-
tion method [10]. Each satellite broadcasts the information about ephemerids
(the detailed orbit parameters used to compute its position), almanac (basic
ephemerids for the whole constellation) and clock corrections [10]. Signal trans-
mitted by satellites is code-modulated, and can be expressed as [10]:

s(t) =
√

2PD(t)c(t)cos(2πft + φ), (3)

where
√

2P is the signal amplitude, D(t) is the navigation data signal, c(t) is
the spread spectrum code, f is the carrier frequency, and φ is the phase [10]. All
satellites internal clocks are synchronized thanks to the use of the atomic clocks.
The receiver, on the basis of the received ephemerids and the TOA measure-
ments, estimates its position. Due to the receiver’s clock uncertainty, additional
measurement is necessary to estimate the clock offset. To obtain the 3D position,
at least four satellites must be visible, more satellites can improve accuracy [10].

Currently available GNSS systems are, e.g., GPS (USA), Galileo (EU),
GLONASS (Russia), BeiDou(China). However, GPS is the most popular.

GNSS Range Measurements. There are two types of measurements, that
allow to estimate the receiver-to-satellite distance. The first approach is to track
the pseudo-random code transmitted by the desired satellite, the second one to
obtain the range on the base of the carrier phase measurements.

Code Phase Measurements. In this approach, the distance between the user
and the ith satellite is computed on the basis of aligning the spreading code
replica with the one received from satellite. The distance estimate suffers from
some errors, and that is why it is called pseudorange. The error sources with the
biggest impact on measurements are: both satellite and receiver clock biases, the
ionosphere and troposphere propagation delays and the multipath fading [10].

Code phase measurements are common in “mass market” receivers, e.g.,
in smart-phones. The accuracy achieved with this method in stand-alone GPS
receivers is about 10 m for 95% of cases [10].

Carrier Phase Measurements. In this approach, the pseudorange is obtained as
the number of carrier signal wavelengths between the satellite and the receiver
[10]. The measured value is the phase offset between the carrier replica and the
one received from the satellite. Under the assumption of ideally synchronized
clocks and no other errors, this phase offset is expressed (in cycles) as [10]

: φ(t) = φu(t) − φs(t − τ) + N, (4)

where φu(t) is the carrier-phase replica, φs(t − τ) is the phase of the signal
from the satellite received at time t, τ is the propagation time, and N is called
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integer ambiguity. (It’s estimation, namely, the integer ambiguity resolution, is
the most complex part of the carrier phase measurements, but when done it
allows to achieve cm-level accuracy positioning [10]).

Apart from the integer ambiguity carrier, the phase measurements are
affected by the same errors as the code phase measurements (clock biases, propa-
gation delays and multipath fading), although they can be eliminated by double
difference measurements discussed later.

The carrier Phase measurement is much more accurate, but it also
requires more complex computations than the code phase estimation method.
Centimeter-accurate GNSS positioning with phase carrier measurements is com-
mon in geodesy, agriculture and surveying. In mass market, the receivers’ main
problem is in low-quality antennas causing not high enough multipath-fading
effect suppression and long time correlations in phase errors, resulting in long
(tens of seconds) initialization time (time to ambiguity resolution- TAR) [17].

GNSS Improvements. As the basic GNSS positioning technique for stand-
alone receiver is utilizing code phase measurements, let us discuss how to improve
GNSS accuracy, and how to take advantage of the carrier phase measurements
with Real Time Kinematic approach. In Table 1, requirements of the presented
GNSS improvements are compared.

The Dual-Frequency GNSS comes as the improvement for a stand-alone GPS
receiver. All GPS satellites broadcast L1 civil signal at frequency 1575,42 MHz
with the chip rate of 1.023 Mcps. The newer ones provide also the L5 signal [10]
broadcast at 1176.45 MHz frequency and higher chipping rate of 10.23 Mcps [11].
Thanks to that L5 suffer less from the multipath reflections than L1. When com-
bining these two signals in the receiver, it is possible to eliminate the ionospheric
error [10]. With dual frequency receiver, about 30 cm accuracy is expected to be
provided [11]. Moreover, the Broadcom company released BCM47755 chip, as
the first mass-market chip which uses both L1 and L5 signals. The first smart
phones equipped with that chip have been expected to appear in the end of 2018
[11]. Currently, the only phone with GPS dual frequency receiver identified by
us is Xiaomi Mi 8, however no reliable localization tests results could be found.

Differential-GNSS. In Differential-GNSS (DGNSS), measurements are per-
formed using code phase approach, but the idea of reducing errors is based
on the fact that ionosphere, troposphere, ephemerids and satellite clock errors
are correlated in time and space [10]. A reference receiver with known location
is used which compares the position obtained on the basis of satellites’ signals
measurements with the known true location, and computes pseudorange correc-
tions that are then send to a user (called rover) by the side link. The differential
approach provides accuracy up to 1 m [10].

Real-Time Kinematics. Real Time Kinematics (RTK) is based on relative posi-
tioning [10]. Similarly to DGNSS, the reference station with known coordinates
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is required, but it sends (to a rover) its raw measurements instead of the com-
puted corrections. RTK also takes advantage of the carrier-phase measurements
instead of the code-phase. To eliminate clock biases and atmospheric delays,
position (relative to that of the reference station) estimation is performed on
the basis of the double difference.

To obtain one double difference measurement, carrier-phase in both the refer-
ence station and in the rover must be measured using the same pair of satellites.
The measurement result of the rover is subtracted from the reference station
measurement result using the same satellite signals (resulting in a single differ-
ence). The same happens with measurements based on another satellite signal.
Finally, the mentioned single differences are subtracted resulting in the double
difference [10]. As the satellites’ and the receivers’ clocks biases are the same,
they cancel out in the equation. The same happens to the atmospheric delays,
when the distance between rover and reference station is small enough (lower
then 5 km [17]). The main component of the remaining error is multipath fading.

Table 1. Measurements requirements for GNSS variants.

Code phase Carrier phase Reference
station

Dual frequency
chip

stand alone ✓ ✗ ✗ ✗

single frequency

stand alone ✓ ✗ ✗ ✓

dual frequency

DGNSS ✓ ✗ ✓ ✗

RTK ✗ ✓ ✓ ✗

3.2 LTE Positioning Techniques

The LTE standard utilizes some of the above mentioned methods [2]. An
overview of the most important ones is presented below [3].

Observed Time Difference of Arrival (OTDoA). OTDoA uses trilatera-
tion. Measurements are performed with the use of special positioning reference
signal (PRS), defined by a pseudo-random QPSK sequence mapped to resource
elements and bandwidth (the number of resource blocks), time offset, duration
in subframes and its periodicity [3]. PRS is transmitted by each eNB. To obtain
the position, at least four pairs of time differences must be measured. In this
method, the obtained OTDoA values are send to the location server (E-SMLC)
which computes the final position and sends it back to UE [10]. It may be reason-
able to use OTDoA in dense urban and indoor environments where not enough
GNSS satellites are visible. In [15], the accuracy of this method is claimed to be
< 50 m for 67% of cases.
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Enhancement Cell-ID (E-CID). E-CID is based on the proximity method
and network-based approach [3], where initial UE coordinates are assumed to be
coordinates of its serving base station. To improve the accuracy, several param-
eters specified in [2] may be requested from UE or eNB by E-SMLC. They are
presented in Table 2.

Table 2. Information that may be transferred from eNB/UE to the E-SMLC. [2]

Information
Timing Advance (TADV )
Angle of Arrival (AoA)
E-UTRA Measurement Results List:
- Evolved Cell Global Identifier (ECGI)/Physical Cell ID
- Reference signal received power (RSRP)
- Reference Signal Received Quality (RSRQ)
GERAN Measurement Results List:
- Base Station Identity Code (BSIC)
- ARFCN of Base Station Control Channel (BCCH)
- Received Signal Strength Indicator (RSSI)
UTRA Measurement Results List:
- UTRAN Physical ID
- Common Pilot Channel Received Signal Code Power (RSCP)
- Common Pilot Channel Ec/Io
WLAN Measurement Results List:
- WLAN Received Signal Strength Indicator (RSSI)
- SSID
- BSSID
- HESSID
- Operating Class
- Country Code
- WLAN Channel(s)
- WLAN Band

In [3], three scenarios of additional measurements are mentioned: measuring
the distance to serving base station (on the basis of timing advance), measuring
the distance to three base stations (trilateration) and measuring AoA (trian-
gulation) from at least two base stations (requires large antenna arrays to be
accurate [3]). In [15], the E-CID method achieves horizontal accuracy of 50 m.

Radio Frequency Pattern Matching. Although RFPM is not explicitly defined in
[2], it is proposed in [1] to be implemented in the existing E-CID infrastructure
with the use of timing advance and RSRP measurements already available in
E-SMLC. The results provided in [1] show the accuracy up to 85 m in 67 %
cases, in urban conditions using the reference signal of 10 MHz bandwidth. In
[19], the use of RSRP combined with WLAN RSSI measurements for creating
the location database gave the accuracy of 13 m in 67% of cases in the outdoor
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environment and 10-by-10 m measurement grid, however, it decreased to 22 m
with the use of larger 40-by-40 m grid. In [15] WLAN supported fingerprinting
methods are found to be promising for indoor localization.

Assisted GNSS. The idea of supporting UE embedded GNSS receiver by
distributing the assistance data through cellular network, is implemented in sys-
tems from GSM through UMTS and LTE. The main target of this method is to
improve robustness of UE receiver positioning in urban conditions and shorten
the start-up time [10]. It is reasonable to split the assistance data into the data
assisting measurements e.g., visible satellite list or code phase search window and
the data assisting position calculation like: reference time, satellite ephemeris [3].
According to [10], in a stand alone GPS receiver, it takes 30 s to receive satellite
ephemeris and up to 12.5 min. to receive almanac containing information about
the whole constellation. The accuracy of AGNSS localization equals about 10 m
[15]. However, its quality depends on the implementation used by a given net-
work operator.

RTK Support. As can be seen in [2], currently (up to LTE rel. 15) DGNSS
corrections are already available. Interestingly, rel. 15 introduced new types of
the assistance data in LTE Positioning Protocol (LPP) with the main purpose to
support high accuracy (HA) GNSS, i.e., mentioned RTK [17]. As RTK requires
continuous carrier phase tracking, in [2], it is proposed to apply LPP Periodic
Assistance Data Transfer procedure for measurements transmission between UE
and E-SMLC. UE GNSS receivers do not support carrier phase measurements
yet, but [17] shows that it is possible, and including RTK assistance in LTE rel
15. should be commonly available in a near future.

3.3 Other Positioning Systems

Apart from mentioned cellular and satellite systems, there are several other
methods, suitable mostly for indoor environment. One of them is trilateration
used in IEEE 802.15.4a ultra wide band (UWB) system [9]. Large bandwidth
(> 500 MHz) results in accurate TOA measurements, and easy multipath com-
ponents estimation. In [6], UWB is expected to provide the accuracy below 1 m
for at least 90% of cases. So far, it is common in public or enterprise domains
using WLAN 802.11 standard, that the use of RSS measurements give position-
ing accuracy from 3 to 30 m [9]. WLAN and UWB are only mentioned examples,
other ideas are based on utilizing Bluetooth, barometer or augmenting existing
methods with various sensors’ or cameras’ data [20].

3.4 5G Expected Improvements

Although 5G positioning protocol is not fully defined yet, some of the expected
improvements of the basic concepts can be discussed. Requirements for posi-
tioning in 5G systems expect accuracy up to 10 cm [15]. The way to fulfil them
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is to take advantage of 5G features like: high carrier frequencies, larger band-
width, MIMO and high density networks [20]. Higher carrier frequencies (near
30 GHz and more) result in the possibility of utilizing larger bandwidth (hun-
dreds of megahertz), what causes improvement in trilateration based methods
(TOA, TDOA, OTDoA). In [14], below 20 cm accuracy was achieved for 100 MHz
bandwidth. By using MIMO systems AoA estimation may be much improved.
In [5], a single-anchor (with only one reference station) method is mentioned as
the benefit from 5G system features. Apart from cellular methods, high accuracy
GNSS (e.g. RTK) is also taken into account in [15].

4 Localization Techniques for 5G REM

The existing positioning techniques have been presented above with the main
focus on LTE and GNSS systems, as they are well described, and researched
solutions available. Below, in this section, their utilization for radio-network
efficiency-improving REMs in various environment conditions and applications
is considered by analysis of their accuracy (in Table 3) and other features (in
Table 4).

The REM may be utilized on various network levels for different purposes,
e.g., global REM for Quality of Service (QoS) or Quality of Experience (QoE)
management or local REM for distribution of available radio resources. Data
stored in REM may be used for several purposes: DSA, traffic steering or massive
MIMO (M-MIMO) transmission optimization. In all mentioned cases UE is the
unit obtaining it’s position. There are different requirements on accuracy and
update rate of localization service for different REM levels (associated with the
OSI layers) and applications. The higher the level of REM, the lower the update
rate and required accuracy [4]. The key feature of localization for REM in all
cases is robustness. Without accurate enough localization data, the network
performance will be decreased, and in the worst case, may lead to disconnection
of UE from the network.

For global-level REM with QoS and QoE data, focused on large scale traffic
analysis, high accuracy is not necessary. Stand alone GNSS should be enough.
When not enough satellites are visible (e.g., in an indoor environment) any of
the presented cellular-system-based positioning may be utilized. Even E-CID
without additional measurements could be enough for high level traffic analysis.

Local REMs responsible for radio resource management requires higher accu-
racy (which is further dependent on utilized radio frequency band) and high
updates rate. For outdoor scenarios utilizing LTE frequency band, 5 m spatial
resolution should be enough for REM [4]. Such a localization accuracy can be
provided by a dual frequency or differential GNSS. For outdoor, mm-waves M-
MIMO transmission optimization, spatial resolution of 0.5 m is required (as
mm-waves wavelength is order of magnitude smaller then cm waves utilized in
LTE scenario). This accuracy can be supported by RTK. However, it is a very
energy consuming solution, resulting in fast UE battery discharge. The way out
of this problem may be to use RTK for REM data acquisition, and less accu-
rate and energy consuming dual frequency GNSS (UE must have dual frequency
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Table 3. Mobile positioning methods accuracy.

Method System Horizontal accuracy Type Reference

OTDoA LTE 63m (95% cases) Trilateration [15]

E-CID LTE ∼50 m (67% cases) Proximity [15]

RFPM LTE 85m (67% cases) Fingerprinting [1]

RFPM LTE+WLAN 13m (67% cases) Fingerprinting [19]

GNSS GPS 10m (95% cases) Trilateration [10]

DGNSS GPS ≥1 m (95% cases) Trilateration [10]

RTK GPS ∼1 cm Trilateration [10]

DF-GNSS GPS ∼30 cm Trilateration [11]

A-GNSS GPS/LTE ∼10 m (67 % cases) Trilateration [15]

Table 4. Mobile positioning methods comparison.

Method Advantages Disadvantages

OTDoA - No satellites - Reference stations clocks must be

- Operates indoor synchronized

- Accuracy depends on bandwidth,

- Dense BS network is necessary

E-CID - Simplicity - Low accuracy

- Base infrastructure for RFPM

- No satellites

- Operates indoor

RFPM - No satellites - Accuracy depends on matching algorithm,

- Implementation without database design and measurements grid

Infrastructure modification - Requires huge number of measurements

- Operates indoor

GNSS - Good accuracy, - At least 4 satellites visible

- Almost in all smartphones - Clocks, atmospheric and multipath errors,

DGNSS - Reduces clocks and - Requires reference station

Atmospheric errors

RTK - Centimeter level accuracy - Requires reference station

- Computationally complex and energy

consuming carrier phase measurements

DF-GNSS - Decimeter level accuracy - Requires dual-frequency chip

A-GNSS - UE GNSS receiver cellular - The same errors like previous

Assistance data, GNSS methods

- Improves GNSS robustness

- DGNSS or RTK corrections

Possible
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chip) to send current location to the REM manager to obtain the transmission
parameters. Discussed RTK and DGNSS corrections are claimed to be provided
by A-GNSS.

In the indoor or urban-canyon conditions, GNSS methods couldn’t be utilized
due to the lack of enough satellites visible. RFPM utilizing LTE combined with
WLAN signals measurements provides the best accuracy. However, it is much
worse in terms of accuracy then the GNSS methods, and sure not good enough
to support mm-waves transmission optimization. Fingerprinting is also highly
implementation dependent (various matching algorithms, database design and
measurement grid). It should be taken into account that measured values chosen
for RFPM, should be stable in time (not dependent on the network optimization
protocols). However, OTDoA method does not seem to be accurate enough for
local REM. With the introduction of larger bandwidths and mm-waves it may
be much improved and serve as indoor localization method. Also E-CID could
be improved with the use of M-MIMO providing accurate AoA measurements.

5 Conclusions

The GNSS-based methods seem to be best solutions for the REM and should
be used whenever is possible. Highly accurate RTK, highly energy-consuming
though, could be helpful for REM data acquisition to provide extremely accu-
rate localization tags for measurements. Due to lower accuracy of cellular posi-
tioning techniques, their utilization is reasonable under urban canyons or indoor
conditions (where not enough satellites are visible), however it is expected to be
improved in 5G networks with the use of larger bandwidths, M-MIMO and mm-
waves. As the REM contains a lot of measurements-data related to position, an
interesting field of future research is to check if REM could serve as fingerprints
database, or even if it could perform fingerprinting by it’s own to determine
UE position. Another direction of future research is to obtain trustful position
error models for mentioned localization methods to be used in REM operation
modeling.
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Abstract. Since the main feature of Named Data Network (NDN) is in-net
caching, it is crucial to motivate users to offer resource such as bandwidth and
storage. However, few research works on incentive mechanism design for NDN.
This paper proposes a market for NDN to lease bandwidth and storage from
Access Points (APs). Since blockchain can supply a traceable and credible
environment while public chain has long latency and low throughput, the paper
combines permissioned chain with public chain, constructs a hybrid chain based
environment without hurting its truthfulness. Furthermore, the paper formulates
the market as a reverse auction running by a Content Provider (CP) who aims to
serve more users for profit by leasing resource from APs, and investigates
incentive mechanism for motivating APs. Especially, the paper designs an
optimal mechanism, which could overcome defects of traditional mechanism,
get the most profit for CP with guaranteeing interest of AP. Evaluation results
compare effectiveness of mechanism proposed with traditional incentive
mechanism, and prove that the mechanism we designed could get better results.

Keywords: Blockchain � Incentive mechanism � Named Data Network �
Reverse auction

1 Introduction

Named Data Networking (NDN) is a promising framework fetching contents by name
instead of IP address, which liberates content from host location, then users could fetch
contents by cache instead of origin server. The design could ease storage and access
pressure of Content Producer (CP), help users to fetch contents faster, alleviate the
transmission pressure to network. Up to now, most of research on NDN focus on fetch
content efficiently by cache and routing strategy design, while how can content be
accessible is rarely researched. According to [1], the most potential scenario for
deploying NDN would be that CPs lease resource from access network. CP needs to
extend its users by providing access to its content and offloading its content to network,
while it is not obligated to construct an access network to support this. Therefore,
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motivating nodes in network to contribute their own available unexploited resource for
access is crucial. The paper introduces incentive mechanism into NDN networks for
resource leasing.

To motivate nodes in a truthful way, the paper adopts blockchain to construct a
marketplace for resource leasing. Blockchain is a technology which could record
transaction in a transparent, tamper-resistant, secure way. Lots of works [2–4] have been
done on blockchain based name resolution for NDN,which help users to retrieve contents
and verify them in a credible way. On base of these works, the paper takes blockchain to
deploy incentive mechanism for resource leasing. To improve efficiency and throughput
of system, the paper combines public chain and permissioned chain to construct market.

Since monetary mechanism is the most flexible way to incentive users, it is widely
adopted. Auction policy provides solution for CP to select APs and remunerate them.
However, traditional auction policy used in resource leasing always ignore the
requirement of Budget Balance (BB). Considering BB and Individual Rational (IR), the
paper proposes an optimal mechanism for CP to get the largest profit with guaranteeing
interest of AP.

Contributions of the paper can be summarized as follows.

(1) The paper designs a blockchain based marketplace for resource leasing in NDN,
which supplies a credible environment for NDN. Contents can be fetched from
AP without often using backhaul bandwidth, and users can verify contents easily.

(2) The paper divides the process of motivation into AP selection and remuneration.
After proving the AP selection problem is NP-hard and designing greedy algo-
rithm to work out it, the paper investigates several incentive mechanisms to
remunerate APs, and designs an optimal mechanism.

(3) The paper provides performance comparisons and analyzes impact of different
factors such as number of attending APs, files distribution, AP distribution, and
profit per bandwidth.

This paper is structured as follows: Sect. 2 briefly introduces access NDN,
incentive mechanism and blockchain. Section 3 describes the network architecture and
construct a model of allocation problem for remuneration, whereas Sect. 4 proposes a
mechanism to motivate APs. Section 5 describes experiments and analyzes of the
proposed mechanisms. Finally, concluding remarks are presented in Sect. 6.

2 Preliminaries

2.1 Named Data Network

NDN is a promising architecture which makes caching be integrated into network
layer. To motivate nodes to contribute their own resources, game theory is widely
adopted. In [5], interactions between CP and Internet Service Providers (ISPs) are
modeled as a Stackerlberg game, CP decides price for contents at first, Access ISPs act
as followers to make caching decisions. In [6], the problem is modeled as a reverse
auction, CPs claim bid for content while Access ISP choose content to cache. In
researches above, motivation of Access ISP is profiting from selling contents to users.

248 X. Wei et al.



There may be another economic relationship between CPs and nodes maintaining
access resources. Different with CP sells content to Access ISP, CP can also lease
access resource from APs. In [7], Access Points claim bid for access resource including
storage and bandwidth while CP choose which AP to serve users. However, incentive
mechanism it adopted may cause CP out of budget balance under extreme conditions.
The paper follows the scenario in [7] and designs an optimal mechanism for resource
leasing in NDN.

Besides resource leasing, content verification is another crucial problem for NDN.
As users must verify content regardless of where it comes from, they must have public
key of CP before they request it. Reference [8] pointed that NDN need a rootless
scheme to supply name resolution. As a tamper-resistant distributed ledger, blockchain
become a solution to this. Reference [4] designs a blockchain based identifier man-
agement system for NDN.

Since CPs need to construct blockchain for name resolution, and motivation should
be executed truthfully, the paper designs incentive mechanism for resource leasing and
deploys incentive mechanism into the blockchain.

2.2 Incentive Mechanism

Incentive mechanism is a field in game theory which aims to encourage players to
reveal true information. Up to now, incentive mechanisms are always classified as three
types: reputation based mechanisms, Tit-for-tat, and monetary mechanisms [9]. Rep-
utation based mechanisms aim to identify selfish nodes and punish them, and Tit-for-tat
takes services as incentives to discourage free-ridding behaviors. These two types of
mechanisms are always limited to apply to long-term users and lack formal specifi-
cation. Monetary mechanisms encourage players by designing payoff structure, which
is more flexible. For these reasons, monetary mechanism is widely adopted in resource
leasing especially in spectrum leasing and data offloading.

Common monetary mechanisms including auction mechanisms and pricing mecha-
nisms are based on the Stackerlberg game. Reference [5, 10, 11] design pricing strategy
with Stackerlberg game to motivate access network to distribute contents. Reference
[7, 12] use Vickrey–Clarke–Groves (VCG) auction policy to motivate APs to contribute
their access resources. Reference [13] proposes a VCG based multi object auction for
access resource leasing. However, VCG auction policy has its defect: it cannot ensure
BB.While Arrow-d’Aspremont-Gerard-Varet (AGV) auction policy could ensure BB at
the cost of IR. Reference [14] proposes an AGV auction policy to motivate nodes for
content delivery. According to [15], an auction policy which could meet IR andminimize
the cost of acquirer is optimal. In fact, some optimal auction policies have been designed
for task assignment in crowdsensing [16, 17], while rarely used in resource leasing.

The paper creates a reverse auction model for CP and AP, designs an optimal
mechanism for it, and proves it is Incentive Compatible (IC), IR and BB. Finally, the
paper provides performance comparisons of these proposed mechanisms.

2.3 Blockchain Based Resource Management

Blockchain is a technology meant to store, read and validate transactions in a dis-
tributed data-base system [18]. In blockchain, a group of anonymous strangers can
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work together to share and secure a perpetually growing set of data without anyone
having to trust anyone else [19]. Smart contracts are self-executing scripts that reside
on the blockchain, which allow for proper, distributed, heavily automated workflows
operated in blockchain [20].

Some attempts on resource allocation with blockchain have been tried in these
years. Public blockchain for Internet source transactions is proposed in [21], which
could record Internet core transactions like IP address assignments, domain name
assignments and AS-Path advertisements, thus allowing Internet peers to verify core
Interment resource usage and assignment authorizations.

Specifically, blockchain also be used in spectrum access in [22], which provided a
verification and validation scheme to ensure the security of the network by introducing
public chain as a CA without central node. In this way, the robustness and security of
the system can be strengthened, however, there are several problems:

1. The prospect of public chain is unpredictable. Public chains rely on a whole
community of developers contributes to the open-source code, the process lacks
formal governance [23]. To motivate other nodes to record the transaction into
blockchain, who invoke smart contract need to pay a few fee. As the fee is also
defined by the public chain, value trend of digital currency is unpredictable too.

2. As public blockchains have to coordinate the resources of multiple unaffiliated
participants, they are slower and less private than traditional databases [23].

To solve reliability and efficiency problem of public chain, there are lots of solution
been proposed, such as lightning network [24], and hybrid chain which combining
permissioned chain [25]. Lightning network solve it by complete transactions off the
public chain, lots of operation can be executed without consensus. While permissioned
chain reduces the scale of consensus by limiting the node who can attend the blockchain.

The paper adopts permissioned chain to build a marketplace for resource leasing.
To execute leasing truthfully, CP could add smart contract to its origin system, while all
bidding process be recorded in blockchain. Besides, the paper presents several possible
incentive mechanisms for the scenario.

3 System Model and Problem Formulation

As auction should be operated truthfully, while there is no need for all operation to be
credible in global, the paper introduces permissioned chain to make up the deficiency of
public chain in performance. After creating a credible market, motivation of CP and APs
to attend the market is discussed. Then, we construct the auction as a problem model.

3.1 Hybrid Chain Based Auction Market

The whole architecture can be demonstrated as Fig. 1. Within CP, authorization
management module distribute certificates to nodes inside CP, consensus module
package transactions into block, these blocks construct a permissioned chain. And,
authorization management module set rules into smart contract and publish it into
permissioned chain. By exposing itself in public chain, CP can be accessed and verified
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by AP and Mobile Clients (MCs). APs attend bidding by invoking smart contract in
permissioned chain, selected APs would become NDN router and help MCs to fetch
contents from CP.

The process for building a credible marketplace can be divided into three steps as
following. Firstly, ensure the credibility of CP, then AP and MC could verify infor-
mation published by CP. Secondly, construct NDN network, MC could get data via AP
credibly. Thirdly, build permissioned chain and develop smart contract for APs.

(1) Ensure the credibility of CP

As central authority may introduce risks and bottlenecks into the whole system, the
paper adopts a decentral way to ensure the credibility for CP.

By generating a pair of asymmetric keys according to rules of public chain, CP
could get an identity. Taking its own critical message as a transaction, CP need to
signature the transaction with private key and broadcast it to the whole public chain.
Then the transaction will be packaged into a block. Constructed by blocks, public chain
is shared among each participant by consensus. As records in blockchain are tamper-
resistant, message published by CP is credible. In other word, everyone can confirm the
message is published by the CP. They can communicate with the CP via the access
address claimed in the message, and verify contents published by CP with its public
key, which is the source of transaction including the message.

Taking location of the message in public chain as name, CP can get a unique name,
and others can find its access address, public key according it in a credible way. For
instance, if the message can be found in 108th record in 10th block, it can be named as
10.108. As NDN is name based, creating credible name mapping service is the basis of
NDN. After this, CP could supply credible service.

(2) Ensure content credible for NDN

At the beginning, it is necessary to make content credible. Users need retrieve desired
content by name and authenticate the result regardless of where it comes from, which
means the network should supply a framework for content verification.

Fig. 1. System architecture
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Since there may be lots of content creators inside CP, the paper adopts permis-
sioned chain for their cooperation. Credibility in permissioned chain relies on rela-
tionships in reality instead of proof algorithm, so consensus among permissioned chain
is more efficient.

Not like self-generated public key in public chain, permissioned chain is compat-
ible with traditional certificate system. Taking key in (1) as root certificate for the
whole permission, CP could build a credible system for content verification.

Since each content is signed by its content creator with private key, certificate
include public key would be transmitted with content. Mobile consumer could verify
certificate gradually until public chain, thus identify source of content and confirm
integrity of content.

(3) Attract AP to bidding

To deliver content to users, CP could lease bandwidth and storage from AP to construct
NDN access network. Operations in AP should be executed by a client combining
blockchain and NDN. Auction records are recorded in blockchain, and smart contracts
supply faces for APs to attend bidding.

The core logic should be like Fig. 2. At the beginning, AP installs a client which
could monitor resource occupation, convert NDN packet, generate blockchain based
identity. APs submit information to CP to attend current bidding, supply service when
it is selected, if it supplies services as it promised, it will get incentive as bidding result.
When an auction come to AP selection, next round would start for coming APs, and
when APs in current round end services, new round would come to AP selection.

By the design, content can be verified in a credible way, bidding and remuneration
can be executed automatically and traceably, a market for resource leasing in NDN is
formed. What drives different roles to attend the market is discussed in next part.

Install client including: 
NDN service

resource monitoring
blockchain wallet

Send value, bandwidth, storage 
to CP 

Add the AP to bidding pool 

Pay remuneration Get incentive 

Reach time of 
auction? 

Select AP and calculate 
remuneration 

Establish NDN connection 
between AP and CP 

AP CP 

the round ends? 

Publish result 
Clear bidding poolAP is selected? 

Start a new round 

AP supply 
qualified services?

Yes

Yes

Yes

Yes

Fig. 2. Bidding process
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3.2 Motivation of Different Roles

Motivation of different roles including CP and AP to attend the market is discussed in
this part.

Firstly, we discuss motivation for CP. According to model defined in Sect. 3.1, the
major business of CP is distributing contents. More accurately, CP profit from MCs,
and the more users it serves, the more income it can earn. Hence, CP want to supply
more connections to cover more MCs. However, building access networks is beyond
service scope of CP, there is no need for CP to complete that. Hence it is necessary for
CP to lease bandwidth to distribute contents. In addition, by introducing in-network
caching ability into network, MCs may get contents from APs instead of CP, access
pressure to CP can be significantly reduced. In summary, CP has ample motivation to
construct a market to get resources from AP.

Secondly, we discuss the motivation of AP. To attend the market, AP submits to CP
the bid consists of v̂j; b̂j; ŝj

� �
,vj represents the cost, bj represents the backhaul band-

width that AP j obtains, while sj represent the storage that AP j can share. Let pj be
price paid by the CP to lease AP j. The utility function can be expressed as (1):

uj ¼ pj � vj; if AP j is selected
0; otherwise

�
ð1Þ

According to IR, the utility of each player is always non-negative. Only if uj is non-
negative, AP would attend to bid. It is noteworthy that the bidding of AP may not be
truth. When CP has collected the information of APs, it will decide to lease which AP
and how much should pay to AP. It is obvious the process can be divided into two
parts: AP selection and pj computation.

3.3 Problem Formulation

This part would construct problem model for CP to design appropriate mechanism for
remunerating. The notation used in this paper is summarized in Table 1.

Table 1. Symbol of parameters

Symbol Quantity

P Average profit per unit of bandwidth
C Cache miss lost per unit of bandwidth
A Set of AP
Mj Set of MCs covered by AP j

hj Hit ratio of AP j

ti Traffic demand of MC i
ri;j Maximum WiFi access rate for AP j and MC i

di;j Distance between AP j and MC i

xi;j Binary variable that indicates whether MC i is connected to AP j

yj Binary variable that indicates whether AP j is selected

F The objective function of the problem
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Since all variables are integers, this problem is an Integer Linear Programming
(ILP) problem. And, the problem can be formulated as follows:

Maximize:

P
X
i2M

X
j2A

xi;jdi �
X
j2A

yjvj �
X
i2M

X
j2A

xi;jdið1� hjÞC ð2Þ

Subject to:

X
i2M

xi;jti
ri;j

� 1; 8j 2 A ð3Þ

X
i2M

xi;jtið1� hjÞ� bj; 8i 2 Mj; 8j 2 A ð4Þ

xi;j � yj; 8i 2 M; 8j 2 A ð5Þ

xi;j 2 0; 1f g; 8i 2 M; 8j 2 A ð6Þ

yj 2 0; 1f g; 8j 2 A ð7Þ

The objective function (2) maximizes the total revenue of the system, which is
given by (1) the traffic-proportional profit the CP is going to obtain for serving the
MCs’ demand: P

P
i2M

P
j2A

xi;jdi (2) the cost for procuring the selected APs:
P
j2A

yjvj, (3) the

cost for cache misses:
P
i2M

P
j2A

xi;jdið1� hjÞC, while hj is proportional to sj. In the paper,

(4) represents social welfare.
Constraints (3) and (4) limit the number of MCs assigned to each AP, give radio

access network and backhaul Internet connection a bounded capacity. Constraint (3)
imposes that the total demand served by an AP does not exceed the capacity of radio
access network. Constraint (4) considers the fact that backhaul Internet connection
serves only the aggregate demand that generates a cache miss. Constraint (5) ensures
that MCs can associate only to the APs selected by mechanism. Finally, the sets of
constraints (3) and (7) express the integrality conditions on decision variables.

Taking the selection of AP as a knapsack problem, CP would choose some AP to
lease access resources. Similarly, Choosing MCs to serve is another knapsack problem
for AP. Since knapsack problem is NP-hard, AP selection is NP-hard. The paper
chooses greedy algorithm to solve it as Algorithm1.
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Algorithm1 The greedy algorithm to solve the model
Input: M,A,b,s,d,r,h,R,C,P
Output : y,p,x
1 L <= sort( j A∈ , ( (1 ))

(1 )
i

i i
i

b
P C h v

h
− − −

−
,descend)

2 while demand of CP has not been met
3 j=next(L), ; //next AP is selected
4 <=sort( ,,j i ji M d∈ ,ascend)

5 while AP j satisfy constraints (3-4)
6 i=next( )p; ,i jx =1;

7 if constraints (3-4) are not satisfied
8 , 0k jx = ;

9 end
10 end
11 end

In the algorithm, CP always select the AP which helps it profit most from all APs
until all its demand is met, the demand maybe offloading data enough or covering users
enough. To cover users, CP aim to get enough bandwidth, while offloading data means
get enough storage. When an AP is selected, it would serve the nearest MC until its
access ability is run out according to constraints (3–4).

4 Proposed Mechanisms

In VCG based mechanism, payment for an AP is the extra profit to system because its
participation, while may cause CP out of BB. In AGV based mechanism, each AP
contributes a participation fee for paying other APs. In this way, CP need not supply
remuneration, CP could gain most by this way while it cannot satisfy IR for APs.
Reference [26] pointed that, if a mechanism is Bayesian incentive compatible and
individually rational, then the mechanism is optimal. According to [27], an optimal
leasing mechanism should satisfy following:

1: The offered surplus is of the form:

piðv̂i; q̂iÞ ¼ pið�vi; q̂iÞþ
Z �v

v̂i

Xiðv; q̂iÞdv ð8Þ

2: Expected allocation Xi vi; q̂ið Þ is nonincreasing in the cost parameter v̂i suppliers.
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In (8), pi refers to payment for AP i, v̂i is bid of AP i, while q̂i is quality of resource
supplied by AP i. �vi is the mean bid for selected q̂i. (8) pointed that the payment for
AP i should be the highest bid of selected AP which have the same quality with AP i,
and incentive for its low price. Instead of taking quantity as q̂i in [26], the paper take
maximum profit may get from AP i as q̂i, and sort AP with (10).

qi ¼ bi
ð1� hiÞ ðP� Cð1� hiÞÞ � vi ð9Þ

Hiðvi; qiÞ ¼ vi þ
FiðviqiÞ
fiðviqiÞ

ð10Þ

Aim to meet requirements as above, we set X as follows:

Xiðv̂i; q̂iÞ ¼
Z v̂i

v
xiðv; q̂iÞdv ð11Þ

xðv̂; q̂Þ is a binary value represents that whether select AP when it bidding as value
is v̂ and quality is q̂. It is obvious that (11) can satisfies the above properties and hence
is optimal. Pseudocode is shown in the following:

Algorithm2 payment function for optimal mechanism
Input: M,A,b,s,d,r,h,R,C,P
Output : y,p,x
1 ( , )y x <=Solve the model while order by H
2 Calculate distribution of ˆ ˆ( , )x v q and get ( , )X v q
3 foreach j A∈ do

ˆˆ  ˆ( , )
i

v
i ivj i jp v y X v q dv= + ∫

4 end

ˆ ˆ

The algorithm proceeds in three steps. Step 1 computes the maximum revenue
allocation. Different with VCG or AGV, when optimal mechanism solve model with
Algorithm 1, it needs to sort APs with H. Step 2 calculates Xðv̂; q̂Þ for step 3, while
step3 computes incentives for APs.

Theorem 1: The payment rule satisfies trustfulness property (IC).
Proof 1: Since AP always wants to get more pay with less storage and less

bandwidth. If AP j wants to bid ðv̂j; q̂jÞ untruthfully, there would be v̂j [ vj; q̂j\qj.
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ujðv̂j; q̂jÞ ¼ qjðv̂j; q̂jÞþ ðv̂j � vjÞXjð�v; qjÞ

¼ pjð�vj; q̂jÞþ
Z �v

v̂j

Xjðy; q̂jÞdyþðv̂j � vjÞXjð�v; qjÞ

¼ pjð�vj; q̂jÞþ
Z vj

v̂j

Xjðy; q̂jÞdy

þ
Z �v

vj

Xjðy; q̂jÞdyþðv̂j � vjÞXjð�v; qjÞ

� pjð�vj; q̂jÞþ
Z �v

vj

Xjðy; q̂jÞdy

� pjð�vj; qjÞþ
Z �v

vj

Xjðy; q̂jÞdy

¼ ujðvj; q̂jÞ

ð12Þ

From (12), it can be seen that AP would get most when it bid truthfully.
Theorem 2: The payment rule maximizes revenue of CP.
Proof 2: As pðv; qÞ is increasing in q and non-increasing in v, we can ensure CP pay

the lowest price to AP. Since the profit get from MCs is stable when it selects APs from
certain set, CP maximizes revenue in optimal mechanism.

Theorem 3: The payment rule satisfies IR property.
Proof 3: According to (8) (11), uðv; qÞ is non-negative, thus mobile users always

could get profit.

5 Evaluation Results

Reference [27] has evaluated that time consumption for reaching consensus in per-
missioned chain would be almost 3 ms. Reference [28] evaluated throughput and
verification speed. Without considering performance of blockchain, the section cal-
culates social welfare gains by each proposed algorithm, and discusses impact of
different factors. To be concise, this part use VCG, AGV, OPT to represent VCG, AGV
based mechanism and optimal mechanism respectively. To make results more accurate,
each scenario has been performed for 20 times and adopts data in the narrow 95%
confidence intervals.

According to [7], bids of APs are uniformly selected in the [7, 15], the traffic-
proportional cache miss cost is set to 5 Mb/s, while CP profit 15 from per Mb/s.
Considering simulation settings in [7] [29], we choose the backhaul Internet bandwidth
uniformly in the set {6; 8; 10; 15; 20} Mb/s, whereas the size of the leased caching
storage is uniformly selected in the range [10, 100] GB. Since the paper does not
consider network selection, geographical conflictions between APs is neglected. The
paper assumes the radio access network is composed of 802.11n wireless APs, and
adopts datasheet of Atheros AR9342 chipset [30].
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According to [31], the density of mobile user population in dense city is 12,000
mobile users per km2. The paper assume MCs is uniformly distributed around AP as
the density. Demands of every MC are generated in the range [0.5, 3] Mb/s.

Considering two different scenarios: getting access bandwidth or offloading data,
we perform two groups of simulation. In the first group, CP aims to lease 600 Mbps
bandwidth for access, while lease 3000 GB for data offloading in second. In the fol-
lowing simulation, CP has 10000 files being requested with zipf parameter is 0.8.

From Fig. 3, it can be observed that:

1. In each case, AGV based mechanism can get the best revenue, because APs pay
others, while CP need pay APs in OPT and VCG. Since OPT mechanism pay APs
as little as possible, social welfare of OPT is close to AGV. VCG gains least, which
is consistent to our expectation.

2. The two scenarios demonstrate a similar trend. When attending AP is less, VCG
may loss budget balance because it has to choose all AP with no choice, while profit
of AGV and OPT are growing linearly. When CP has enough choices, VCG profit
rises dramatically and tend to be stable quickly while AGV and OPT profit turns to
be slow gradually.

3. Comparing (a) and (b), the fluctuation of VCG in (b) is more extreme. Since
bandwidth affects social welfare by network traffic while storage affect it by hit
ratio, effect of bandwidth would be more directly. To AGV and OPT, when
bandwidth is stable, social welfare would get stable.

To find impact of file distribution on performance of incentive mechanism. We first
adjust the parameter of Zipf. According to [32], the zipf parameter a always be
approximately around 0.5–0.9. The larger a is, the more concentrated the requests for
files are, and hit ratio would be higher. Besides, the less files CP has, the higher hit ratio
would be reached by each AP, so we adjust number of files (Fig. 4).

Fig. 3. Social welfare (a) getting bandwidth (b) offloading data
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As shown above, the more hit ratio would be reached by each AP, the more profit
CP could gain. The phenomenon is consisted with our common sense, as the more hit
ratio means less cache miss cost and less backhaul bandwidth occupied, the more users
can get access to CP efficiently.

6 Conclusion

To motivate users to contribute their available resources to NDN, the paper proposes a
hybrid chain based auction market for resource leasing. By combining public chain
with permissioned chain, a transparent and credible marketplace is constructed. To
overcome defects in traditional auction mechanism, the paper designs an optimal
mechanism, which could obtain the most profit for CP with guaranteeing interests of
AP. Proof and simulation results show the mechanism we proposed is efficient.
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Abstract. 5G mobile systems are expected to host a variety of services and
applications such as enhanced mobile broadband (eMBB), massive machine-
type communications (mMTC), and ultra-reliable low-latency communications
(URLLC). Therefore, the major challenge in designing the 5G networks is how
to support different types of users and applications with different quality-of-
service requirements under a single physical network infrastructure. Recently,
Radio Access Network (RAN) slicing has been introduced as a promising
solution to address these challenges. In this direction, our paper investigates the
RAN slicing problem when providing two generic services of 5G, namely
eMBB and Cellular Vehicle-to-everything (V2X). We propose an efficient RAN
slicing scheme based on offline reinforcement learning that allocates radio
resources to different slices while accounting for their utility requirements and
the dynamic changes in the traffic load in order to maximize efficiency of the
resource utilization. A simulation-based analysis is presented to assess the
performance of the proposed solution.

Keywords: Vehicle-to-everything (V2X) � Network slicing �
Reinforcement learning

1 Introduction

The 5G system has the ambition to meet the widest range of service and applications in
the history of mobile and wireless communications. Supported services are classified as
(a) enhanced Mobile Broad Band (eMBB) that include services that require high
bandwidth requirements, such as high definition (HD) video and Virtual Reality (VR);
(b) Ultra Reliable and Low Latency Communications (URLLC) that aim to support
low-latency transmissions of small payloads with extremely high reliability for a range
of active terminals and (c) massive Machine Type Communications (mMTC) that aim
to meet the demands of a large number of Internet Things (IoT). In responding to the
very different requirements of these services and applications, the 5G system aims to
provide a flexible platform to enable new business cases and models to integrate
vertical industries, such as, automotive, manufacturing, and entertainment [1, 2].

In order to realize the above vision, network slicing is one of the key capabilities
that will provide the required flexibility, as it allows multiple logical networks to be
created on top of a common shared physical infrastructure. Each one of these logical
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networks is referred to as network slice and can be used to serve a particular service
category (e.g. applications with different functional requirements) through the use of
specific control plane (CP) and/or user plane (UP) functions [3]. Network slicing will
help new services and new requirements to be quickly addressed, according to the
needs of the industries [4].

Different works in the literature have investigated different aspects of network
slicing, addressing both the slicing of the core network and the slicing of the Radio
Access Network (RAN). For example, a low complexity heuristic algorithm and slicing
for joint admission control in virtual wireless networks is proposed in [5]. In turn, the
deployment of function decomposition and network slicing as a tool to improve the
Evolved Packet Core (EPC) is presented in [6]. In [7], a model for orchestrating
network slices based on the service requirements and available resources is introduced.
They proposed a Markov decision process framework to formulate and determine the
optimal policy that manages cross-slice admission control and resource allocation for
the 5G networks.

Focusing on the RAN, some research studies have dealt with managing the split of
the available radio resources among different slices to support different services (e.g.
eMBB, mMTC, and URLLC) with main focus on the Packet Scheduling (PS) problem
through different approaches. For example, a novel radio resource slicing framework
for 5G networks with haptic communications is proposed in [8] based on virtualization
of radio resources. The author adopted a reinforcement learning (RL) approach for
dynamic radio resource slicing in a flexible way, while accounting for the utility
requirements of different vertical applications. Similarly, a network slicing strategy
based on an auction mechanism is introduced in [9] to decide the selling price of
different types of network segments in order to maximize the network revenue and to
optimally satisfy the resource requirements. A network slicing scheme based on game
theory for managing the split of the available radio resources in a RAN among different
slice types is proposed in [10] to maximize utility of radio resources. Similarly, an
adaptive algorithm for virtual resource allocation based on Constrained Markov
Decision Process is proposed in [11]. An online network slicing solution based on
multi-armed bandit mathematical model to maximize network slicing multiplexing
gains and achieving the accommodation of network slice requests in the system with an
aggregated level of demands above the available capacity is proposed in [12].

Although the above works have proposed different approaches for RAN slicing,
none of them has dealt with scenarios including slices for supporting Vehicle-to-
Vehicle (V2V) communications, which constitute the focus of this paper. V2V com-
munications are a particular type of the so-called Vehicle-to-everything (V2X) services
in which vehicles can communicate between them through two operational modes,
namely sidelink (i.e. direct communication between vehicles via PC5 interface) and
cellular mode (i.e. communication between vehicles in two hops with the support of the
base station via the Uu interface). These different options have impact on the resource
consumption in the different links of the radio interface and thus they have to be taken
into account when devising a RAN slicing strategy that distributes the radio resources
among different slices if one of them supports V2X services. It is worth mentioning
that, although the support for V2X sidelink communications was already standardized
in 3GPP in the context of LTE [13], V2X sidelink is not yet included in the current
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release 15 of 5G New Radio (NR) specifications, but it is subject to study for future
release 16 [14]. Based on all the above considerations, the key contributions of this
paper can be summarized as follows. Firstly, the paper formulates the RAN slicing
problem to support one slice for eMBB and another one for cellular V2X services on
the same RAN infrastructure. The problem considers the split of radio resources
assigned to each slice considering the characteristics of the different involved links, i.e.
uplink and downlink for the eMBB services and uplink, downlink and sidelink for
V2V. Secondly, the paper proposes a novel strategy based on offline Q-learning and
softmax decision-making to determine the amount of radio resources assigned to each
slice. The proposed solution is evaluated through extensive simulations to demonstrate
its capability to perform efficient resource allocation in terms of network utilization,
latency, data rate and congestion probability.

The rest of the paper is organized as follows. Section 2 presents the system model
assumptions and the RAN slicing problem formulation. Section 3 presents the pro-
posed RL approach for splitting the radio resources among the involved RAN slices.
This approach is evaluated through simulations in Sect. 4 and compared against a
reference scheme. Finally, conclusions and future work are summarized in Sect. 5.

2 System Model and Problem Formulation

2.1 System Model

The considered scenario assumes a cellular Next Generation Radio Access Network
(NG-RAN) with a gNodeB (gNB) [15] composed by a single cell. A roadside unit
(RSU) supporting V2X communications is attached to the gNB. A set of eMBB cellular
users (CUs) numbered as m = 1,…, M are distributed randomly around the gNB and a
flow of several independent vehicles move along a straight highway, as illustrated in the
right part of Fig. 1. The highway segment is divided into sub-segments (clusters) by
sectioning the road into smaller zones according to the length of the road. It is assumed
that each vehicle includes a User Equipment (UE) that enables communication with the
UEs in the rest of vehicles in the same cluster. Clusters are numbered as j = 1,…, C, and
the vehicles in the j-th cluster are numbered as i = 1,…, V(j).

The vehicles in the highway are assumed to enter the cell coverage following a
Poisson process with arrival rate ka. The association between clusters and vehicles is
managed and maintained by the RSU based on different metrics (e.g. position, direc-
tion, speed and link quality) through a periodic exchange of status information.

Regarding the V2X services, this paper assumes V2V communication between
vehicles. They can be performed either in cellular or in sidelink mode. In cellular mode
each UE communicates with each other through the Uu interface in a two-hops
transmission via the gNB while in sidelink mode, direct V2V communications can be
established over the PC5 interface. We assume that, when sidelink transmissions are
utilized, every member vehicle can multicast the V2V messages directly to multiple
member vehicles of the same cluster 1 � i � V(j) using one-to-many technology.
The decision on when to use cellular or sidelink mode is done based on [16].
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To simultaneously support the eMBB and the V2X services, the network is logi-
cally divided into two network slices, namely RAN_slice_ID = 1 for V2X and
RAN_slice_ID = 2 for eMBB. The whole cell bandwidth is organized in Resource
Blocks (RBs) of bandwidth B. Let denote as NUL the number of RBs in the UpLink
(UL) and NDL the number of RBs in the DownLink (DL). The RAN slicing process
should distribute the UL and DL RBs among the two slices. For this purpose, let denote
as,UL and as,DL as the fraction of UL and DL resources, respectively, for the RAN_
slice_ID = s with s = 1, 2. Regarding sidelink communications, and since the support
for sidelink has not been yet specified for 5G in current 3GPP release 15, this paper
assumes the same approach as in current LTE-V2X system, in which the SL RBs are
part of the total RBs of the UL. For this reason, the slice ratio as,UL is divided into two
slice ratios, namely ᾱs,UL, which corresponds to the fraction of UL RBs that are used
for uplink transmissions, and, as,SL, which corresponds to the fraction of UL RBs used
to support sidelink transmissions.

Each vehicle is assumed to generate packets randomly with rate kv packets/s
according to Poisson arrival model. The length of the messages is Sm. When the
vehicles operate in sidelink mode, the messages are transmitted using the SL resources
allocated to the slice. Instead, when the vehicles operate in cellular mode, the messages
are transmitted using the UL and DL resources. The average number of required RBs
from V2X users of RAN_slice_ID = 1 per Transmission Time Interval (TTI) in UL,
DL and SL, denoted respectively as C1,UL, C1,DL, C1,SL can be estimated as follows:

C1;x ¼

PT
t¼1

PC
j¼1

PVðjÞ
i¼1

mðj; i; tÞ � Sm
T � SPeff ;x � B � Fd

ð1Þ

where x denotes the type of link, i.e. x 2 {UL, DL, SL}, m(j, i, t) is the number of
transmitted messages by the vehicles of the j-th cluster in the t-th TTI and SPeff,x is the
spectral efficiency in the x link, Fd is the TTI duration, which is 0.1 ms and T is the
number of TTIs that defines the time window used to compute the average.

Regarding the eMBB service, the average number of required RBs for eMBB users
of RAN_slice_ID = 2 in UL and DL in order to support a certain bit rate Rb is denoted
as C2,UL, C2,DL, respectively, and can be statistically estimated as follows:

C2;x ¼
PT
t¼1

PM
m¼1

qxðm; tÞ
T

ð2Þ

where x denotes the type of link, and qx(m, t) is the number of required RBs by the m-th
user in the link x and in the t-th TTI in order to get the required bit rate Rb. It is given by
qx(m, t) = Rb/(SPeff,x � B). The values C2,UL, C2,DL are computed within a time window
T TTIs. Note also that C2,SL = 0, since the eMBB slice does not generate sidelink
traffic.
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2.2 Problem Formulation for RAN Slicing

The focus of this paper is to determine the optimum slicing ratios as,UL, as,DL in order to
maximize the overall resource utilization under the constraints of satisfying the
resource requirements for the users of the two considered slices.

The total utilization of UL resources UUL is given by the aggregate of the required
RBs in the UL and SL for each slice, provided that the aggregate of a given slice s does
not exceed the total amount of resources allocated by the RAN slicing to this slice, i.e.
as,UL � NUL. Otherwise, the utilization of slice swill be limited to as,UL � NUL and the slice
will experience outage. Correspondingly, the optimization problem for the uplink is
defined as the maximization of the UL resource utilization subject to ensuring an outage
probability lower than a maximum tolerable limit pout. This is formally expressed as:

max
as;UL

UUL ¼ max
as;UL

X
s

min Cs;SLþCs;UL; as;UL � NUL
� � ð3Þ

s:t: Pr Cs;SLþCs;UL� as;UL � NUL
� �

\ pout s ¼ 1; 2 ð3aÞ
X
s

as;UL ¼ 1 ð3bÞ

Following similar considerations, the optimization problem to maximize the
resource utilization UDL in the DL subject to ensuring a maximum outage probability is
given by:

max
as;DL

UDL ¼ max
as;DL

X
s

min Cs;DL; as;DL � NDL
� � ð4Þ

s:t: Pr Cs;DL� as;DL � NDL
� �

\ pout s ¼ 1; 2 ð4aÞ
X
s

as;DL ¼ 1 ð4bÞ

3 Reinforcement Learning-Based RAN Slicing Solution

The problems in (3) and (4) with their constraints are nonlinear optimization problems.
Such an optimization problem is generally hard to solve. The complexity of solving this
problem is high for a network of realistic size with fast varying traffic conditions. For
this reason, we propose the use of an offline reinforcement learning approach to solve
the problem in a more practical way.

The general approach is depicted in Fig. 1. Specifically, a slicing controller is
responsible for determining the slicing ratios as,UL, as,DL for each slice by executing the
RL algorithm. It is assumed that two separate RL algorithms are executed for the UL and
the DL to determine respectively as,UL and as,DL. In the general operation of RL, the
optimum solutions are found based on dynamically interacting with the environment
based on trying different actions ak,x (i.e. different slicing ratios) selected from a set of

266 H. D. R. Albonda and J. Pérez-Romero



possible actions numbered as k = 1,…, Ax, where x 2 {UL, DL}. As a result of the
selected action, the RL process gets a reward RTOT,x(ak,x) that measures how good or bad
the result of the action has been in terms of the desired optimization target. Based on this
reward, the RL algorithm adjusts the decision making process to progressively learn the
actions that lead to highest reward. The action selection is done by balancing the trade-
off between exploitation (i.e. try actions with high reward) and exploration (i.e. try
actions that have not been used before in order to learn from them). In case this inter-
action with the environment was done in an on-line way, i.e. by configuring the slicing
ratios on the real network and then measuring the obtained performance, this could lead
to serious performance degradation since, during the exploration process, wrong or
unevaluated decisions could be made at certain points of time due to the exploration, and
affecting all the UEs of a given slice. To avoid this problem, this paper considers an off-
line RL, in which the slicing controller interacts with a network model that simulates the
behavior of the network and allows testing the performance of the different actions in
order to learn the optimum one prior to configuring it in the real network. The network
model is based on a characterization of the network in terms of traffic generation,
propagation modelling, etc.

The specific RL algorithm considered in this paper is the Q-learning based on soft-
max decision making [17], which enables an exploration-exploitation traversing all
possible actions in long-term. In turn, the reward should be defined in accordance with
the optimization problem, which in this paper intends to maximize the resource uti-
lization subject to the outage probability constraint. The details about the reward function
and the detailed operation of the Q-learning algorithm are presented in the following.

Fig. 1. General approach for the proposed RAN slicing solution.
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3.1 Reward Computation

The reward function should reflect the ability of the taken action to fulfill the targets of
the optimization problems (3) and (4). Based on this, and for a given action ak,x with
associated slicing ratios as,x(k) the reward is computed as function of the normalized
resource utilization Ws,x(ak,x) of slice s in link x 2 {UL, DL} defined as the ratio of
used resources to the total allocated resources by the corresponding action. For the case
of the V2X slice (s = 1), it is defined as:

W1;UL ak;UL
� � ¼ C1;ULþC1;SL

a1;UL kð Þ � NUL
ð5Þ

W1;DL ak;DL
� � ¼ C1;DL

a1;DL kð Þ � NDL
ð6Þ

In turn, for the case of eMBB slice (s = 2), it is defined as:

W2;UL ak;UL
� � ¼ C2;UL

a2;UL kð Þ � NUL
ð7Þ

W2;DL ak;DL
� � ¼ C2;DL

a2;DL kð ÞNDL
ð8Þ

Based on these expressions, the reward Rs,x(ak,x) for the slice s in link x 2 {UL, DL}
as a result of action ak,x is defined as

Rs;x ak;x
� � ¼ eWs;x ak;xð Þ Ws;x ak;x

� �� 1
1=Ws; x ak;xð Þ otherwise

(
ð9Þ

In (9), whenever Ws,x(ak,x) is a value between 0 and 1, the reward function will
increase exponentially to its peak at Ws,x(ak,x) = 1. Therefore, the actions that lead to
higher value of Ws,x(ak,x) (i.e. higher utilization) provide larger rewards and therefore
this allows approaching the optimization target of (3) and (4). In contrast, if the value of
Ws,x(ak,x) > 1, it means that the slice s will be in outage and thus the reward decreases
to take into consideration constraints (3a) and (4a). Consequently, the formulation of
the reward function per slice in (9) takes into account the constraints of the opti-
mization problem. In addition, since the total reward has to account for the effect of the
action on all the considered slices s = 1,…, S, it is defined in general as the geometric
mean of the per-slice rewards, that is:

RTOT ;x ak;x
� � ¼ YS

s¼1
Rs;x ak;x
� � !1

s

ð10Þ
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3.2 Q-Learning Algorithm

The ultimate target of the Q-learning scheme at the slicing controller is to find the
optimal action (i.e. the optimal slicing ratios for a given link x 2 {UL, DL}) that
maximizes the expected long-term reward to each slice. To achieve this, the Q-learning
interacts with the network model over discrete time-steps of fixed duration and esti-
mates the reward of the chosen action. Based on the reward, the slice controller keeps a
record of its experience when taking an action ak.x and stores the action-value function
(also referred to as the Q-value) in Qx(ak,x). Every time step, the QUL(ak,UL) and
QDL(ak,DL) values are updated following a single-state Q-learning approach with a null
discount rate [17] as follows:

Qxðak;xÞ  ð1� aÞQxðak;xÞþ a :RTOT ;xðak;xÞ ð11Þ

where a 2 (0, 1) is the learning rate, and RTOT,x(ak,x) is the total reward accounting for
both V2X and eMBB slices after executing an action ak,x. At initialization, i.e. when
action ak,x has never been used in the past, Qx(ak,x) is initialized to an arbitrary value.

The selection of the different actions based on the Qx(ak,x) is made based on the
softmax policy [17], in which the different actions are chosen probabilistically.
Specifically, the probability Px(ak,x) of selecting action ak,x, k = 1,…, Ax, is defined as

Px ak;x
� � ¼ eQx ak;xð Þ=s

PAx

j¼1
eQx aj;xð Þ=s

ð12Þ

where s is a positive integer called temperature parameter that controls the selection
probability. With high value of s, the action probabilities become nearly equal.
However, low value of s causes a greater difference in selection probabilities for
actions with different Q-values. Softmax decision making allows an efficient trade-off
between exploration and exploitation, i.e. selecting with high probability those actions
that have yield high reward, but also keeping a certain probability of exploring new
actions, which can yield better decisions in the future. The pseudo-code of the proposed
RL-based RAN slicing algorithm is summarized in Algorithm 1. Once the offline RL
algorithm has converge, i.e. the selection probability of one of the actions is higher than
99.99%, the selection ratios as,x associated to this action are configured on the network,
as illustrated in Fig. 1.
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Algorithm 1: RAN slicing algorithm based on RL
1. Inputs: NUL, NDL: Number of RBs in UL and DL. S: number of slices, Set 
of actions ak,x for link x {UL,DL}       
2.Initialization of Learning: 0t , Qx(ak,x)= 0, k=1,...,Ax, {UL,DL}
3. Iteration
4. While learning period is active do
5. for each link x {UL,DL}
6. Apply softmax and compute Px(ak,x) for each

action ak,x according to (12);
7. Generate an uniformly distributed random number u {0,1}
8. Select an action ak,x based on u and probabilities Px(ak,x)
9. Apply the selected action to the network and

evaluate s,x(ak,x) based on  (5)-(8).
10. If s,x(ak,x)≤1 then

11. s ,,
,, = x k x

s x k xR a e
12 else

13. , ,, s,1/=k x k xs x xR a a
14.         End
15. Compute RTOT,x(ak,x) based on equation (10)
16. Update Qx(ak,x) based on equation (11)
17. End 
18. End 

4 Performance Analysis

In this section, we evaluate the performance of the proposed RAN slicing solution
through system level simulation performed in MATLAB. Our simulation model is
based on a single-cell hexagonal layout configured with a gNB. The model considers
vehicular UEs communicating through cellular mode (uplink/downlink) and via side-
link (direct V2V) and use slice (RAN_slice_ID = 1) and eMBB UEs operating in
cellular mode (uplink/downlink) and using slice (RAN_slice_ID = 2) based on the
assumptions described in Sect. 2. Note that the slice ratio a1,UL � NUL is divided
into two ratios (ᾱ1,UL = 65% of a1,UL � NUL PRBs for V2X users in sidelink and
a1,SL = 35% of a1,UL � NUL PRBs PRBs for V2X service in uplink direction). The
traffic generation associated to each eMBB UE at a random position assumes that
services generate sessions following a Poisson process with rate km, required bit rate
Rb = 1 Mb/s and average session duration of 120 s. The gNB supports a cell with a
channel organized in 200 RBs composed by 12 subcarriers with subcarrier separation
Df = 30 kHz, which corresponds to one of the 5G NR numerologies defined in [18].
The actions specify the fraction of resources for
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V2X and eMBB and they are defined such that action ak,x corresponds to
a1,x(k) = 0.05 � k and a2,x(k) = (1 − 0.05 � k) for k = 1,…, 20, x 2 {UL, DL}. All
relevant system and simulation parameters are summarized in Table 1. The presented
evaluation results intend to assess and illustrate the performance of the proposed
solutions in terms of network capacity, throughput, and network congestion. As a
reference for comparison, we assume a simpler RAN slicing strategy denoted as
“Proportional Scheme”, in which the ratio of RBs for each slice is proportional to its

Table 1. Simulation parameters

Parameter Value Parameter Value

Cell radius 500 m Path loss
model

The path loss and the LOS
probability for cellular mode
are modeled as in [20]. In
sidelink mode, all V2V links
are modeled based on freeway
case (WINNER+B1) with
hexagonal layout [ITU-R] [21]

Number of
RBs per cell

NUL = NDL = 200 RBs

Base station
antenna gain

5 dB

GBR (Rreq) 1 Mb/s Number of
actions

20
a1,x: varies from 0.05 to 1 in
steps of 0.05
a2,x: varies from 1 to 0.05 in
steps of 0.05

ka 1 UE/s

Shadowing
standard
deviation

3 dB in LOS and 4 dB in
NLOS

Length of
the street

Freeway length = 1 km

Frequency 2.6 GHz Lane width 4 m
Average
session
duration

120 s Size of
cluster

250 m

Number of
lanes

3 in one direction

Vehicle
speed

80 km/h Number of
clusters

4

Learning rate
a

0.1 Vehicular
UE height

1.5 m

Temperature
parameter s

0.1 Safety
message
size (Sm)

300 bytes

Time
window T

30 s

Spectral
efficiency
model to
map SINR

Model in section A.1 of
[19]. The maximum
spectral efficiency is 8.8
b/s/Hz

Average
generation
rate

Slice 1: kv = 1 [packets/s]
Slice 2: km = varied from 0.2 to
1.2 sessions/s
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total traffic rate (in Mb/s). Figure 2 presents the RB utilization for V2X and eMBB
slices in the UL as a function of the session generation rate (km) for eMBB users.

From the presented results, we notice that our proposed model with off-line
Q-learning maintains high resource utilization compared to the proportional strategy in
different load scenarios. This is due to the RL-based slicing strategy that inherently
tackles slice dynamics by selecting the most appropriate action considering the resource
utilization in the reward. It is clearly observed that, as the arrival rate of requests
increases, the RB utilization of the system increases gradually. For the proposed off-
line Q-learning, when the arrival rate for the traffic of slice_ID = 2 is 1.2, the system
utilizes around 79% of radio resources. For the proportional approach, the utilization is
only about 73% of radio resources. Figure 3 depicts the throughput delivered in
Mbits/sec for both eMBB and V2X slices in the sidelink and uplink. The figures
illustrate with two lines the behavior of the proposed solution and the proportional
scheme. Here, we can observe that the off-line Q-learning outperforms the proportional
scheme in terms of throughput. The proposed scheme with off-line Q-learning achieved
maximum throughput of 120 Mb/s in uplink when the eMBB arrival rate is 1.2
sessions/s, whereas in case of the proportional strategy model, the maximum
throughput is only reached 114 Mb/s in uplink. The reasons are two-fold. First, when
the arrival rate km of eMBB UEs is increased, more users will use the network and this
will increase the number of eMBB sessions and request more RBs to be used in
transmissions. Second, as the number of eMBB sessions increases, requiring more
radio resources, the proposed off-line Q- learning approach ensures more RBs which
can be used to transmit data, while the proportional approach provides a lower number
of available RBs for use in data transmissions.
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Fig. 2. Uplink RB utilization as a function of the eMBB session generation rate km (sessions/s).
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Figure 4 presents the RB utilisation for the sidelink. It shows that the proposed
scheme with off-line Q-learning is able to improve the resource utilization compared to
the reference model in different load scenarios. The proposed scheme with off-line
Q-learning achieved maximum RB utilization of 93% in sidelink when the V2X arrival
rate is 5 packets/s while in case of the proportional strategy model, the maximum
utilization of RBs is only reached 72%.
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Fig. 3. Aggregated throughput experienced by both slices in uplink as a function of the eMBB
session generation rate km (sessions/s).
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In Fig. 5, we investigate the probability of having congestion due to the lack of
radio resources at a certain point of time. The outage probability of the proposed and
proportional strategy is plotted against the eMBB session generation rate km. As shown
in the figure, increasing the traffic load leads to an increase in the outage probability of
service. It can be also noted that our proposed scheme with off-line Q-learning can
substantially reduce the congestion probability.

Figure 6 depicts the average latency for V2X service caused by channel access
delay and the transmission delay. We can clearly observe that when packet generation
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Fig. 5. Outage probability as a function of the eMBB session generation rate km (UEs/s).
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rate kv is increased, more vehicles will use the network and request RBs to be used for
the transmissions. This cause an increase in the waiting time and therefore increase the
latency. We notice that our proposed model with off-line Q-learning approach reduces
the latency compared to the proportional model and this is due to the fact that the
proposed solution guarantees higher availability of resources avoiding outage
situations.

5 Conclusions and Future Work

In this paper, we have investigated the splitting of radio resources into multiple RAN
slices allocated to support V2X and eMBB services in uplink, downlink and sidelink
(direct V2V) communications. We proposed a new RAN slicing strategy based on off-
line Q-learning to determine the split of resources assigned to eMBB and V2X slices.
This strategy has been compared against a reference scheme that makes an allocation of
resources in proportion to the traffic rate of each slice. Extensive simulations were
conducted to validate and analyze the performance of our proposed solution. Simu-
lation results show the capability of the proposed algorithm to allocate the resources
efficiently and improve the network performance. From the presented results, we notice
that our proposed scheme outperforms the proportional scheme in terms of resource
utilization, data rate, latency and congestion probability.
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Abstract. Ubiquitous connectivity is one of the foundational technologies
enabling data sharing amongst participating components of an industrial internet
of things (IIoT) system. The growing pressure to open the mobile market for
location specific networks has resulted in new regional licensing and sharing-
based models for spectrum access, to allow the emergence of local networks to
serve different verticals. While the development of technical solutions for net-
work performance is progressing, less attention has been paid to the spectrum
management approaches for the new industrial networks and location specific
service offerings. This paper examines solutions to problems currently faced by
industry in acquiring spectrum to support the IIoT along with introducing a
framework that should be accounted for when assessing the feasibility of the
spectrum management approaches. The aspects of how spectrum is currently
allocated and how it addresses the IIoT needs were assessed in six selected
countries: Canada, Finland, France, Germany, Netherlands, UK and US.

Keywords: Industrial internet of things � LTE � Private networks �
Spectrum management � Regulation � 5G

1 Introduction

The fourth industrial revolution, “Industry 4.0”, is the next era in industrial production,
aiming at improving significantly the flexibility, versatility, usability and efficiency of
industrial manufacturing through integrating the internet of things (IoT) and related
services in [1]. Intelligent networking can be used by companies for flexible produc-
tion, optimized logistics, advanced use of data on various production processes.
Ubiquitous connectivity is one of the foundational technologies enabling data sharing
amongst participating components of an industrial IoT (IIoT) system [2].

Wireless communication, and in particular, the 5th generation mobile networks
(5G), is an important means of achieving the required flexibility and efficiency of
production [3]. The 5G will not only expand the broadband capabilities of mobile
networks but has been designed to provide advanced wireless connectivity suitable for
all vertical industries, such as the manufacturing, logistics, transportation, automotive
and agricultural sectors. To achieve this, 5G supports three usage scenarios: enhanced
mobile broadband (eMBB), massive machine-type communication (mMTC), and ultra-
reliable low-latency communications (URLLC) [4]. In some industrial use cases the
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required network performance and characteristics may be relatively similar to those of
public mobile networks, while for some use cases the requirements may be signifi-
cantly different, particularly related to required network availability, security and pri-
vacy [5]. Implementation and deployment of the distinct requirements of industrial
applications can be delivered by private networks deployed directly by industrial
organizations themselves, or by external service providers [6]. There are recent indi-
cations that industry players may prefer to set up their own networks, e.g., the German
car manufacturers have shown a preference to operate their own private 5G networks,
as they are reluctant to entrust their digitized operations and data to third parties, such
as public mobile network operators (MNOs) [7]. If an industrial or a private network is
deployed by an organization other than current mobile license holder, e.g., by a micro-
operator [8], the organization needs to get access to suitable spectrum. [9] addressed the
use of private long term evolution (LTE) networks for mission and business critical
mobile broadband communications, analyzed the three plausible service delivery
models, and highlighted the role of the spectrum management in assigning dedicated
spectrum. Spectrum management aims at allocating spectrum to the right use, and high
overall efficiency by assigning it to those who value it most. Ultimately, the spectrum
management decisions are about maximizing the value of spectrum, its efficient uti-
lization, and its benefits to society [10].

Traditionally, private mobile radio (PMR) systems have been deployed in specific,
rather narrow bands, as the main service has been voice and narrowband data. Due to
historical reasons the bands have been very much country specific. However, the
spectrum demand has changed towards wider bandwidths to facilitate higher network
capacities and higher bitrates. Wireless local area networks, (RLANs) have been used
widely in industry environment as a solution to provide wideband local connectivity,
but utilization of unlicensed bands and limitation to very short ranges do not often
provide the required performance and quality of service (QoS). Instead, employment of
standardized wide area technologies, such as LTE, and later 5G could better meet the
performance requirements of industrial networks [11]. To date, most third generation
partnership project (3GPP) defined LTE bands have been and are being made available
for nationwide public mobile networks through competitive awarding, i.e. auctions, and
the same approach has dominated the 5G spectrum release so far [12, 13]. Only a few
countries have introduced regulatory frameworks for making spectrum available for
individually authorized, locally deployed private LTE or 5G networks [14]. As one
solution to overcome the spectrum scarcity, variants of 3GPP technologies have been
developed suitable for deployment in the license exempt bands, especially to the 5 GHz
RLAN bands. However, use of shared bands does not provide sufficient spectrum
certainty and quality for all applications and use cases [15].

While there are already some studies on suitable regulatory frameworks for local
5G deployments [16], more detailed studies on locally and temporary shared spectrum
[17] and micro licensing and the associated regulatory framework [15], there is no
preceding work and method to assess spectrum management approaches in the context
of locally deployed IIoT networks. Furthermore, to the best knowledge of the authors,
summary of the recent spectrum management approaches in this context has not been
presented in the literature. This paper examines, what would be suitable spectrum
management approaches facilitating deployment and operation of private and industrial
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networks to meet the requirements towards the 5G era. The focus is on use cases where
private networks are deployed by industrial organizations for their own use and thus
they need to get access to suitable spectrum on affordable terms. Information on studied
spectrum management approaches have been collected both from public sources and
directly from the regulators. This research addresses the planning and authorization
processes which are key parts of the overall spectrum management process [18].

The rest of the paper is organized as follows. In Sect. 2, applications and their
spectrum and regulatory requirements are discussed, and assessment framework
introduced. Next, selected recent spectrum management approaches relevant for private
industrial networks are described, assessed and regulatory recommendation given.
Finally, conclusions are drawn in Sect. 4.

2 Spectrum and Regulatory Requirements of Private
Industrial Networks

The 3GPP has analyzed use cases of vertical industries and defined a set of functional
requirements and system parameters related to communication services for each use
case in each domain [5, 19]. Several of the developed service performance require-
ments have an impact on preferred spectrum management approach. High communi-
cation service availability can be reached through exclusive access to dedicated
spectrum assignments and through protection from harmful interference. Access to
wide bandwidths is needed. The required service areas are typically geographically
limited, covering one or several, local or regional areas, ranging from indoor coverage,
up to few km2. This means that frequency ranges below 4 GHz with sufficient transmit
powers are preferred if outdoor coverage is required. Depending on the application,
traffic may range from symmetric up to very asymmetric, in either direction requiring
uplink/downlink ratio (UL/DL) flexibility from the technology, the deployment and the
band regulation. Use of time division duplex (TDD) technology can provide the
required duplex flexibility, though adjacent networks may need to be synchronized,
which would limit the applicability. 5G Alliance for Connected Industries and
Automation (5G-ACIA) [3] addresses major challenges of 5G, highlighting spectrum
and operator models. In order to meet extremely demanding latency and reliability
requirements, licensed spectrum and protection from harmful interference are highly
preferred.

Investment cycles of vertical industries differ from cycles of the telecom industry:
cycles for media and entertainment are typically shorter, ranging between 2–3 years,
for automotive industry 7–8 years, energy, manufacturing and mechanical industries 25
years, and for oil & gas from 10 to 25 years [11]. Partly due to this difference, vertical
industries may prefer to deploy their own networks. Furthermore, the timing for
investing in wireless communications depends solely on their own business plans. For
example, in the Netherlands, UtilityConnect [20] has deployed its own dedicated
network for smart energy grid applications rather than relying on 3G or 4G networks
which were considered too short-term solutions.

Vertical industries require the assurance that for their networks there will be a
continuity of service, without unjustified price increases, spectrum re-farming or
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technology upgrades over their planned life span. On the other hand, deploying and
operating a wireless networks for IIoT are not their core business, but an enabler for
optimizing operations and productivity, enhancing security and safety, and improving
planning and decision making.

This all means that the cost of spectrum should be affordable, suitable authorization
process would be application based, and that the applications should be allowed to be
submitted any time, based on the business need. It also means, that the license duration
should be comparable to the investment cycle, and that overall regulatory certainty is
needed for years to come. The key elements of the spectrum management approaches
and the preferences are identified and summarized in Table 1.

3 Spectrum Management Approaches for Private Industrial
Networks

In a few countries the spectrum management frameworks are already in place or are
being defined for making dedicated spectrum available for wideband private networks.
Furthermore, shared, license exempt bands are also widely available. The selected

Table 1. Spectrum management assessment framework.

Spectrum management
framework element

Private industrial network preference

Band type Dedicated bands for applications requiring high spectrum
quality, harmonized 3GPP bands for economies of scale

Bandwidth Applicant defined: sufficient for wideband deployments
Spectrum availability Full time, guaranteed
Harmful interference
protection

Yes

Interference coordination By regulator, through authorization conditions or automatic
through technical solution

Sharing conditions Stable, pre-defined
Technical or operational
restrictions

Pre-defined, no substantial restrictions on network deployment
or services

Location and overage area Applicant defined: outdoor local or regional, indoor. One or
multiple areas

Maximum transmit power Sufficient for required local/regional outdoor and/or indoor
coverage

Technology Technology neutral approach, flexible duplex technology such
as TDD allowed

Authorization method Application based, time-to-air critical
Application timing Submission any time, based on business need
Authorization duration In line with investment cycle, typically long, e.g. 10 years
Cost/pricing Fee, administrative one-off or annual fee, per license/area
Regulatory certainty High, beyond authorization duration
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exemplary cases present spectrum management approaches in several countries on
2.3 GHz, 2.5 GHz and 3.5 GHz licensed frequency bands considered for LTE or 5G.
The license exempt usage of the 5 GHz RLAN bands is also addressed for comparison.
Information on studied spectrum management frameworks have been collected both
from public national regulatory authority (NRA) sources and interviews.

3.1 Country Specific Spectrum Management Approaches

The C-Band in the Netherlands (NL)
The bands 3410–3500 MHz and 3700–3800 MHz are used by a military satellite earth
station in the northern part of the country. In order to protect the incumbent users, those
frequencies cannot be used for mobile services north from the Amsterdam – Zwolle
line, while the rest of the C-band is available for commercial, nationwide mobile use.
The bands are available for local broadband networks, including private LTE networks
south from the line, with certain operational limitations [21]. For example, the emitted
power towards north must be limited [22]. Deployment and operation of networks in
those bands requires a license from the regulator. For the moment, the licenses are
temporary, with the end date in 2022 for the higher band and in 2026 for the lower
band. For every base station a separate license is needed with the maximum bandwidth
of 40 MHz. This opportunity has been popular, more than 150 licenses have been
issued and in some areas, like the Rotterdam harbor area, the bands are getting very
occupied. As the authorization process is based on the first-come-first-served principle,
in most popular areas it may not be possible to get a license. There are plans to remove
the earth station from the band, and at the same time reorganize the use of the whole C-
band. It seems that one option would be to re-farm the local networks to the 3700–
3800 MHz band as planned in Germany and Sweden.

The C-Band in Germany (GER)
In Germany, the band 3400–3700 MHz will be auctioned in 2019 for public mobile
networks whereas the band 3700–3800 MHz will be made available for regional and
local assignments, based on application. The process allows applying for regional and
local assignments not only at the time when the new regulatory frameworks comes to
force, but also at a later date, flexibly and in line with the demand. There is currently a
large amount of regional and local assignments in the 3400–3700 MHz band, with
licenses expiring latest at the end of 2022. Those networks will be relocated to the
3700–3800 MHz band. The German regulator BNetzA has published the planned
application procedure and the rules for the band 3700–3800 MHz [23]. Access to the
band is based on application and requires an individual authorization from BNetzA.
Operators having current access to licensed spectrum in 700–3700 MHz already are
only eligible for a temporary access, in case there are unused parts in the 3700–
3800 MHz band. License duration is 10 years, and the licenses are transferable.

According to the proposed rules the whole band 3700–3800 MHz will be available
for indoor deployments. There are technical restrictions for ensuring that no harmful
interference is created outside the facility. The band 3700–3780 MHz is reserved for
outdoor regional deployments, and the 3780–3800 MHz for outdoor local deployments.
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There are rules also for outdoor deployments to ensure that no harmful interference is
created outside the defined coverage area. The locations and the area of the region can be
defined based by the applicants. All assignments are based on 10 MHz blocks. The
approach is service and technology neutral, though TDD is the only allowed duplex
technology, and networks must be synchronized. National roaming is not mandated, but
allowed. Efficient use of the assignment is required, also throughout a region, with a
principle use-it-or-lose-it. There is a fee for the spectrum use.

The 3.6 GHz WBS Band in Canada (CAN)
The band 3650–3700 MHz is designated in Canada for wireless broadband service
(WBS) and fixed and mobile systems fulfilling regulator ISED’s technical requirements
[24, 25] are permitted. Deployed technologies include WiMax and LTE, which have
been adjusted to comply with the specific requirements of the band. Licenses are issued
on all-come all-served basis for Tier 4 service areas and there is a service area specific
annual fee for the license. The licenses will expire on March 31 of each year, and will
generally be renewable upon payment of required fees. The eligibility is not restricted.

The band is shared between all the WBS licensees within the service area, and the
licensees are expected to cooperate to identify and resolve possible interference prob-
lems by themselves. To assist in facilitating cooperation and coordination, ISED has
developed a publicly accessible spectrum management system database (SMS) showing
both current license and site-specific data. Licensees will be required to upload their
information to the database at least six weeks before putting a site to service and keep it
up to date. In addition to coordination between the WBS licensees, they must ensure that
no harmful interference is created towards incumbents deployed in the adjacent band
and meet coordination distance requirements from the Canada-US border. A public
consultation was conducted in 2018 [26], which addressed among other things also the
possible need to develop the WBS band regulation further. To date, conclusions based
on the responses have not been published.

The 2.6 GHz in France (FRA)
The 3GPP band 38 (2570–2620 MHz) had been planned for public mobile networks,
but was not licensed because of the lack of market demand. Therefore, its suitability for
wideband PMR networks was investigated through several trials and two public con-
sultations were held. The trials showed that the band 38 is suitable for private LTE
networks, and the first consultations concluded that a 40 MHz sub-band, 2575–
2615 MHz, could cover the spectrum needs of superfast PMR. It seems that regulator
ARCEP has to look in more detail to the case where demand exceeding the supply,
particularly what would be the regulatory approach if there is a need to deploy several
networks in the same geographical area, aiming to utilize the same band. According to
the working assumptions [27] the aim is to grant access to blocs of 10, 15 or 20 MHz,
in limited geographical areas and for maximum ten years licenses. Each applicant
would have to specify the requested coverage area and justify the spectrum needs
within that area. Compliance with the technical conditions of the EU would be required
[28], e.g. the use of TDD would be required and the maximum field level at the edge of
coverage area is restricted.
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The 2.3 GHz band in Finland (FIN)
The 2.3 GHz band is identified globally for IMT [29] and the European regulation by
the CEPT and the EU is in place [30]. However, in many European countries the band
is used by various incumbents, and removing them would be difficult or impractical. As
there are still spectrum resources unused by the incumbents the CEPT has defined a
possible regulatory approach for administrations that would prefer to deploy public
mobile networks in the band in shared manner employing the licensed shared access
(LSA) concept [31].

In Finland the 2.3 GHz band is not designated for public mobile use. The main
incumbent primary usage in the band is operation of wireless cameras. The use of the
cameras is individually authorized, and the license allows operation of wireless cam-
eras anywhere in the country. The number of cameras is very limited, so there are
unused spectrum resources all over the country, in places where the cameras are not in
use. Mobile networks could access the band on a secondary basis, but the public mobile
network operators in Finland have not shown interest towards accessing the band,
especially since the areas to be protected could change over the time and that the
remaining areas available for mobile networks would also change consequently.
Moreover, a rather complex LSA solution should be employed and still there could be
restrictions on the spectrum availability for the mobile network. Private LTE networks
could possibly be deployed and operated in rural and remote locations without complex
coordination or severe operational restrictions.

Shared Access Mobile Bands in the UK (UK)
The UK regulator Ofcom has published a consultation on shared access in the 3.8–
4.2 GHz band, in a portion of the 2.3 GHz band (2390–2400 MHz) and in the
1800 MHz shared spectrum (1781.7–1785 MHz paired with 1876.7–1880 MHz) [32].
The proposed approach is to provide spectrum for local networks in locations unused
by other licensed users. The Ofcom proposes a single authorization approach for all
three bands. As the bandwidth in the 1800 MHz band is rather limited, this paper
addresses only the first two bands. The consultation includes also an interesting reg-
ulatory proposal to allow access to the unused parts of the bands awarded to public
mobile networks, but that case is not analyzed in this paper further.

The 3.8–4.2 GHz band is currently being used by several incumbent services, but in
addition the band could be used for private networks as there are unused spectrum
resources. The band is next to the 3.4–3.8 GHz band, which has been identified as a
pioneer 5G band in Europe and several countries are looking to expanding the 5G
deployments also to the 3.8–4.2 GHz band. The highest 10 MHz of the 2.3 GHz band
are used currently for military applications, and also there is room for local network
deployments. The 2.3 GHz band 40 is already widely used for 4G deployments,
especially in Asia, and therefore, LTE equipment is widely available.

The access to the bands is planned to be individually authorized, allowing operation
in a certain location. Two types of licenses are defined: a low power license allowing
operation of a low power base station within a 50 m radius circle and a medium power
license for operating a medium power base station in a rural area. The applicants would
need to specify the bands they would like to access, as well as the planned locations.
The Ofcom would then assess for each application the interference to and from other
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licensees in the band, based on coordination methodology and parameters proposed by
them and make the assignments on a first come first served basis. This approach would
provide certainty for the spectrum access and a possibility to provide QoS. The license
fees would be cost based administrative fees, charged annually on a per area based or
on a per base station basis, amount depending on the used bandwidth: the original
proposal being £80 per 10 MHz. In the current proposals the Ofcom would deal with
coordination between the licensees, but they intend to explore the potential for intro-
ducing dynamic spectrum access (DSA) in the proposed three shared access bands.

The 3.5 GHz CBRS Band for PAL Use in the Unites States (US)
In the US the band 3550–3700 MHz is being made available for citizens broadband
radio service (CBRS) [33]. The band is currently used by several incumbent services,
but there are unused spectrum resources in the band. The CBRS users comprise of two
tiers of users: priority access license (PAL, tier 2) users and general authorized access
(GAA, tier 3) users. Spectrum for PAL users is auctioned in 10 MHz pieces and one
licensee can hold up to 4 PAL channels, i.e. up to 40 MHz. The authorizations are
regional. The PAL authorization allows PAL licensees to access the spectrum resources
available from the incumbents, while the incumbents must be protected from harmful
interference. The rules allow the PAL licensees to lease their spectrum within their
PAL area, which is beyond their deployment coverage. For example, in an industrial
area a PAL holder may lease one or more of their channels to industrial enterprises.
Spectrum not used by incumbents or by a PAL licensee is available for general
authorized access (GAA) users on an unlicensed, shared basis. The amount of GAA
spectrum may vary based upon variations incumbent and PAL usage; furthermore,
unlicensed GAA users may experience harmful interference from other GAA users.

For both GAA and PAL, the base stations (CBSD) must register with a spectrum
access system (SAS) and request a spectrum grant. The SAS will identify suitable
spectrum for the CBSDs while ensuring that higher tier users are protected from
harmful interference from lower tier users. The CBRS band could be suitable for IIoT,
because the PAL licenses may allow a path for acquiring exclusive spectrum for
regional use and GAA allows for a no cost option for non-mission critical services. The
leasing rules for CBRS PALs provide also a potentially lower cost option for enter-
prises to lease spectrum at their facility.

The 5 GHz RLAN Bands (5G RLAN)
The International Telecommunication Union, Radiocommunication Sector (ITU-R) has
identified the bands 5150–5350 MHz and 5470–5725 MHz globally for wireless
access systems (WAS), including radio local area networks (RLAN). There are also
several incumbent applications deployed in those bands, and the deployment of WASs
must not cause harmful interference to the incumbent applications. Therefore, a number
of technical and operational restrictions have been defined, such as maximum transmit
power, restriction to indoor use in part of the bands and restrictions on antenna pattern
[34] as well as required interference mitigation methods, such as dynamic frequency
selection (DFS), transmit power control (TPC) and listen-before-talk protocol (LBT) to
facilitate coexistence both with incumbent applications and among WASs sharing the
band [35]. The global regulation is reflected, e.g. to Europe, and similar restrictions
apply. Systems compliant with the ETSI standards [36] are allowed to be deployed in
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the 5 GHz RLAN bands within the EU and the CEPT. Also, the FCC has defined their
technical requirements. LTE-U [37] and MulteFire [38] are LTE based technologies
that are designed to be compliant with the regulatory requirements in the 5 GHz bands.
RLAN networks can be deployed in the 5 GHz bands under a general authorization,
and this applies in most countries also to compliant LTE based networks for private and
industrial applications.

3.2 Spectrum Management Approach Summary and Assessment

This section compares and assesses selected spectrum management approaches based on
the analysis framework introduced in Sect. 2. A summary is depicted in Table 2. The
key areas of the proposed spectrum management assessment framework are autho-
rization, spectrum assignment, co-ordination, cost/pricing and regulatory certainty.

Table 2. Assessment of country specific spectrum management approaches.

Spectrum
management
framework
element

Netherlands
C-band

Canada
WBS
band

Germany
3.7 GHz

France
2.6 GHz

UK Shared
3.8 and
2.3 GHz

Finland
2.3 GHz

US CBRS
PAL/GAA

RLAN
5 GHz

Band type + + + + + + +/+ −

Bandwidth + + + + + + +/+ +

Spectrum
availability

+ − + + + − −/− −

Protection from
harmful
interference

+ − + + + − +/− −

Interference
coordination

+ − + + + − +/+ +

Sharing
conditions

+ + + + + − +/+ −

Technical or
operational
restrictions

+ + + + + − +/− −

Location and
coverage area

+ + + + − + +/+ +

Maximum
transmit power

+ + + + − + +/+ −

Technology + + + + + + +/+ +

Authorization
method

+ + + + + + −/+ +

Application
timing

+ + + + + + −/+ +

Authorization
duration

− + + + − TBD +/+ +

Cost/pricing + + + TBD + + −/+ +

Regulatory
certainty

− − + + + − +/+ +
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In all presented country specific cases there are specific bands designated for pri-
vate networks and the access is individually authorized. In some cases, there are
incumbents having primary rights to the band, which means that private networks as
secondary users are not allowed to cause harmful interference to the primary users (UK,
FIN, US). In the unlicensed 5 GHz RLAN case, there are also incumbents requiring
protection, which is reflected in technical and operational restrictions on the private
networks. Furthermore, there are several other technologies allowed to share the 5 GHz
bands horizontally with the private networks, which may restrict the spectrum avail-
ability and certainty. In all example cases, there is room for sufficient bandwidths.
Dedicated access to a band together with protection from harmful interference provides
the highest spectrum availability (NL, GER, UK).

Several coordination approaches are employed: only the first entrant may get the
access (NL, GER, UK), the regulator may do the coordination when a new entrant
submits an authorization application (UK), the entrant may need to prove that there is
no harmful interference towards incumbents (FIN), the licensees have to coordinate
among them in case of interference (CAN) or coordination is done by technical means
(US). In Germany the designated band is wide, and it is partitioned for regional and
local outdoor deployments, both shared with indoor deployments. This approach
allows geographically parallel networks. For 5 GHz RLAN unlicensed bands the
coordination is covered by technical and operational restrictions for vertical sharing and
by LBT protocol for horizontal sharing.

The maximum transmit power is sufficient for various coverage requirements and
deployments in the 3GPP defined LTE bands, except in the shared use case (UK). In
parts of the 5 GHz RLAN bands the transmit power is limited to 200 mW, and
operation is limited to indoor environment (not applicable in the US).

UL/DL flexibility is possible in all cases, as the bands are unpaired and the use of
TDD is either possible or required (GER, FRA). In most cases adjacent networks may
need to be synchronized, which would limit the UL/DL flexibility. In Canada and in
Finland the networks may be located a significant distance apart from each other, so
that synchronization may not be needed.

Application based individual authorization without timing restrictions for sub-
mission is widely employed (NL, CAN, GER, FIN, UK). If the principle is first-come-
first-served, late applicants may be left without access to spectrum, especially if the
available bandwidth does not support deployment of several geographically overlap-
ping networks (NL, FRA, UK). If the principle is all-come-all-served, there may be
coexistence problems due to overlapping networks, unless there is a specific coordi-
nation approach or process (CAN). The coordination process could be performed by
the regulator (UK), or be on the responsibility of the licensees (CAN).

The license duration should be rather long, and in line with verticals’ investment
cycles. The longest offered license periods are 10 years (GER, FRA). On the other
hand, in one case the license period is only one year, but the license renewal is done
simply by paying the next year’s fees (CAN). In the US CBRS band licenses are for ten
years with possibility of renewal. In other cases the renewal approach is not defined,
which undermines the regulatory certainty.
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Spectrum cost should be affordable, and therefore nationwide authorizations and
competitive award methods are not suitable for authorization of locally deployed pri-
vate networks. In most of the presented cases, there is a fee for the spectrum access,
which is a preferred choice. The fee can depend on coverage area population (CAN), or
on used bandwidth (UK). In one case auctions are used (US CBRS PAL), but the
unused spectrum resources can be leased. Moreover, the cost of additional environ-
mental sensing capability (ESC) monitoring and SAS control equipment provided by
the SAS operator, and possibly by a third-party ESC operator will be passed on to end
users through higher service fees.

The regulatory certainty is highest if there is a newly confirmed spectrum man-
agement framework and licenses are granted for a long period, preferably longer than
the investment cycle of the licensee (GER, US). In some cases there is a spectrum
management framework in place, but at the same time ongoing or planned process to
review the framework (NL, CAN). Also, the licenses may be granted for shorter period,
e.g. three years or one year, which may reduce the certainty. In two cases early
proposals for a spectrum management framework have been published, but major
changes are possible (FRA, UK).

3.3 Discussion

Based on the assessment results, several recommendations can be drawn. The
heterogeneity of industrial use cases, applications and requirements leads to a flexibility
requirement in spectrum award and use. For mission critical applications, and appli-
cations requiring high QoS, individual authorizations and protection from harmful
interference are required. The authorizations should be based on applications, and
submissions should be allowed any time, based on the business need. The applicant
should be allowed to define the required bandwidth and coverage area. The preferred
license duration should be aligned with the licensee’s investment cycle, and for
industrial networks 10 years would be desirable with renewal option. Only reasonable
administrative fees should be applied, on a yearly basis or per transmitter where
practical. Spectrum should be made available from harmonized 3GPP bands in a
suitable frequency range, for most cases below 5 GHz, on exclusive basis, and the
bandwidth of the designation should allow deployment of more than one network in a
location. Band segmentation, e.g. between local and regional deployments, and sharing
between indoor and outdoor deployments should be considered. In all cases the
maximum field strengths at the coverage edge could be defined as a coordination
method. The complexity of the spectrum monitoring and control system should be
minimized as well as the related services fees. UL/DL asymmetry should be facilitated
through employment of TDD duplexing, and network synchronization should be
required only in locations where it is required for coexistence reasons. Where syn-
chronization is needed, the UL/DL ratio should be defined in a manner that takes into
account the requirements of all affected networks.
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4 Conclusions

The emergence of digital automation and enabling local high-quality private networks
have the potential of improving the productivity and efficiency of vertical industries,
promoting innovation and competition in the market and advancing society in totally
new ways. There is an increasing interest for the deployment of local high-quality
networks by different stakeholders to complement MNOs’ networks especially for
industrial vertical specific service delivery. This paper has highlighted the importance
of understanding the different approaches for spectrum management in the context of
the upcoming IIoT networks, whose deployment will be location specific to comple-
ment the previous generations that addressed wide-area coverage.

We have defined an assessment framework to consider the specifics arising from
local IIoT networks operating in regionally licensed and shared spectrum bands, and
assessed lately introduced spectrum management approaches in eight selected real-life
cases. To do so, we have first identified the key elements of spectrum management
approached based on a literature review focusing on the spectrum planning and
authorization processes from the views of the vertical industries and a local private
operator. It is critical to consider the authorization, spectrum assignment, coordination,
cost/pricing approaches as well as the regulatory certainty. After that we have provided
a case study of the recent spectrum authorization decisions in different countries and
analyzed the decisions from the viewpoints of the identified key elements of spectrum
management framework. Our analysis has shown that different countries have adopted
different spectrum management approaches, which ultimately define who can enter the
IIoT market and benefit from the related business models. Some of the first decisions
have been taken to facilitate networks for verticals in regional license areas and to
promote vertical specific service delivery through the possibility to establish local
private networks by different stakeholders. Results showed that the, most promising
approaches being proposed by Germany and France.

From technology perspective future work is needed on the reducing the complexity
of coexistence management while improving the accuracy and certainty e.g. through
propagation modelling and 3D clutter databases. On the policy and business future
research could consider the valuation and pricing of spectrum for local and regional
assignments.
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Abstract. We present a techno-economic analysis of a cellular market
that operates under the licensed shared access (LSA) regime, consisting
of a mobile network operator (MNO) that leases spectrum to a number
of Programme Making and Special Events (PMSE) users. The MNO
offers two quality-of-service (QoS) classes (high and low), differentiating
the price based on the QoS class. The key question that we address is
whether and to which extent the MNO has incentive to adopt this form
of QoS-aware pricing. The first step is to model the parameters that are
controlled by each PMSE user: (i) the way to choose between the two
QoS classes and (ii) the available budget per QoS class. The second step
is to compute the maximum revenue of the MNO. Our analysis reveals
that the MNO can always tune the prices so as to maximise its revenue
for the scenario where all users belong to the high QoS class. This is a
consistent result throughout our study, that holds for any considered set
of user-controlled parameters and of technical parameters. We conclude
that the adoption of QoS-aware pricing in the LSA market generates a
tussle between the MNO and the regulator. The MNO has incentive to
support fewer users but with high QoS and charge them more, which is
not aligned with the regulator’s goal for social welfare maximisation.

Keywords: Techno-economics · Mobile network operators ·
Programme Making and Special Events

1 Introduction and Related Work

Licensed shared access (LSA) [6] has been adopted in Europe as a promising
paradigm to dynamically share licensed spectrum between different networks
and technologies. LSA proposes a two-tier approach where the initial target use
case considered mobile network operators (MNOs) leasing spectrum in the 2.3–
2.4 GHz band from incumbent technologies like Programme Making and Spe-
cial Events (PMSE) [7]. However, recent initiatives from industry and spectrum
regulators have proposed a symmetric use case, where PMSE users could lease
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spectrum from MNOs, targeting reliable short-term use of spectrum for concerts,
conferences, etc. [13].

Though the adoption of LSA brings significant benefits from a technical
perspective, a number of business challenges arise for the key stakeholders of
the market (i.e., regulator, incumbent spectrum user, and LSA licensee). These
include the MNO’s costs of additional infrastructure and the required modifi-
cations of the existing systems to support and manage the sharing procedure,
as well as the license fees [15]. Thus, the stakeholders must perform a techno-
economic analysis in order to assess whether LSA is worth the investment. How-
ever, business research on LSA is scarce [4,5,10] and focuses on the qualita-
tive domain, without offering quantitative results on whether LSA schemes are
techno-economically attractive.

The work closest to ours is [16], where an MNO that operates under the
LSA framework leases spectrum to a number of PMSE users that belong to
two distinct quality-of-service (QoS) classes, admitting either low or high QoS
requirements. As in [16], we study scenarios where all users have either high
or low QoS requirements, as well as mixed QoS requirements (i.e., some users
have low and some users have high QoS requirements). We extend the approach
of [16], aiming at unlocking the potential of QoS-aware pricing in this LSA
market, where we adopt price differentiation based on the QoS class. Our key
contributions are the following. From the perspective of the PMSE users, we
model the behaviour of the users regarding how they choose between the two
QoS classes, as well as their available budgets for the two QoS classes. Through
this process, we are able to predict the distribution of the users between the two
QoS classes for each possible combination of considered prices.

From the perspective of the MNO, we identify the prices that correspond to
the maximum revenue that can be achieved for each QoS scenario. A consistent
result arises independently of (i) the distribution of the budgets, (ii) the way that
the users choose between the QoS classes, and (iii) the values of the technical
parameters. The MNO can always tune the prices so that the maximum revenue
for the high QoS scenario is the highest, followed by the mixed QoS scenario
and finally by the low QoS scenario. This result highlights the potential of QoS-
aware pricing for the MNO, since the MNO has motivation to sacrifice some
of the users with low QoS in order to support more users with high QoS and
charge them more. This is also interesting from a regulatory point of view, since
we identify a constant tussle in the LSA market, where the goal of the MNO
(i.e., revenue maximisation) is not aligned with the goal of the market regulator
(i.e., social welfare maximisation). Finally, we quantify the impact of the budget
parameters on the revenue of the QoS scenarios, providing insights for which
markets have the potential to be more profitable for the MNO.

2 The Techno-Economic Problem

We first summarise the techno-economic input from [16] that we are going to use
for our analysis. Then, we introduce our extensions. We assume a monopolistic
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market with one MNO and N PMSE users that are interested in leasing spectrum
from the unique MNO. Consistent with one of the business models in [13], the
PMSE users also utilise the network infrastructure of the MNOs. Furthermore,
the PMSE users are classified into two distinct QoS classes: there are at most NL

PMSE users with low QoS requirements (e.g., audio speech applications) and at
most NH PMSE users with high QoS requirements (e.g., high definition audio
productions). We are interested in analysing from a techno-economic point of
view the following three QoS scenarios:

– Low QoS Scenario: The MNO can support at most NL users, where all of
them have the same low QoS requirements QL.

– High QoS Scenario: The MNO can support at most NH users, where all of
them have the same high QoS requirements QH .

– Mixed QoS Scenario: The MNO supports users with mixed QoS requirements,
i.e., at most NL,M users with QL and at most NH ,M users with QH .

Given the maximum number of supported PMSE users for the three QoS sce-
narios, the goal of the MNO is to define a pricing policy and choose the scenario
that will maximise its revenue. Among the four pricing policies that have been
considered in [16], we apply QoS-aware pricing, where the differentiation in the
price is based on the QoS class that each user belongs to [8]. Depending on the
assumptions and the model, QoS-aware pricing may maximise e.g. the revenue
of the MNO or the social welfare [14,17].

We adopt a type of QoS-aware pricing which corresponds to an application
of the second degree of price discrimination [9]. In this form of discrimination,
there are at least two distinct prices, which correspond to at least two different
types of services. Any customer who wants the same type of service will pay
the same price. In our case, we propose that the discrimination is based on
the QoS class that each PMSE user belongs to; each user that targets QL pays
PL ∈ [PL,min, PL,max], whereas each user that targets QH pays PH . We also
define parameter K = PH

PL
which is always above 1. Then, the revenue of the

MNO for each of the three QoS scenarios is:

Low QoS Scenario: NLPL, (1)
High QoS Scenario: NHPH = NHKPL, (2)

Mixed QoS Scenario: NL,MPL + NH ,MPH = NL,MPL + NH ,MKPL. (3)

Clearly, the scenario that maximises the MNO’s revenue can be computed by
the following formula: max{NL, NHK,NL,M + NH ,MK}.

In [16], there has been an extensive study of the revenue for the three QoS
scenarios. For different values of the technical parameters including carrier fre-
quency f , propagation environment, base station (BS) transmit power level, and
bandwidth, the maximum number of supported PMSE users for the three QoS
scenarios has been computed. Then, the revenue after the application of QoS-
aware pricing has been estimated for a fixed value of PL and a range of values
of PH . A key assumption during the whole analysis was that the MNO always
serves the maximum number of users that can be technically supported.
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We generalise this study towards the following two directions. First, we intro-
duce an additional degree of freedom studying markets with different values of
PL. Second, we relax the assumption that the market always performs at its
maximum capacity by proposing a methodology to compute the exact number
of PMSE users that will be admitted in each QoS scenario. In order to do so,
we need to model the behaviour of the users. Initially, we need to model how a
user chooses between the two QoS classes. Therefore, we introduce a metric w
that quantifies the preference of each user i for each QoS class by weighing the
importance that the user gives to the price and the QoS. For the high QoS class,
w is defined as follows:

wH,i = ai
PL

PL + PH
+ (1 − ai)

QH

QL + QH
,

where the user-specific parameter ai follows a uniform distribution in (0,1). When
ai is above 0.5, user i considers as the most important factor the price that it
has to pay, otherwise the most decisive factor is the QoS that it gets. We note
that we use fractions for a relative comparison of the two factors that influence
the decision of the user, which is why w also ranges between 0 and 1.

Similarly, for the low QoS class, w is defined as:

wL,i = ai
PH

PL + PH
+ (1 − ai)

QL

QL + QH
.

Note that wH,i + wL,i = 1, meaning that each user i needs to compute just
one of them. If wH,i is higher than 0.5, then user i prefers the high QoS class.
Otherwise, it prefers the low QoS class.

Another aspect that was not modelled in [16] is the user’s available budget for
each QoS class. Though we are not aware of specific studies for the distribution
of the budgets of the PMSE users, we expect that it follows a (variation of
the) normal distribution. This is in accordance with adjacent telecommunication
markets [9]. More specifically, we model the distribution of the budget for the low
QoS BL as a truncated normal distribution with minimum value PL,min = $10
[11]. We need a minimum value, otherwise a user can never get access to this
QoS class, so it is not of interest for this market. We study 6 cases for BL,
where the mean μL = {0.5, 0.7, 0.9}PL,max and the standard deviation σL =
{0.2, 0.4}PL,max, with PL,max = $120 [11].

Then, we model the distribution of the budget for the high QoS BH as a
truncated normal distribution with minimum value BL. The motivation for this
minimum threshold is that the user’s budget for the high QoS class should be
at least equal to its budget for the low QoS class. For BH , we also consider 6
cases, where the mean μH = {0.2, 0.4, 0.6}QH

QL
BL and the standard deviation

σH = {0.2, 0.4}QH

QL
BL. The quantity QH

QL
BL is used as a benchmark, since, as

we know from adjacent markets [9], a typical user is expected to be willing to
spend at most QH

QL
times more to get the class QH instead of the class QL.

Moreover, since the budget of the users for more expensive services is expected
to be tighter, the coefficients of μH are typically lower than the ones of μL.
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Maximum Number of PMSE Users

Table 1 summarises the values of the technical parameters from [16] used to
estimate the maximum number of PMSE users that can be technically sup-
ported. Each PMSE user has either high or low QoS requirements. We define
the QoS requirements in terms of the target Application-layer throughput R,
where high QoS and low QoS correspond to 4.61 Mbps and 150 kbps, respec-
tively. These values are consistent with the highest and lowest PMSE audio
throughput requirements in [3,13], where low throughput values correspond to
audio speech applications, while high throughput values are required for high
definition audio productions [12]. Based on these values of the technical param-
eters, Table 2 summarises from [16] the maximum number of users that can be
supported for the three QoS scenarios. Since the number of users for the carrier
frequencies of 2600 MHz and 3800 MHz are quite similar, we analyse only three
cases: (i) 800 MHz for the indoor propagation environment, (ii) 800 MHz for the
outdoor propagation environment, and (iii) 3800 MHz for the indoor propagation
environment.

Table 1. PMSE user QoS requirements and technical parameters.

Parameter Value

Low QoS
scenario

High QoS
scenario

Mixed QoS scenario

PMSE user QoS
requirements as
application-layer
throughput R

150 kbps [3,13] 4.61 Mbps [3,13] 4.61 Mbps for 50% of
the users in the high
QoS scenario and
150 kbps for other users

Bandwidth C 20 MHz [2]

Carrier frequency f 800, 2600, 3800MHz [2]

BS transmit power T 30 dBm [1,2] (same for all BSs)

Propagation
environment

Indoor, outdoor

3 Revenue Analysis: A Case Study

In this section, we illustrate the evolution of the revenue for the three QoS
scenarios for the example of the carrier frequency f = 3800 MHz and the indoor
propagation environment. We assume that the market consists of 41 PMSE users
so that, provided that all of them have the necessary budget to pay for the prices
PL and PH , the maximum number of supported users can be admitted (i.e.,
either NL = 37, or NH = 4). For a given set of prices PL and PH , we assume that
the users follow a so-called non-strict version for the choice of the QoS class.
In this non-strict version, a user initially applies for getting access to the QoS
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Table 2. Max. number of users that can be supported for the three QoS scenarios for
the different values of the technical parameters.

Frequency, Environment Scenario

Low QoS High QoS Mixed QoS

Users NL Users NH Users NL,M Users NH ,M

f = 800MHz, indoor 65 6 21 3

f = 800MHz, outdoor 7 2 4 1

f = 2600MHz, indoor 36 4 13 2

f = 2600MHz, outdoor 31 4 12 2

f = 3800MHz, indoor 37 4 13 2

f = 3800MHz, outdoor 33 4 12 2

class that it prefers more based on the value of the weighted metric w. It gets
access to this QoS class provided that the following two conditions hold: (i) it
can afford to pay the price that the MNO has announced and (ii) the MNO has
not reached the maximum number of PMSE users that it can support for this
QoS class. If the user does not get access to the QoS class of its first choice, then
it applies for the other QoS class and it gets admitted provided that the same
conditions hold. In the following section, we also consider a strict version for the
choice of the QoS class, where each user applies for only one QoS class, i.e., the
one that corresponds to the highest value of the weighted metric w.

After deciding whether a user will be admitted and, if so, in which QoS class,
the MNO computes the revenue for the three QoS scenarios. We consider four
values of PL, corresponding to 30, 60, 90, and 120 $ for 48-hour access [11].
For a given PL, we apply QoS-aware pricing where PH = KPL, with parameter
K ∈ {2, 3, . . . ,

⌊
QH

QL

⌋
= 30}.

Figure 1 shows the evolution of the revenue for the three QoS scenarios for
the four values of PL. Each subfigure corresponds to the revenue as a function of
parameter K, for a given PL. The results are averaged based on the simulation
of 1000 markets, each consisting of 41 users. As we notice from Fig. 1(a), when
parameter K is below 7, the low QoS scenario generates the highest revenue.
This is justified since the price differentiation between QH and QL is small
enough to not overcome the difference between the actual number of users that
are supported for QH and QL. For higher values of K, the high QoS scenario
generates the highest revenue, followed by the mixed QoS scenario. Also, the
revenue for both the high QoS and the mixed QoS scenario increases linearly
with K. This is expected from the corresponding Eqs. (2) and (3) provided that
the number of users NH and NH,M does not change with K. Finally, for the low
QoS scenario, the revenue does not change with K, so any fluctuation is due to
changes in the number of users.

Figure 1(b) shows the revenue for PL = $60, where we notice some differences
in the trends. First, though PL was doubled compared to Fig. 1(a), the revenue
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Fig. 1. Evolution of the revenue for the three QoS scenarios. Technical parameters:
carrier frequency f=3800 MHz and indoor propagation environment. Parameters of
the distribution of the budgets BL and BH : μL = 0.7PL,max, σL = 0.4PL,max, μH =
0.4QH

QL
BL, σH = 0.2QH

QL
BL. The choice of the QoS class is non-strict.

for the low QoS scenario was not doubled. This means that the budget BL of
some of the users is below $60 and, therefore, they cannot afford to pay for
this QoS class. Due to this, the high QoS scenario generates the highest revenue
starting with a smaller value of K (it is for K > 6, whereas for PL = $30 it
was for K > 7). Moreover, for high values of K, the revenue for the high QoS
scenario starts increasing sub-linearly and then it decreases. This is again due
to budget constraints, this time for the budget BH . The trend of a sub-linear
increase is also noticed for the mixed QoS scenario, though it starts for higher
values of K compared to the high QoS scenario. This is expected since, for the
mixed QoS scenario, the maximum number of users with high QoS that can be
admitted is 2 instead of 4 for the high QoS scenario (see Table 2). Therefore, for
higher values of K, it is easier to find 2 instead of 4 users with QH .
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Fig. 2. Distribution of the budgets BL and BH . (Color figure online)

Figures 1(c) and (d) verify the above mentioned trends. The revenue for the
low QoS scenario starts decreasing as PL increases further to $90 and $120, since
many users cannot afford to pay these prices. The message learnt for the MNO is
that, for the low QoS scenario, a high price does not lead to high revenues. Due
to this, the high QoS scenario generates the highest revenue, even with very low
values of K. Also, the maximum revenue for the high QoS scenario is admitted
for a value of K that decreases as PL increases. The same trends hold for the
mixed QoS scenario, but with a higher value of K due to fewer users with high
QoS. Due to this and a steep decrease for the revenue of the high QoS scenario,
the mixed QoS scenario is the most profitable when both PL and K are high.

4 Revenue Analysis: General Results

Through the detailed analysis of the previous section, we are able to compute
the expected revenue of the three QoS scenarios for every possible combination
of the techno-economic parameters. Though this methodology provides a fine-
grained view for each case, we need to extract general conclusions. Indeed, for a
given set of techno-economic parameters, the ultimate challenge for the MNO is
to choose the prices PL and PH so that its revenue will be maximised. Therefore,
we can consider this fine-grained analysis as an internal process for the MNO to
compute: (i) the value of PL that maximises its revenue for the low QoS scenario,
(ii) the value of PH , i.e., parameter K and PL, that maximises its revenue for the
high QoS scenario, and (iii) the values of PL and PH that maximise its revenue
for the mixed QoS scenario. Then, the MNO can choose which QoS scenario
maximises globally its revenue.

Though the MNO controls the technical parameters and the price, the dis-
tribution of the users’ budgets as well as the users’ preferences for the two QoS
classes are private information. The complementary problem of how to estimate
this piece of information is not addressed in this paper. However, we present
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a broad number of scenarios for the parameters that each user controls, so
as to estimate the revenue for the three QoS scenarios under different users’
behaviours.
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Fig. 3. Max. revenue and the corresponding values for PL and PH for the three QoS
scenarios. Technical parameters: f = 3800 MHz, indoor. The choice of the QoS class is
non-strict.

Initially, we generalise the results of the previous section where we consider
36 budget scenarios for the distribution of the users’ budgets BL and BH . The
number of budget scenarios arises since the 4-tuple {μL, σL, μH , σH} can get
3 · 2 · 3 · 2 = 36 possible values. Figure 2 represents the evolution of the budget
distribution. We progressively update the elements of the 4-tuple in four loops,
with the following order from the outermost loop to the innermost loop: (i) μL,
(ii) σL, (iii) μH , and (iv) σH . Due to this, as we can see from Fig. 2(a), μL,
depicted as a red line, increases every 12 budget scenarios, remaining the same
for scenarios 1–12, 13–24, and 25–36. Let us consider scenarios 1–12: due to a
higher value of σL, scenarios 7–12 have higher upper quartiles and whiskers than
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scenarios 1–6. For the case of BH (Fig. 2(b)), we notice that every 6 scenarios
where μL and σL are fixed (i.e., scenarios 1–6, 7–12, etc.), the upper quartile
increases. Moreover, the maximum upper whiskers correspond to scenarios 6, 12,
etc., where BH has the highest coefficients for μH and σH .

Figure 3 presents the maximum revenue and the corresponding values for
PL and PH for the three QoS scenarios. As in Fig. 3(a), we consider the non-
strict version for the choice of the QoS class and the results are obtained for the
carrier frequency f = 3800 MHz and the indoor propagation environment. For all
combinations of budgets BL and BH in Fig. 3(a), the maximum revenue of the
MNO is achieved for the high QoS scenario, followed by the mixed QoS scenario
and then by the low QoS scenario. This result highlights the existence of a tussle
for this market between the social welfare (i.e., supporting the maximum number
of PMSE users) and the revenue maximisation. Focusing on the revenue from
the high QoS scenario, we notice that, for budget scenarios 1–6, the maximum is
for the last scenario (scenario 6) and this trend is repeated every six scenarios.
The explanation is based on the previous analysis for the distribution of the
budget BH . The same trend holds for the mixed QoS scenario, implying that
the dominant component for the mixed QoS revenue is the revenue that arises
from the users with QH . Finally, for the low QoS scenario, there is a repeating
trend for budget scenarios 1–12, 13–24, and 25–36. We recall from Fig. 2(a)
that all budget scenarios of each of these cycles correspond to the same μL of
the budget distribution BL. Moreover, the revenue during each cycle slightly
decreases, admitting three local maxima for budget scenarios 1, 13, 25, where
μH and σH have the lowest values (see Fig. 2(b)).

Figure 3(b) presents the corresponding value of PL for which the maximum
revenue for each QoS scenario is achieved. It is interesting that for the high
QoS scenario, PL is always equal to $120, i.e., the maximum that the MNO
can set throughout the study. For the mixed QoS scenario, PL is higher than
the corresponding price for the low QoS scenario. This is expected, since in the
mixed QoS scenario, the MNO can admit at most 13 users with QL, instead of
37 users for the low QoS scenario (see Table 2). We also notice that the evolution
of PL is similar for both low and mixed QoS scenarios, with the highest values
being for budget scenarios 31–36, where μL and σL get the highest values (see
Fig. 2(a)).

Then, we show in Fig. 3(c) the corresponding value of PH . As expected, it
is higher for the mixed QoS scenario where at most 2 users with QH can be
supported than for the high QoS scenario where NH = 4. Moreover, the curves
follow the same trend with the revenue. Finally, Fig. 3(d) depicts the evolution
of parameter K = PH

PL
, where the trends are similar with the trends for PH .

Clearly, there is room for the MNO to apply higher price differentiation for the
case of the mixed QoS scenario compared to the high QoS scenario. Our analysis
suggests that in budget scenarios where μH and σH get the highest values, the
MNO has motivation to charge the mixed QoS users with QH at the maximum
level of price differentiation, i.e., 30 times more than the users with QL.
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Fig. 4. Comparison of the max. revenue and the corresponding number of users for the
non-strict and the strict choice of the QoS class. (Color figure online)
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We repeat the same analysis for the strict preference of the QoS class, where
each user has a single choice for the QoS class. Figure 4(a) compares the maxi-
mum revenue for the non-strict and the strict version. The conclusion that arises
is that, for all QoS scenarios and all budget scenarios, the revenue is higher for
the non-strict version. This is justified due to the fact that the set of revenues for
the MNO for the non-strict version is a superset of the strict version: it addition-
ally includes the revenue that each user can bring for its second QoS preference
in case it has not been admitted for its first QoS preference. We identify the
factors that can justify the difference in the revenue between the non-strict and
the strict version, as follows.

The first one is that the number of PMSE users for the non-strict version
can be higher than for the strict version. This is clearly the case for the low QoS
scenario where, as we can see from Fig. 4(b), there is a significant drop in the
number of users with QL for the strict version. However, it is worth mentioning
that even in the case of the non-strict version, the maximum revenue for the
low QoS scenario does not coincide with the theoretical maximum of PMSE
users that can be supported, which is 37. This means that either some users
do not have the necessary budget BL to pay for a particular price PL, or it is
more profitable for the MNO to support fewer users with QL but at a higher
price. Furthermore, it is interesting to notice that, e.g., budget scenarios 1–6
correspond to a higher number of users with QL than scenarios 7–12. Given that
these scenarios have the same mean μL, we conclude that the standard deviation
σL for scenarios 1–6, which is smaller than for scenarios 7–12, is the reason for
the difference in the number of users. Indeed, for the users with QL, it is more
profitable for the MNO if the standard deviation σL is smaller, since, for prices
PL that are close to μL, more users can afford to pay for it.

The second factor is that, in the non-strict version, the MNO may have
motivation to support fewer users provided that it can charge them more. This
is the case with the mixed QoS scenario, where, for some budget parameters
(budget scenarios 26–28), the MNO in the non-strict version prefers to support
fewer users with QL (dark blue solid line) than in the strict version (dark blue
dashed line).

We finally proceed with the results for the other two technical cases, i.e.,
carrier frequency f=800 MHz and indoor/outdoor propagation environment.
We present the maximum revenue and the corresponding number of users for
the three QoS scenarios in Figs. 4(c)–(f), omitting the corresponding values of PL

and PH due to space constraints. As in Fig. 4(a), the high QoS scenario generates
always the highest revenue. This is a strong result independent of the technical
parameters and the distribution of the budgets. Regarding the corresponding
number of users, the two key conclusions that we extracted from Fig. 4(b) still
hold. First, the number of users that maximises the revenue for the low QoS
scenario does not coincide with the maximum number of users (i.e., 65 users for
indoor and 7 users for outdoor). Second, the number of users with QL for the
mixed QoS scenario is in general lower for the non-strict version compared to
the strict version, since the MNO has motivation to support fewer users with
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QL in order to admit more users with QH and charge them with high values
of K. This trend becomes clearer in Fig. 4(f), where the non-strict version of
the mixed QoS scenario (dark blue solid line) is almost always below the strict
version of the mixed QoS scenario (dark blue dashed line).

5 Conclusions and Outlook

The goal of this work was to unlock the potential of QoS-aware pricing for an
MNO that operates under the LSA regime. The business model for the MNO was
to lease spectrum to PMSE users, differentiating their prices based on whether
they belong to the high or the low QoS class. We analysed three QoS scenarios:
(i) all users have the same low QoS requirements, (ii) all users have the same
high QoS requirements, and (iii) a mixed QoS scenario.

From the perspective of the PMSE users, we made two contributions. First,
we modelled the behaviour of the users regarding how they choose between the
two QoS classes, quantifying the importance that each user gives to the QoS
class versus the price that it has to pay. Second, we modelled the distribution of
the budget of the users for the two QoS classes. The added value of these models
is that we were able to perform a fine-grained analysis, predicting the distribu-
tion of the users between the two QoS classes for each possible combination of
considered prices.

From the perspective of the MNO, the challenge was to choose the prices PL

and PH so as to compute the maximum revenue that can be achieved for each
QoS scenario. Our analysis revealed a consistent result that holds independent
of (i) the distribution of the budgets, (ii) the way that the users choose between
the QoS classes, and (iii) the values of the technical parameters. The MNO can
always tune the prices so that the maximum revenue for the high QoS scenario
is the highest, followed by the mixed QoS scenario and finally by the low QoS
scenario. This result highlights the potential of QoS-aware pricing for the MNO.
For the high and mixed QoS scenarios where QoS price differentiation can be
applied, the MNO can consistently generate higher revenue than for the low
QoS scenario. This is also interesting from a regulatory point of view, since
the MNO has motivation to support few users charging them at a higher price
instead of supporting more users at a lower price. Therefore, we identified a
constant tussle in the LSA market, where the goal of the MNO (i.e., revenue
maximisation) is not aligned with the goal of the market regulator (i.e., social
welfare maximisation).

Through the analysis of the revenues for the different budget scenarios, we
identified the impact of the budget parameters on the revenue of the QoS sce-
narios. The revenue for the high and mixed QoS scenarios admits local maxima
when both the mean and the standard deviation of the budget distribution BH

are high (budget scenarios 6, 12, etc.). On the other hand, the revenue for the
low QoS scenario admits local maxima when the mean of the budget distribu-
tion BL and both parameters of the budget distribution BH are small (budget
scenarios 1, 13, 25). These trends hold for any values of the technical parame-
ters. We argue that they are useful in particular for an MNO who evaluates the
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business opportunities in different markets before entering into them since they
provide insights for which markets have the potential to be more profitable.

Finally, we conclude with two key messages extracted from our study for the
mixed QoS scenario. First, there is higher room for price differentiation for the
mixed QoS scenario, since fewer users with QH can be admitted compared to
the high QoS scenario. Second, for the non-strict version of the choice of the QoS
class, the MNO usually prefers to sacrifice some of the users with QL in order
to support more users with QH and charge them more. Both conclusions rein-
force the message learnt, i.e., that the application of QoS-aware pricing unlocks
significant revenue opportunities.

As future work, it is interesting to extend this study by introducing an addi-
tional (intermediate) QoS class and evaluate the robustness of the results. This
also requires a modification for the way that the users choose among the three
QoS classes. Another interesting direction is to consider an oligopoly market
with two or three MNOs, analysing the churn of the users and the evolution of
the revenue as the MNOs update their pricing policies.

Acknowledgment. The authors would like to thank Shaham Shabani who conducted
the simulations in ns-3 for estimating the maximum number of PMSE users for all QoS
scenarios.
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Abstract. Emerging private LTE and 5G services and applications have cre-
ated need for local radio spectrum licensing. The existing pricing models for
licenses do not work well in this context. This paper introduces three new
location dependent valuation methods that aim to produce more accurate pricing
for local licenses. We use FICORA Frequency Fee as our base-case general
spectrum valuation model, and we replace the population density based location
coefficient with proxies such as employee density, value added per employee,
and rent prices. By comparing the differences in the prices yielded by the
models, we show that the new models can in some cases identify high demand
areas like hospitals and industrial districts better than the original population
density based model. Additionally, we conclude that the original population
density based model and the new employee density based model could be used
together to capture both the consumer and the industrial spectrum demand
simultaneously.

Keywords: Private LTE � 5G � Spectrum pricing � Valuation

1 Introduction

1.1 Motivation

Private LTE and 5G networks serve enterprise business, government or education using
mobile network technology. The studied mobile networks operate in the radio spectrum
bands, which are defined by 3GPP in specification TS 36.101 (2018b). The value of the
mobile spectrum for private LTE and 5G networks is dependent on multiple factors,
including the bandwidth, duration, area, and location. In this study, the specific interest
is in the location of the network area. For services targeted to consumers, the valuation
follows the population density, but as no one lives in factories, ports, or in shopping
malls, other location proxies should be found for spectrum valuation of private LTE
and 5G networks.

Mobile Network Operators (MNOs) have spent billions on gaining exclusive access
to spectrum assets and deploying network infrastructure needed to meet current and
future consumer demand. LTE evolution and future 5G networks target location
specific solutions to meet stringent wireless connectivity needs of distinct vertical use
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cases in the capacity bands. The 5G technologies bring drastic changes to how mobile
spectrum is used (5 GPPP, 2016). A significant driver for this is the change in the
demand for the licenses of mobile spectrum. During LTE era, the demand has mainly
consisted of Mobile Network Operators, which provide Mobile Broadband
(MBB) services. However, the potential user-base of 5G is much more diverse. For
example, 5G serves the specific communication needs of industries like manufacturing,
logistics, and education (Cave and Nicholls, 2017).

The industry and site specific networks require local, private network deployments
in contrast to the nation-wide public networks of MNOs. Because of this, there is also a
need for a change in the supply side. The recently proposed micro licensing model
(Matinmikko, et al. 2017a and 2017b, private LTE and 5G (Ferrus and Sallent, 2014),
and network slicing (Alliance, 2016) are concepts for creating customized mobile
communications services. Of these methods, micro licensing and private LTE and 5G
allow the transaction of spectrum rights in a dynamic way that caters the needs of
different user types. In practice, the allocation could be done through a marketplace that
works as a centralised, efficient secondary market of private LTE and 5G licenses
(Kokkinen et al., 2017) or network slicing (Lemstra, 2018). Cramton and Doyle (2015)
state that an open access market for spectrum would increase competition and make the
process more efficient, transparent, fair, and simple.

The possibility to deploy private LTE and 5G networks is highly dependent on the
spectrum availability. The spectrum could become available through local licenses in
the mobile spectrum bands or by allowing unlicensed access to 5G bands (European
Commission, 2017). Furthermore, all commercial 5G licenses are advised to be subject
to trading or leasing (European Commission, 2018). The novel regulatory approaches
include locally licensed mobile spectrum (The Federal Network Agency Germany,
2018; The Swedish Post and Telecom Authority, 2018; Radiocommunications Agency
Netherlands, 2018; Ofcom, 2018) wholesale spectrum provisioning, and the secondary
market of spectrum. Especially, the 2.3 GHz, 3.5 GHz, and 24 GHz frequency bands
are likely to require different approaches to authorization, as they are expected to be the
enablers for private LTE and 5G services and applications. The regulators foresee the
need for more flexibility in 5G spectrum authorization approaches including the
commons approach (general authorization, unlicensed), licensed shared use between
different users, geographical sharing, or dynamic spectrum sharing in time, frequency,
and location (European Commission, 2018). Sharing-based spectrum management
approaches facilitate more efficient spectrum use by allowing two or more radio sys-
tems to operate in the same frequency band (Beltran, 2017). Prominent sharing con-
cepts under standardization and trials are the European Licensed Shared Access
(LSA) (ECC, 2014), the US based Citizens Broadband Radio Service (CBRS) (FCC,
2016), and the unlicensed LTE technologies: LAA (3 GPP, 2015), LTE-U (LTE-U
Forum, 2016), and MulteFire (MulteFire, 2016). 5G convergence with IEEE family of
technologies using unlicensed spectrum particularly indoors and dense urban area
introduce new opportunities for the co-existence of the 3GPP and the IEEE Wi-Fi
ecosystems (Abinader et al., 2014). The 3GPP study item “Study on New Radio
(NR) based Access to Unlicensed Spectrum” determines a global solution for NR-
based access to unlicensed spectrum (3 GPP, 2018a).

Location Dependent Spectrum Valuation of Private LTE and 5G Networks 307



Spectrum management aims at effectiveness by allocating spectrum to the right use,
and efficiency by assigning to those what value it the most (Beltran, 2017). Regulators
aim at making the best value of spectrum in their decisions, but assessing the value of
spectrum is a complex process with multiple perspectives (Bazelon and McHenry,
2013; Mölleryd et al. 2012; ITU-R, 2012). Different wireless services, such as mobile
broadband (MBB) communications, Private Mobile Radio (PMR), broadcast, and
military use, have different basis for their value due to their distinct business models,
technologies, and role in society. Ultimately, the spectrum management decisions are
about maximizing the value of spectrum, its efficient utilization, and its benefits to
society (Beltran, 2017).

The mobile communication market has traditionally been centered around a small
number of MNOs that have been granted long-term exclusive spectrum licenses, most
recently through auctions with high up-front payments (Cramton, 2013). While auc-
tions have resulted significant income for the governments in many countries, their
impact on society goes beyond auction revenues and has turned out to be a complicated
topic to analyze (Cramton, 2013; Hazlett and Muños, 2009; Cave and Nicholls, 2017;
Klemperer, 2002). For example, competition, which will ultimately lead to greater
innovation and better and cheaper services, will likely generate greater governmental
revenues in the long term compared to the sole auction revenues (Cramton, 2013). LTE
evolution and future 5G networks are expected to change the mobile communication
market structure and be increasingly locally deployed by new entrant stakeholders.
Facility owners’ role as a local operator serving MNOs’ customers is highlighted by
Zander (2017) and Ahmed, Markendahl and Ghanbari (2013) as a feasible solution for
the deployment of building specific ultra-dense networks. Furthermore, local high-
quality 5G wireless networks are gaining increasing attention as the solution to deliver
guaranteed quality of service, particularly concerning the low latency requirements, in
various use cases of vertical sectors and enterprises (Guirao et al., 2017). Private
mobile communication networks as stand-alone solutions or collaboratively serving
MNOs’ customers are particularly envisaged to operate in shared spectrum bands
(ETSI, 2018). Spectrum options for local indoor network deployments by local oper-
ators were assessed by Ahmed, Markendahl and Ghanbari (2013) for different spectrum
allocation options where the local operators were either collaborating closely with the
MNOs or deploying their own independent networks.

1.2 Contribution

In Finland since 2009, the spectrum price of the mobile spectrum bands consists of
auction price and yearly frequency fee, which is called FICORA frequency fee in this
paper (Note that Finnish Communications Regulatory Authority merged with the
Finnish Transport Agency, and as of 1.1.2019, the organisation is called TRAFICOM).
In this paper, we use FICORA frequency fee with the modification that the population
coefficient is replaced with employee density and with employee density factored with
the industry specific value of an employee in the employee-dense areas. The final value
of the spectrum is the higher one of FICORA frequency fee and our employment based
FICORA frequency fee.
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The allocation of local licenses raises an interesting question about how they should
be valuated. A marketplace requires a cost-effective and accurate method for valuating
the licenses. Traditionally, the mobile spectrum licenses have been sold in large nation-
wide bundles to (MNOs) through auctions. There has been less research on how the
value of the licenses is distributed on a local level. The demand and value of licenses
can drastically change between different locations. Moreover, the type of use also
affects the price. While the current mobile licenses are primarily used for Mobile
Broadband, 5G technology can be used for diverse use cases, including private net-
works. These should be taken into consideration in the valuation of the licenses.

There are several challenges related to spectrum market, one of which is the val-
uation of the licenses. In this paper, we research different methods of valuation and
compare the pricing results that the methods yield. The aim of this paper is to develop a
location dependent valuation method of private LTE and 5G spectrum for industrial
users. This study contributes to the literature the need to extend the private LTE and 5G
spectrum valuation methods with an employment based, geographic distribution of the
spectrum price. The reminder of this paper will continue as follows: Spectrum valu-
ation for private LTE and 5G is introduced in Sect. 2, Sect. 3 discusses the proposed
valuation model and data to validate the model, the results are described in Sect. 4, and
the conclusions can be found in Sect. 5.

2 Spectrum Valuation for Private LTE and 5G

2.1 Conventional Valuation Methods

The commercial value is the price of a private LTE and 5G radio spectrum license
should it be for sale. We focus on the commercial value of local licenses for private
LTE and 5G networks. The value is determined by the expected future cash flows that
the license generates to its holder. These cash flows are generated through additional
increases in revenues or reductions in costs. The license can for example be used to
offer a new product to increase revenues, or to implement a new manufacturing method
to reduce costs. Licenses can also be used defensively to limit competition. By
blocking competition, the license holders can use their improved market power to
increase cash flows. Additionally, Marks et al. (2009) note that radio spectrum licenses
hold a significant option value.

The valuation of licenses should be based on the above mentioned underlying
economic factors. Conventionally, the price of a mobile license is determined through
auctions. Given a sufficient number of buyers, auctions result in relatively accurate
pricing as the buyers can use sophisticated, context specific financial models to esti-
mate the economic factors. However, due to the small value and illiquidity of licenses
for private LTE and 5G networks, auctions are often not a viable method of pricing.
One local license can for example only cover the area of a single factory or port, which
means that the license has only one potential buyer. Small number of buyers makes
auctions inefficient (Tonmukayakul and Weiss, 2008). Additionally, the context
specific financial models used by the buyers in auctions, as well as in the bidding
process, can be very resource intensive. These costs can be relatively large compared to
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the commercial value generated by the trade of a local license for private LTE and 5G
networks.

Benchmarking is another market-based approach for pricing radio spectrum
licenses. Benchmarking would solve the problem of high valuation costs as it can
gather large amounts of market information cost effectively. However, the markets for
local 5G licenses do not currently exist in large extent, so due to the immaturity of the
market, benchmarking is not viable in the early stages of 5G. Furthermore, even if the
market was more mature, it could prove to be very difficult to find sufficiently similar
comparables for the licenses as the value of the license is determined by many context
specific factors. Thus, if benchmarking was to be used, it should be adjusted to account
for these factors.

2.2 General Spectrum Valuation Model

As the market-based valuation methods accommodate the market for local 5G licenses
poorly, we seek to find a general valuation model that uses the characteristics of the
spectrum to determine a price for the license. In this paper we study whether some set
of intrinsic characteristics can be used as proxies to estimate the commercial value with
a sufficient accuracy.

Typically, general spectrum valuation models used by regulators consist of the
following variables: the opportunity cost for a given band and location, the amount of
spectrum used, the type of service, the frequency band, and the location (Marks et al.,
2009). Kokkinen et al. (2018) used the frequency fee developed by the Finnish
Communications Regulatory Authority to price spectrum licenses. The Table 1 shows
that the formula used by FICORA (Finnish Ministry of Transport and Communica-
tions, 2017) fits well to the general model. Both models measure similar intrinsic
commercial value drivers.

FICORA fee uses population density as a measure for location value. However, as
noted by Kokkinen et al. (2018), population density might not accurately estimate the
commercial value of local 5G licenses as these are often used in industrial districts and
sites such as factories and ports. These locations typically have a low population
density even though the willingness to pay and demand for licenses might be high.
Thus, using population density might underestimate the value of local 5G licenses. In

Table 1. Fitting FICORA frequency fee to the general model.

General model FICORA frequency fee

Opportunity cost for a given
band and location

P basic fee

Amount of spectrum used B0 relative bandwidth
Type of service provided S basic fee coefficient (Type of radio equipment used) C6b

system coefficient (Scaled number of transmitters used)
Frequency band C1 frequency band coefficient
Location Cinh population coefficient
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this paper, we present alternative proxy measures to estimate the location value for
local 5G licenses.

We sought to find alternative measures that are based on globally available open
data. We research potential measures that would be based on proxies such as land
prices, density of business activity, and value added locally. However, we selected
employee density and commercial property rental prices as proxies for location value
because the availability of data and our hypothesis that including either one or both of
these measures in the valuation formula would improve its accuracy in valuation of
local 5G licenses.

3 Valuation Model and Data

3.1 Approach

We use the FICORA Frequency Fee formula as our base case model. The formula uses
population density as a measure for location value. In this section, we substitute the
population density with other measures, namely employee density, adjusted employee
density, and commercial property rental prices. The total value of the spectrum is
obtained using the FICORA Frequency Fee, and it is then redistributed using other
valuation methods. Thus, this paper mainly studies the relative prices yielded by dif-
ferent valuation methods. The absolute prices of licenses would change if other
methods such as benchmarking would be used to calculate the total base value of the
spectrum. The total value of licenses is the same in all models. However, the way in
which this total value is distributed to different locations changes.

If a combination of two methods is used, such as the max function of two valua-
tions, the total value for the spectrum will be higher than the total base value of the
spectrum. The base value reflects the spectrum value when it is used only for consumer
services.

3.2 Data

We use population density, employee density, and area data from Official Statistics of
Finland (2018a). The database includes statistics for all 3030 postcode areas and it uses
2018 postal area classification. The database includes the most recent population and
employee data, from 2016 and 2015 respectively. The value added per employee by
industry data used for Adjusted Employee Based valuation is from Official Statistics of
Finland (2018b). The commercial property rental prices are obtained from City of
Helsinki (2018). The rental price data used a different area classification so the data was
matched to postcode areas as closely as possible.

3.3 Base Case: FICORA Frequency Fee Using Population Density

FICORA Frequency Fee formula is currently used in Finland to determine the annual
frequency fee for all spectrum licenses in Finland. It is based on factors such as
availability, usability, and number of frequencies in the license (Finnish Ministry of
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Transport and Communications, 2017). The formula fits well to the general model as
seen from Table 1.

FICORAFrequency Fee ¼ C1 � Cinh � C6b � B0 � S � P ð1Þ

The constant values on Table 2 are set by FICORA (Finnish Ministry of Transport
and Communications, 2017) for a 1-year public mobile network license with a band-
width of 10 MHz and area of 1 km in the 3.5 GHz frequency band. The values are also
the same as used in Kokkinen et al. (2018). The population coefficient is calculated for
each postal code using the Eq. (2).

Cinh ¼ POPPC

POPFIN
� 1 km
APC

ð2Þ

Where POPPC is the population of the postal code area, POPFIN the total popu-
lation of Finland, 1 km the constant area of the license, and APC the area of the
postcode.

3.4 Location Coefficient Variation: Employee Density

The Employee Density formula is the same as FICORA formula, with the exception
that employee density data is used instead of population density data. The Employee
Coefficient Cemp is obtained by dividing the number of employees working in the
license area by the number of employees in Finland.

Employee Density Valuation ¼ C1 � Cemp � C6b � B0 � S � P ð3Þ

Cemp ¼ EMPPC

EMPFIN
� 1 km
APC

ð4Þ

Where EMPPC is the number of employees working in the postal code area,
EMPFIN the total number of employees in Finland, 1 km the constant area of the license,
and APC the area of the postcode.

Table 2. FICORA frequency fee coefficients.

Coefficient name Coefficient Value

Frequency band coefficient C1 0.4
Population coefficient Cinh Variable
System coefficient C6b 1
Relative bandwidth B0 2000
Basic fee coefficient S 0.018
Basic fee P 1295.5 €
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3.5 Location Coefficient Variation: Adjusted Employee Density

The Adjusted Employee Density formula is the same as the Employee Density formula,
with the exception that employees from different industries different weights. The
weights are based on the industry value added per employee. The rationale behind this
is that the number of employees might not be comparable between different industries.
For example, some industries are more automated than others. By using weights,
locations where employees work in high value adding industries are more expensive

Each industry’s employee weights (EW) are calculated by dividing the average
employee value added in that industry by average employee value added in Finland
(Eq. 7). If there was no data on a particular industry’s value added, the average for
whole Finland (weight of 1) was used for that industry.

Adjusted EmployeeDensity Valuation ¼ C1 � Cemp;adj � C6b � B0 � S � P ð5Þ

Cemp;adj ¼
P

i EWi � EMPPC;i

EMPFIN
� 1 km
APC

ð6Þ

EmployeeWeight EWið Þ ¼ Average Employee Value Added in Industry i
Average Employee Value Added in Finland

ð7Þ

3.6 Location Coefficient Variation: Rent Based

The Rent Based valuation uses commercial office rental prices per square meter to
calculate the location value. For this research, data was available for selected areas in
the Helsinki region. We calculated an average price for a 1-year public mobile network
license with bandwidth of 10 MHz and area of 1 km in the 3.5 GHz Frequency Band
in the selected areas using the Employee-Based Valuation. The average price was
calculated using employee-weighted average, i.e. the relative number of employees in
the area was used as the weight. We then used relative rent prices as a coefficient to
evaluate licenses in different areas.

Rent Based Valuation ¼ License Value � RentPC
RentALL

ð8Þ

Where License Value is the employee-weighted average of a license in the selected
areas according to the Employee-Based Valuation. RentPC is the average rent in the
postcode area, and RentALL is the employee-weighted average of rent in the selected
areas.

The data used is from selected areas from the Helsinki region and it uses office
rental prices. Data from wider area using industrial rental prices exists but was not
available for this research (KTI Property Information Ltd. 2018). This more extensive
data could be used to increase the accuracy of this method.
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4 Results

All prices in this paper have been calculated for a 1-year license with bandwidth of
10 MHz in the 3.5 GHz frequency band. In the Table 3 and Fig. 1, we show
descriptive statistics of prices obtained by different valuation methods for all postcode
areas and selected areas in the Helsinki region. The rent based valuation is calculated
only for the selected areas in the Helsinki region. The pricing results including the rent
based method are shown in Table 4 and Fig. 3.

4.1 Comparison of FICORA, Employee Based, and Adjusted Employee
Based Prices

In this section, we have selected 100 postcode areas that have the highest valuation
based on the Employee Based method as these types of areas are most relevant for local
5G licenses.

The Employee Based valuation methods generate significantly higher values than
the FICORA Frequency Fee for certain areas. This is explained by the fact that
employment is concentrated more than residency. Areas such as commercial and
industrial districts have a very high employee density compared to the population
density of even the most populated residential areas. Conversely, as residency is more
spread out, the population based prices of for example rural and residential areas are
typically higher than employee based. Interestingly, there is a group of postcode areas
that have no residents but a high employee density. Examples of these locations are the

Table 3. Comparison of prices yielded by different valuation methods. The 100 highest priced
areas using the employee density method are included.

Min
(€)

Max
(€)

Mean
(€)

Employee-weighted
mean (€)

Median
(€)

FICORA 0.00 73.39 11.82 14.10 9.17
Employee based 10.30 364.09 48.07 63.58 24.21
Adjusted employee
Based

10.20 366.34 48.36 64.86 24.73

Fig. 1. Comparison of prices yielded by the employee density and the FICORA Fee method.
The 100 highest priced areas using the employee density method are included.
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hospital area of Joensuu, the office park of Ilmala, Turku University of Applied Sci-
ences, and industrial district of Martinlaakso (Fig. 2).

Employee Density and Adjusted Employee Density based valuation methods yield
very similar prices. However, differences occur in areas where the employees work
dominantly in industries that have either relatively high or low value added per
employee. Examples of locations where the Adjusted Employee Density yields higher
results are postcode areas with large powerplants (Olkiluoto, Tahkoluoto), some
industrial districts (Martinlaakso industrial area), and university campuses (Otaniemi).

4.2 Comparison of Prices, Including the Rent Based Method

In this section, we show the prices for selected areas in the Helsinki Region. The reason
for selecting these areas was the availability of detailed commercial rent prices.

Using the Rent Based valuation, the license prices are significantly more evenly
distributed than using the other methods. Because population density and employee
density can vary significantly between areas, the prices based on these methods also
vary significantly and they can even be close to zero. However, office rents do not have
this same characteristic and thus license prices based on rents are distributed more
evenly.

Fig. 2. Comparison of prices yielded by the employee density and the adjusted employee
density method. The 100 highest priced areas using the employee density method are included.

Table 4. Comparison of prices yielded by different valuation methods, including the rent based
method. Selected areas in the Helsinki Region are included.

Min (€) Max (€) Mean (€) Employee-weighted mean (€) Median (€)

FICORA 2.71 73.39 16.77 18.00 11.18
Emp. based 3.87 228.05 54.50 90.57 25.75
Adj. emp. based 3.86 221.47 56.33 94.66 24.54
Rent based 56.84 126.34 81.14 90.57 76.43
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5 Conclusion

As the 5G utilising technology and use cases for local licenses develop, there is a
growing need to evaluate local 5G licenses. In the introduction, we presented argu-
ments why conventional valuation methods, namely auctions and benchmarking might
not work in this context. Additionally, we argued that existing population density based
general valuation models might not accurately proxy the underlying drivers of location
value in commercial local licenses. In this paper, we proposed two alternative proxies
for location value drivers: employee density and commercial rental prices.

As seen from the results, the four valuation methods used distribute the total value
of spectrum differently. The FICORA Frequency Fee is based on population density,
and it is a good measure of location value for mobile broadband, where the customers
are mainly private consumers. However, we can see from the results that this valuation
method is not always sufficiently accurate in the context of commercial local licenses.
There exist many postcode areas that have a population of zero but that have potentially
high demand for local licenses. These areas include, for example, industrial districts
and hospital areas. Using the Frequency Fee based valuation, the prices for licenses in
these areas are very low, which does not accurately reflect reality. This problem would
be even more noticeable if we were to use areas smaller than postcode areas.

Kokkinen et al. (2018) summarises this problem with a sentence: “No one lives in
factories or ports.”We might add: “But many work there”. The two proposed employee
density based methods are able to identify areas with low population density but high
potential demand for spectrum. The methods also show that employment is more
concentrated than residency. Companies tend to group up in small areas, which locally
increases the demand for spectrum. This is reflected in the prices of licenses: the
highest prices using employee density are significantly higher than the ones the pop-
ulation density based method yields. Conversely, prices for low demand areas are lower
with employee density valuation.

In the basic Employee Density valuation, all employees drive the spectrum value
equally. However, this might not reflect the reality as different types of employees,

Fig. 3. Comparison of prices yielded by different valuation methods, including the rent based
method. Selected areas in the Helsinki Region are included.
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companies, and industries have different demand and willingness to pay for spectrum.
Because of this we introduced the Adjusted Employee Density valuation, where
employees from different industries were weighted based on their average value added.
This method distinguished for example that the employees of energy companies such
as nuclear plants have a very high value added per employee and thus areas with energy
plants were given a higher license price per employee. The industry categories we used
were very broad. For example, all manufacturing companies were consolidated in the
same category. With more detailed categories, the usability of this method would
increase significantly. It could, for example, be very useful to distinguish smart fac-
tories as their own category, as these factories typically have a very low ratio of
employees to value added. Additionally, value added per employee is not the only, nor
necessarily the best way to weight employees. Some industries might have a high value
added but no demand for local licenses. Further research on how new 5G technologies
will benefit different industries, especially in monetary terms, would improve the
pricing of licenses between industries.

Value of Mobile Broadband licenses is very much location dependent. If an area
has no users for the service, the price of that local license is close to zero. The value of
the license increases in the number of users as the potential revenues also increase. The
Employee Density based valuation makes the same assumption on commercial local
licenses and it might not always reflect reality. Often a factory makes similar profits no
matter if it is surrounded by other businesses or not. A new factory under construction
might not have many employees working at the site yet but still its willingness to pay
for license can be high. In the light of these arguments, it is possible that the Employee
Density based method generates too stark differences between locations.

Because of this, we introduced another proxy for location value, commercial rental
prices. Average rents change based on the location, but not as abruptly as employee
density. Rent prices do not drop to zero even in very rural areas. As seen from the
results, the rent based method yields more -evenly distributed prices than the other
methods. Still, it ranks different locations very similarly to the employee based method
as the prices generated by these two methods have a strong correlation. Because of the
limited availability of data for this research, we used only office rent prices for selected
areas in the Helsinki region. There exist more extensive databases, which could be used
in further research for more accurate pricing.

The valuation method should enable an allocation where the party with the highest
willingness to pay gets the license. To achieve this, a combination of different valuation
methods could be used. For example, the license price could be the maximum of the
population density based valuation and the employee density based valuation. If the
location has a high population density compared to employee density, the most efficient
allocation is most likely to use the license for mobile broadband. By using max
function, the license will always be sold at the higher price, which in this case
incentives mobile broadband use.

Spectrum pricing should follow demand and be based on transparent methods and
easily available data. The demand for consumer services such as mobile broadband
follows population density but this is not necessarily true for industrial demand. We
recommend the use of employee density as a measure for the industrial demand. This
can be adjusted to reflect the differences between industries. Optionally, rent based
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valuation can also be used to price licenses. A combination of these methods, such as
the max function of population density and employee density valuation, allows the
consideration of both consumer and industrial demand simultaneously. This method
will always price the licenses to match the highest willingness to pay.
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Abstract. If the same content is to be delivered to a large number of users at
the same time, point-to-multipoint transmissions (broadcast/multicast) could
present a more efficient delivery mechanism when compared to point-to-point
transmission schemes (unicast). Therefore point-to-multipoint is considered to
be an essential feature for many 5G applications. Different 5G applications differ
greatly in terms of coverage, bit rate and quality of service they require. This
paper considers spectrum allocation options for different use cases in the fol-
lowing 5G vertical sectors: Media & Entertainment, Public Warning, Auto-
motive and Internet of Things. This study analyses the spectrum allocation
options for each use case in different spectrum bands and with different spectrum
allocation methods, ranging from exclusive licensing to spectrum sharing and
unlicensed spectrum. The different analyses map use cases to spectrum bands,
spectrum bands to allocation options, use cases to allocation options, and all
these are brought together in use case - spectrum band - allocation option -
operator mapping.

Keywords: 5G � Point-to-multipoint � Spectrum � Allocation �
Media and Entertainment � Public warning � Automotive � IoT

1 Introduction

In scenarios where a very large number of users consume the same data, such as
popular media content, emergency messages and software updates, broadcast/multicast
technologies can be used to deliver the same content to potentially unlimited number of
users within the network coverage area with a defined and stable quality of service [1].
The broadcast/multicast services are a point-to-multipoint (PTM) scheme, while the
traditional unicast services are a point-to-point (PTP) scheme. The use of PTM instead
of PTP can be very cost-effective and high-quality delivery mechanism when data
needs to be delivered to a large number of users, while the networks using PTP data
delivery can potentially get congested in such scenarios as the data needs to be sent to
each user individually.

5G-Xcast is a 5G-PPP Phase 2 project which develops an architecture for PTM
capabilities in 5G. The project has identified and defined six different use cases which
could benefit from PTM capabilities. This paper describes spectrum allocation options
for these six different 5G PTM service use cases. Three of the use cases are in the field
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of media and entertainment, one in public warning, one in automotive and in Internet of
Things.

The use cases differ greatly in terms of required coverage, bit rate and quality of
service. This paper studies and analyses the spectrum allocation options for each use
case in different spectrum bands and with different spectrum allocation methods,
ranging from exclusive licensing to spectrum sharing and unlicensed spectrum. We
also study the type of operator who would have most benefit in the selected combi-
nation of use case and spectrum assignment.

This paper analyses spectrum allocation and usage options under the following
categories and allocation options: use cases (M&E1, M&E2, M&E3, PW1, Auto1,
IoT1), spectrum bands (470–694 MHz, 700 MHz, 2.3 GHz, 3.5 GHz, 3.8–4.2 GHz,
6 GHz, 26 GHz and above), allocation/usage options (Nation-wide long-term licenses,
Local and temporary licenses, CBRS, Licensed Shared Access, Concurrent Shared
Access, Unlicensed spectrum.), and operator (MNO, broadcaster, other).

The uses cases are presented in Sect. 2, the spectrum bands, the allocation and
usage options and the operators in Sect. 3. Section 4 presents the analysis and results of
mapping different use cases, spectrum bands, and allocation options while Sect. 5
concludes the paper.

2 Use Cases

PTM transmissions present a more efficient delivery mechanism compared to PTP
when the same content is to be delivered to multiple users at the same time. There-
fore PTM is considered to be an essential feature for many 5G applications. Use cases
evaluated in 5G-Xcast project cover the following vertical sectors: Media & Enter-
tainment (M&E), Public Warning (PW), Automotive (Auto) and Internet of Things
(IoT) [2]. The use cases are briefly described in the following sections. More detailed
descriptions are available in [2].

2.1 Use Case M&E 1 – Hybrid Broadcast Service

Users have access to any combination of linear and non-linear audio-visual content in
addition to social media. Content and services can be delivered over a combination of
several networks and types of networks simultaneously. Continuity of the users’
experience is preserved when switching between different access networks, possibly
operated by different operators. The population of concurrent users may be very large
(i.e. millions of viewers of a popular live event) and may substantially change over
short periods of time.

2.2 Use Case M&E 2 – Virtual/Augmented Reality Broadcast

Virtual Reality (VR) is a technology that creates a perception of a user’s physical
presence in a rendered environment, real or imagined, leading to an immersive expe-
rience and may allow for user interaction. Virtual realities artificially create sensory
experience, which in principle can include sight, touch, hearing, and smell. Augmented
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Reality (AR) is a technology that composites multimedia or other types of content in
the user’s view of the real world. In this use case, large amount of users should be able
to receive high-quality VR/AR content over the air simultaneously.

2.3 Use Case M&E 3 – Remote Live Production

In order to support the workflows in a typical production environment, it is often
required that different people have access to the same video feed at the same time (e.g.
directors, editors, commentators, those that create metadata). Given the potentially very
high bit-rates in use, it is not practicable to carry multiple unicast copies of content.
Instead, a feed from the production equipment such as cameras and microphones is
carried over a unicast uplink connection (e.g. multilink) to the infrastructure access
point and distributed via multicast to enable concurrent viewing by multiple users. The
most important capability is to receive the video feed continuously, without breaks,
freezes, artefacts or other issues. M&E use cases are illustrated in Fig. 1.

Fig. 1. Media & Entertainment use cases 1–3 [2].
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2.4 Use Case PW 1 – Multimedia Public Warning Alert

In the Multimedia public warning alert, users are notified with alerts carrying multi-
media and manifold information, which improves the effectiveness and reactivity of the
users’ responses. The alert is send to a targeted location. Within that targeted location,
all users need to be notified promptly.

2.5 Use Case Auto 1 – V2X Broadcast Service

Various V2X applications like road safety, signage, mapping and autonomous driving
require information delivered from the Intelligent Transport System (ITS) infrastructure
(such as ITS roadside units and sensors) to the vehicle. The delivery of information that
would benefit multiple recipients concurrently could utilize a point-to-multipoint
service.

2.6 Use Case IoT 1 – Massive Software and Firmware Updates

IoT devices such as smart water-metering are installed deep indoors and wake up once
or twice a day to send the consumption reports to the water metering network that is
regularly extended. Based on the growing amount of data, the system configuration is
adjusted, requiring the delivery of small configuration updates to all metering devices.
Moreover, the water metering manufacturer regularly provides non-critical software
updates. Figure 2 illustrates the public warning, automotive and IoT use cases.

Fig. 2. Public warning, automotive and IoT use cases [2]
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3 Spectrum Bands, Allocation Options and Operators

This section discusses the different spectrum bands, spectrum allocation methods and
types of operators for the considered use cases. The spectrum bands are divided into
three groups: coverage bands below 1 GHz, mid-capacity bands between 1 to 6 GHz
and high capacity bands above 6 GHz. Sections 3.1, 3.2 and 3.3 discuss these bands,
Sect. 3.4 the options for spectrum allocation and Sect. 3.5 the operator types.

3.1 Sub-1 GHz Bands: 470–694 MHz & 700 MHz

The frequency bands of mobile networks are traditionally divided to coverage bands
and capacity bands. The coverage bands are below 1 GHz. They propagate well over
long distances and it is economical for a mobile operator to build a nation-wide
coverage using the coverage bands. The bandwidth in the coverage bands is narrow,
and due that it is difficult to provide broadband connectivity or have many data-hungry
applications in the same cell simultaneously. All capacity bands have been utilized tens
of years and in order to get coverage bands for 5G, the bands have to be cleared from
the existing use. The coverage bands are difficult to share with other types of spectrum
users and the primary spectrum assignment method for coverage bands is exclusive
licensing. In practise, the coverage bands have been used by the terrestrial television.
The pioneer 5G coverage band globally is 700 MHz band, and it may be extended to
cover lower digital TV UHF bands 470–694 MHz in the future.

3.2 1 to 6 GHz Range: 2.3 GHz, 3.5 GHz, 3.8–4.2 GHz, and 6 GHz

The capacity bands begin from 1 GHz and extend to higher frequencies. In some cases,
the frequency bands between 1 and 2 GHz may be used as coverage bands by the
mobile operators. The coverage bands offer wider bandwidths than coverage bands
making them possible for mobile broadband services. The cell sizes of the capacity
bands are smaller than those of coverage bands making it easy to build high capacity
network areas, but uneconomic to build nation-wide coverage. As the capacity bands
are not expected to be deployed with full coverage, spectrum sharing with other
spectrum users becomes feasible.

The mid-band of the capacity bands is limited to 6 GHz in the high end. The first
pioneer capacity mid-band is 3.5 GHz. It will be extended to cover 3.4–4.2 GHz. Also
the LSA band 2.3 GHz will be used for 5G and 6 GHz is being harmonized for
unlicensed use. The countries which are able to clear the band before assigning them to
5G can assign nation-wide licenses or in some cases a part of the spectrum is dedicated
to private LTE/5G networks. Most countries will not be able to clear all mid-capacity
bands and different spectrum sharing methods will be used depending on the charac-
teristics of the incumbent spectrum user. For static incumbents, static sharing using
license terms is the prevailing method and for the dynamic incumbents, dynamic
spectrum sharing is required.
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3.3 Above 6 GHz: 26 GHz and Above

The high-frequency capacity bands are above 6 GHz. Although, the band naming
begins on 6 GHz, the pioneer band is 26 GHz, and it will be followed by even higher
frequencies. They are often called millimeter waves. The bandwidths are very wide
compared to any other communication system allowing gigabit/second-level wireless
bitrates. The connectivity between the base station and user equipment requires a line of
sight, the cell sizes are very small and the beams can be very directive. The millimeter
wave bands are very suitable for spectrum sharing. Italy is the first European country,
which included club use-type of spectrum sharing as a part of the 26 GHz auction rules.

3.4 Spectrum Allocation Options

The considered allocation options are exclusively licensed spectrum, nation-wide long-
term licenses, local and temporary licenses, and shared spectrum. Following the 5G
Spectrum Position Paper [3] of GSMA, the primary spectrum management approach
for 5G remains exclusively licensed spectrum. Practically, all mobile network bands are
currently on exclusively licensed bands. Spectrum sharing and unlicensed bands
complement that. An option for assigning spectrum for industrial users are local
licenses for private LTE/5G networks.

Furthermore, GSMA Public Policy Position [4] about Spectrum Sharing from
November 2018 states that the commonly discussed spectrum sharing frameworks
include Citizens Broadband Radio Service (CBRS), Licensed Shared Access (LSA),
and Concurrent Shared Access (club licensing). CBRS has been developed for the band
3550–3700 MHz in the US. It is based on the Federal Communications Commission
(FCC) regulation Part 96 [5]. LSA has been specified by ETSI [6] and CEPT [7], and it
has been decided to be used in the 2300–2400 MHz band by the European Commis-
sion [8]. Concurrent access is defined in the GSMA Public Position Paper as club-use,
meaning that the band is divided to the license holders. The license holders have the
national priority for their own part of the band, but if they do not deploy the network in
a part of the country, the other license holders have a right to use it on secondary basis.

Unlicensed spectrum is the most difficult one for sharing with incumbents. A part of
5 GHz unlicensed band is shared with radars and all devices using the shared part of
the spectrum have to support Dynamic Frequency Selection (DFS). The spectrum users
have felt the DFS use cumbersome and the channels requiring DFS are very little used.
The next significant unlicensed band allocation will be 6 GHz and it will require fixed
link and satellite ground station incumbent protection in a few countries as well. FCC
has proposed a central interference protection system called Automated Frequency
Coordination (AFC) for that band.

3.5 Operator Types

Mobile network operators (MNOs) are the entities operating mobile networks that are
used to transmit audio and mobile broadband services. They traditionally use exclusive
spectrum licenses. The typical mobile network transmissions are low tower low power
(LTLP), as the transmitter heights are typically below 50 m.
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Broadcasters are the entities which operate broadcast networks that are used to
deliver audiovisual TV content over digital terrestrial television (DTT) networks, tra-
ditionally using exclusive spectrum licenses. The existing infrastructure used to broad-
cast DTT transmissions is characterized by very tall towers and high transmission
powers. Transmissions of this type are known as high tower high power (HTHP). The
height of HTHPs is typically around 300 m and the transmitter coverage around 100 km.

Other types of operators could include for example virtual network operators and
local private network operators. The number of private LTE/5G networks is growing
significantly at the moment as the regulators begin to assign radio licenses also to local
networks on LTE and 5G bands.

4 Analysis and Results

This section analysis the mapping of different use cases with the selected spectrum
assignment options. The different mappings are: use case to spectrum band, spectrum
band to allocation option, use case to allocation option, and all these are brought
together in mapping use case – spectrum band – allocation option – operator.

4.1 Mapping Use Cases to Spectrum Bands

The linear TV services have been offered on UHF terrestrial TV band on 470–
862 MHz for tens of years and it not surprise that the same frequency band is rec-
ommended also in this study. M&E1 shares the same basic characteristics as linear TV
and due to that the mapping of linear TV and M&E1 are generally the same. Virtual
and augmented reality require very high bitrate and due to that they fit best to the
highest capacity bands. Remote live production benefits from high uplink capacity. On
the other hand, live production in a remote location needs coverage. The coverage is
best achieved on the coverage bands and utilization of the current primary PMSE
camera link band, 2.3 GHz for shorter communication distances, could be a practical
combination. Public warning should reach as many people as possible, so coverage
bands are preferred. The media services require more capacity than the coverage bands
can offer, so the mid capacity bands could be used for providing them. The use case
spectrum band mapping can be found in Table 1.

Table 1. Use case to spectrum band mapping

MHz Linear TV M&E1 M&E2 M&E3 PW1 Auto1

470–694 X X
700 X X X X
2300 X
3400–3800 X X
3800–4200 X
6000 X X
26000 X

326 H. Kokkinen et al.



4.2 Mapping Spectrum Bands to Allocation Options

The combinations of allocation options and spectrum bands are not directly related to
the requirements of the use cases, but in practice spectrum bands and the allocation
options are tied together. Nation-wide licenses require clearing the band and should be
possible on coverage bands and at least in a few countries in the 3.5 and 3.7 GHz
bands. Local licenses for private LTE/5G networks have been allocated in the mid-
capacity bands and they will most like be allocated on millimeter waves, as well. At the
moment we do not expect CBRS to be deployed in Europe in near or medium term.
The dynamic spectrum access option for Europe is LSA and dynamic incumbents can
be found in the mid-capacity bands. The concurrent shared access as club licensing has
been proposed for 26 GHz. The next unlicensed band for broadband communication is
expected to be 6 GHz, see Table 2.

4.3 Mapping Use Cases to Allocation Options

All use cases can be used with nation-wide exclusive licenses, which are the primary
spectrum allocation option for 5G and other mobile networks. The main question here
is which services could also be operated using the other allocation options. Linear TV,
hybrid broadcasting and public warning need nation-wide coverage and do not tolerate
any service breaks; the nation-wide exclusive licenses are the only recommended
option for them. Virtual reality services will be offered largely also in Wi-Fi networks,
which only provide opportunistic access. The M&E2 services could be provided with
any allocation option which can offer high bitrates. The remote video production
requires more guarantees for service coverage and capacity than unlicensed bands can
offer. Local, temporary licenses, and LSA could complement well the exclusive
licensing. Video services for automotives could also use any capacity available.
Concurrent use was left out, because it is expected to be used mainly on 26 GHz,
which has too small cells to provide media services to moving vehicles. The results of
use case to allocation option analysis are collected in Table 3.

Table 2. Allocation option to spectrum band mapping

MHz Nation- wide Local, temporary CBRS LSA Concurrent Unlicensed

470–694 X
700 X
2300 X X
3400–3800 X X X
3800–4200 X X
6000 X
26000 X X
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4.4 Mapping Use Cases, Spectrum Bands, Allocation Options
and Operators

Table 4 combines the results of the mappings in the previous tables. Linear TV and
hybrid broadcasting fit best to the similar spectrum use as the TV services have been
using for decades. The coverage bands below 1 GHz, nation-wide exclusive licenses
having either broadcaster or MNO as the operator would work best considering also
that societies have been using them for TV broadcasting. The virtual and augmented
reality services require very high bitrates, which can only be provided on the highest
capacity bands beginning from around 3 GHz. All spectrum allocation options are
feasible. The operator for the services is most likely MNO, but other local operators can
provide them in private LTE/5G networks, as well. Remote video production has two
sides: one is remoteness and the other is bandwidth requirements of video. Remote can
easily be translated to coverage band, i.e. 700 MHz and video production to 2.3 GHz
which is used for that purpose by broadcasters and production companies. Any allo-
cation method providing even a little bit higher availability than unlicensed should be
considered. The spectrum license holder can be MNO, broadcaster or a private LTE/5G
license holder. Public warning system requires highest coverage and availability lim-
iting the choices to nation-wide exclusive licenses on 700 MHz and provided by MNO
or broadcaster. Media services to vehicles could be provided in the 3.5 GHz or 6 GHz
bands using any other allocation method but concurrent, which is expected here to be
available only on 26 GHz. The media services to cars could be provided by broad-
caster, MNO and other companies dedicated to roadside communications.

Table 3. Use case to allocation option mapping

MHz Linear TV M&E1 M&E2 M&E3 PW1 Auto1

Nation-wide X X X X X X
Local, temp X X X
CBRS
LSA X X X
Concurrent X
Unlicensed X X

Table 4. Use case – spectrum band – allocation option – operator

Linear TV M&E1 M&E2 M&E3 PW1 Auto1

Band <1 GHz <1 GHz >3 GHz 700,
2300 MHz

700 MHz 3.5, 6 GHz

Allocation Nationwide Nationwide All Nationwide,
local, LSA

Nationwide All, but
concurrent

Operator Broadcaster,
MNO

MNO MNO,
other

MNO,
Broadcaster,
other

Broadcaster,
MNO

Broadcaster,
MNO, Other

Notes

328 H. Kokkinen et al.



5 Conclusion

PTM transmissions (broadcast/multicast) could present a more efficient delivery
mechanism in many scenarios when compared to PTP transmission schemes (unicast).
5G-Xcast project develops an architecture for PTM in 5G and has identified different
use cases, or use case families, which cover the scenarios where the highest benefits of
5G PTM could potentially be achieved. The use cases belong to the following 5G
vertical sectors: Media & Entertainment, Public Warning, Automotive and Internet of
Things. Different 5G use cases and applications differ greatly in terms of coverage, bit
rate and quality of service they require. Thus, the combination of spectrum bands and
spectrum quality they need is different in each use case.

This paper has analysed spectrum allocation options in different frequency bands
for the six different PTM use cases. The use cases have been analysed against the
spectrum bands they could use, then the spectrum bands have been analysed against the
different allocation options (ranging from exclusive licensing to spectrum sharing and
unlicensed spectrum), and the use cases were analysed against the allocation options.
Finally, all of these were brought together in use case - spectrum band - allocation
option - operator mapping.

The analyses of this paper provide valuable information on what needs to be
considered when choosing a combination of frequency band and allocation option for a
service or use case. Though this paper considers only PTM use cases, the same
methodologies can also be applied to PTP use cases.

Acknowledgement. We would like to acknowledge the support of the European Commission
under the 5GPPP project 5G- Xcast (H2020-ICT-2016-2 call, grant number 761498). The views
expressed in this contribution are those of the authors and do not necessarily represent the
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Abstract. To reduce the transmission energy and latency when servic-
ing the users who are interested in a common popular content, the base
station (BS) chooses to deliver the content to the users nearby with less
power. After these users receive and cache the required content, they can
act as relay users (RUEs) to serve those who are far away from the BS by
means of Device-to-Device (D2D) and thus are called D2D users (DUEs).
In such a scenario, how to classify the users into RUEs and DUEs and
associate the DUEs to the RUEs is an important but not trivial problem.
In this paper, we formulate the joint RUEs selection and DUEs associ-
ation problem from a long-term perspective. To find a low complexity
computational solution to the problem, we first propose an algorithm to
select the RUEs based on the set criteria, and then a coalition formation
game based algorithm is proposed for the DUEs association. We fur-
ther prove that the proposed algorithm is convergent. Numerical results
demonstrate that the algorithms we proposed yield notable gains com-
pare with short-term optimal scheme and non-cooperative scheme.

Keywords: Device-to-Device communication ·
Long-term users association · Coalition formation game

1 Introduction

Industry foresee a gigabit experience with zero latency for the next generation
mobile communication systems beyond 2020. The fifth generation wireless sys-
tem brings together novel advanced services to offer a solid user experience, such
as tactile internet, high resolution (4K) video streaming, advanced sensing and
monitoring, autonomous driving. Besides throughput enhancements and reduc-
tion of cost and power requirements of devices, latency and reliability require-
ments are among the key performance indicators to meet the targeted in the 5G.
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In order to meet the low-latency communication requirement in the 5G,
many approaches have been proposed. In [1], the authors investigate the latency
performance of content delivery networks with the aid of edge-caching, in
which a data center is serving the users via a shared wireless medium. The
latency-minimization resource allocation for a multi-user mobile edge compu-
tation offloading system is studied in [2]. The authors in [3] study a mini-
mum delay routing problem in the context of distributed networks and pro-
pose novel predetermined path routing algorithms. In [4], the authors investigate
the latency-minimization problem in a multi-user time-division multiple access
mobile-edge computation offloading system. In [5], the authors study delivering
delay-sensitive data to a group of receivers with minimum latency which consists
of the time that the data spends in overlay links as well as the delay incurred at
each overlay node.

In the 5G network, all users are cognitive which can perceive the chang-
ing network conditions and optimize end-to-end performance. Device-to-Device
(D2D) communication as an underlay to heterogeneous cellular network can
facilitates the direct communication between the cellular users [6]. Since users
within communication range can directly communicate with each other without
relying on the base station, D2D communication can provide several benefits for
the heterogeneous networks in reusing spectrum resources and achieving high bit
rate. A number of works studied content distribution problems in mobile wire-
less networks with D2D communication [7–9]. In particularly, the typical resource
allocation problem has been addressed under versatile content distribution sce-
narios including relay networks [7], social networks [8], as well as mmWave cellu-
lar networks [9]. Many comprehensive studies on the co-existence of large-scale
deployed cellular and D2D networks are pursued in [10,11]. In [10], underlay
and overlay D2D communications are considered along with users access selec-
tions. The transmission capacity region in D2D integrated cellular networks when
two prevalent interference management techniques, power control and Successive
Interference Cancellation are utilized is studied in [11].

However, aforementioned works focus only on the strategies that are suitable
for short-term period, e.g., one time slot. When the network condition changes
in the next time slot, the optimal strategy has to be changed, which may lead
to instability problem. What’s more, users’ association schemes change between
time slots will cause switching cost. In such a case, the existing studies cannot
make full use of existing resources. In this paper, to minimize the average down-
loading duration from a long-term perspective, we use the existing resources more
efficiently by integrating long-term D2D communication into cognitive wireless
virtual network (WVN) where users from different operators can perform D2D
communication and be served by a same base station (BS). It must be men-
tioned that in the long-term communication scenario we studied, the users can
only associate one access node until a complete content is received. The con-
sidered scenario is shown in Fig. 1 where users from different operators require
a popular content simultaneously. To reduce the average transmission latency
of the network, the BS first chooses to deliver the content to the users nearby.
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After these users receive the content, they can act as relay users (RUEs) to
serve those who are far away from the BS by means of D2D and thus are called
D2D users (DUEs). Different from other scenarios, the users will change their
locations between time slots but remain stationary in one time slot. If the prob-
lem is solved by traversal algorithm, the optimal solution can be obtained but
the complexity of the algorithm will increase exponentially as the number of
users increases. To find a low complexity computational solution to the prob-
lem, we propose an algorithm to select the RUEs and a coalition formation game
based algorithm for the DUEs association. We further prove that the coalition
formation game based algorithm is convergent. Finally, our proposed scheme
and algorithms are proved to achieve a great performance by simulation when
compared to the short-term optimal scheme and non-cooperative scheme.

The remainder of this paper is organized as follows. Section 2 introduces the
system model of the long-term D2D communication in cognitive WVN and the
selection criteria for all users. The RUEs selection algorithm and the coalition
formation game based algorithm that is used to determine the DUEs served by
each RUE are described in Sect. 3. Experiment setup and numerical results are
presented in Sect. 4. Finally, we conclude this study with future work in Sect. 5.

Fig. 1. A downlink cognitive wireless virtual network.

2 System Model

As shown in Fig. 1, we present a downlink 5G system with a single BS managed
by a single mobile virtual network operator (MVNO), where users requiring the
same popular content with size L, form the set U with size |U|. To characterize
the users’ quality of experience (QoE), we assume each user has a same latency
threshold, i.e., the maximum number of time slots it can tolerate according to
its QoE constrain tmax. How tmax is obtained will be introduced in Sect. 2.2.
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To reduce the transmission energy and service latency, the BS chooses to
deliver the content to the users nearby with less power. After these users receive
and cache the required content, they can act as RUEs to serve the users far
away from the BS by means of D2D that are called DUEs. The other users that
served by the BS but are not suitable to serve the DUEs are called cellular users
(CUEs).

2.1 Achievable Rates

Before we introduce the algorithms for selecting RUEs and associating them
with the DUEs, the achievable rate (AR) and the latency of each type of user is
defined first.

Suppose K resource blocks (RBs) are set aside in the BS, each of which is
assigned to one RUE and then reused by DUEs that the RUE served in the D2D
communication stage. In such a case, M(M ≤ K) users will be selected from U
as RUEs and form a set UR.

Let ht
m = d (w0 − wt

m)−α be the path loss of wireless channel between the
BS and RUEm at time slot t. Here, w0 and wt

m are the locations of the BS
and RUEm at time slot t, respectively, and d (w0 − wt

m) is the distance between
them. Then the SNR and AR of RUEm can be calculated as

γt
m =

P0h
t
m

N0
, (1)

and
rt
m = B log2

(
1 + γt

m

)
, (2)

where B is the bandwidth of one RB, P0 is the transmission power the BS uses
when it serves RUEs, α is the path loss exponent, and N0 is the power of the
additive white Gaussian noise.

As a result, the latency, i.e., the number of time slots used by RUEm to get
the content, is

tm =
tmax∑

t=0

O
(
L − rt

m ∗ τ
)
, (3)

where τ is the duration of a time slot, and O (x) is an indicative function whose
value equals to 1 when x is greater than 0, and 0 otherwise.

For those users in U \ UR, if a user can get the content from one RUE with
the latency not exceeding tmax, then it can be one DUE. Otherwise, it has to
appeal to the BS and becomes one CUE. Let UD and UC be the set of DUEs
and CUEs, respectively. Suppose the number of DUEs is N(N ≤ |U|−M), then
the number of CUEs will be |U| − M − N . Obviously, UR ∪ UD ∪ UC = U .

We assume that one DUE can only connect with one RUE until the DUE
receive the content while one RUE can serve multiple DUEs simultaneously.
One RUE and the DUEs it serves forms a coalition, and the collection of the
coalitions is represented as SR = {sr

1, . . . , s
r
M} where sr

m represents the coalition
constructed by RUEm and the DUEs it serves.
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If DUEn is served by RUEm, the path loss of the channel between them is
denoted as ht

m,n = d (wt
m − wt

n)−α. Assuming all RUEs have equal transmission
power Pr, then the SNR DUEn receives at time slot t will be

γt
m,n =

Prh
t
m,n

N0
, (4)

and the corresponding AR will be

rt
m,n =

B

|sr
m| − 1

log2
(
1 + γt

m,n

)
, (5)

where |sr
m| − 1 indicates the number of DUEs that served by RUEm.

Hence, the latency of DUEn served by RUEm will be

tm,n =
tmax+tm∑

t=tm+1

O
(
L − rt

m,n ∗ τ
)
, (6)

For the CUEs, since their QoE constraint cannot be satisfied if they are
served by the RUEs, they will be served also by the BS directly with a low
guaranteed rate λrth introduced in Sect. 2.2.

Therefore, the number of time slots of one CUE getting the content is

tc =
L

λrth
(7)

2.2 Quality-of-Experience Model

In order to reasonably optimize the average delay of all users receive the content
in our proposed scenario, we present one QoE model for the users considering
their data rates and device types in this section. In the literature, the mean
opinion score (MOS) model [12] is usually used to measure the QoE of wireless
users as shown in Fig. 2, where QoE is categorized into five levels according to
the users’ sensitivity to the AR. The mapping between a user’s AR and his/her
MOS value is given by

r̄ =
λrth − rmin

rmax − rmin
, (8)

where r̄ is the MOS value, rth is the lowest average rate that guarantees users’
QoE, λ is the diameter length of the user’s device which also influence the user’s

Fig. 2. Mean opinion score model
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MOS value, rmax and rmin are the maximum and minimum average rates to get
the content in the system, respectively.

Before the users are classified into RUEs, DUEs and CUEs, the minimum
and maximum average rates of the system can be calculated as follows.

rmin = min
{

min
m

1
tm

tm∑

t=1
rt
m , min

m,n

1
tm,n

tmax+tm∑

t=tm+1
rt
m,n

}
, (9)

rmax = max
{

max
m

1
tm

tm∑

t=1
rt
m , max

m,n

1
tm,n

tmax+tm∑

t=tm+1
rt
m,n

}
. (10)

In Eqs. (9) and (10), the users represented by m m and n will traverse the
set U .

Then given r̄ and λ, rth can be expressed as

rth =
r̄rmax + (1 − r̄)rmin

λ
. (11)

The maximum number of time slots to get the content guaranteeing users’
QoE can be expressed as

tmax =
L

λrth
=

L

r̄rmax + (1 − r̄)rmin
. (12)

2.3 Problem Formulation

Given this system model, our goal is to minimize the total latency of all the users
acquiring the content while guarantee the QoE of each user. Suppose that after
the users submit the content requirement to the MVNO, their current locations
are also reported. By using machine learning, the MVNO can estimate their
locations in a period in the future. Then the problem includes RUEs selection
and the DUEs association problems can be formulated as follows.

min
UR,SR

1
|U|

(
∑

m∈UR
tm +

∑

sr
m∈SR

∑

n∈sr
m

tm,n +
∑

c∈UC
tc

)

s.t. rt
m ≥ λrth,∀t ∈ [1, tm],

rt
m,n ≥ λrth,∀t ∈ [tm + 1, tmax

n + tm].

(13)

In (13), the constraints guarantee that in each time slot the ARs of RUEs
and DUEs must meet their QoE.

3 Optimal Solution to RUEs Selection and Long-Term
Users Association

The optimal solution of the joint RUE selection and DUE association problem
in Eq. (13) can only be obtained by traversal. However, as the number of users
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increases, the complexity of the traversal algorithm will explode. In order to
find a sub-optimal solution with low complexity, we divide the problem solving
process into two steps. First, we select a subset of users to act as RUEs based
on the set criteria. Then, the DUEs served by each RUE and the CUEs served
by the BS are determined by the coalition formation game based algorithm.

3.1 Selection of RUEs

To guarantee the QoE of users, we set the first criterion for selecting RUEs: the
users that cannot meet their QoE when BS transmits the content to them with
P0 and a proprietary RB are classified as CUEs. Moreover, the RUEs should have
high potential to help minimize the total latency of the system. In other words,
a potential RUE should be the one that close to BS during the reception of the
content and close to the users it will serve after caching the content. Therefore,
in algorithm for RUEs selection, we use the sum number of time slots used by
users to receive the content from BS and distribute it to other users as the other
criterion for selecting RUEs.

The proposed RUEs selection algorithm is mainly composed of three steps:
(i) apply the first selection criterion to all users and divide some users into
CUEs; (ii) BS directly serves remaining users with P0 and a proprietary RB
if the number of remaining users doesn’t exceed K, otherwise the next step is
continued; (iii) apply the second selection criterion to the remaining users and
select K users with the best expected performance to act as RUEs. The algorithm
for RUEs selection is shown in Algorithm 1.

Algorithm 1. RUEs Selection
for u ∈ U do

Calculating the value of tu which is the number of time slots BS used to transmit the
content to every user with P0 and a proprietary RB.
if tu > L

λrth then

The user will be divided into UC and served by BS directly.
end if

end for
if |U| − |UC | ≤ K then

The remaining users will be divided into UR and served by BS with P0 and an exclusive
RB.

else
for u ∈ U\UC do

Calculating the value of tu + 1
|U\UC |−1

∑

n∈U\UC\u

tmax+tu∑

t=tu+1
O(L − B log2(1 + γt

u,n) ∗ τ).

end for
The K users that with minimal value are selected as RUEs.

end if
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3.2 DUEs Association

After RUEs are selected and received the content, they will select users to serve
according to the distance between them during the process of transmission. Here,
coalition formation game, which is a powerful analytical tool to study the behav-
ior of rational players when they may cooperate with each other, is used to solve
the DUEs association problem. A coalition sr

m ⊆ SR, which is consisted of one
RUE and some DUEs, is a non-empty subset of SR. RUEs are divided into dis-
joint coalitions and one DUE can only access one RUE until him/her gets the
content. Thus, ∀i, i′ ∈ {1, 2, . . . ,M} and i 	= i′, it is clear that ∪sr

i = SR and
sr

i ∩ sr
i′ = ∅.

The coalition formation game can be defined as a triplet (T ,P,V), where
T represents the users set defined as UR ∪ UD, P represents a collection of
coalitions which can be seen as a partition of T , and V represents the value
of coalitions. The utility of DUE and coalition are denoted as Vn and V (sr

m),
respectively. According to the MOS model that we mentioned in Sect. 2, user’s
QoE is closely related to delay, and the reduction of delay will increase user’s
QoE. Thus we define V (n) as the reciprocal of delay to receive the content,
which can be calculated as

Vn =
1

tm,n
, (14)

where tm,n has been calculated in Eq. (6).
Similarly, we define V (sr

m) as the reciprocal of the average delay of users in
coalition sr

m, which can be calculated as

V (sr
m) =

⎧
⎨

⎩

|sr
m|−1∑

n∈srm

tm,n
, if |sr

m| ≥ 1,

0, otherwise.
(15)

The necessary condition for users to join a coalition is that the users can get
the content from RUE in the coalition in up to tmax time slots. Intuitively, we can
find the optimal coalition structure by traversing all possible formation. However,
the complexity of such a primitive calculation will show an exponential growth
trend as the increases of DUEs. Therefore, we proposed a suboptimal solution
to solve the coalition formation game using the concept of defection order. The
defection order of the DUEn served by RUEm can be represented as

sr
m′ � sr

m =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Vn (sr,new
m′ ) > Vn (sr

m) ,

tm,n′ ≤ tmax,∀DUEn ∈ sr
m′ ,

V (sr,new
m′ ) + V (sr,new

m )
> V (sr

m′) + V (sr
m) ,

(16)

where sr
m′ is the coalition in SR except for sr

m; Vn (sr
m) indicates the utility

of DUEn in coalition sr
m; sr,new

m′ = sr
m′ ∪ DUEn while sr,old

m = sr
m\DUEn; �

indicates sr
m′ is better than sr

m for DUEn.
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The defection order lists three necessary conditions based on users’ QoE
constraint: (i) DUEn in sr

m′ is more profitable than in sr
m; (ii) the participation

of DUEn will not violate the QoE constraint of DUEs originally in sr
m′ ; (iii) the

defects of DUEn will increase the utility of SR. The corresponding algorithm,
which MVNO uses to find the optimal association between RUEs and DUEs, is
proposed in Algorithm 2.

Algorithm 2. The Long-term Coalition Formation Game
Initial Stage
The network is partitioned by RUEs, CUEs and candidate users which may become
DUEs or CUEs in a non-cooperative way.
Coalition Formation Stage
repeat

for u ∈ U\UC\SR do
Calculating the value of tm,n defined in Eq. (6) for each m ∈ UR.
if min tm,n > tmax then

The user will be divided into UC .
else

The user submit application to the RUE that can transmits the content to
it with minimal value of tm,n.

end if
end for
The user which won’t cause the users connected it cannot satisfy their QoE and
maximize the value of V(sr

m) defined in Eq. (15) will join in sr
m.

until All users in U\UR served by RUEs or BS.
repeat

for All DUEs in SR do
if The defection order defined in Eq. (16) is satisfied then

The DUE transfers to the coalition that ensures its maximum utility.
end if

end for
until The defection of one DUE can only cause the change of SR doesn’t exceed ε
which is equal to 0.01.

The goal of Algorithm 2 is to reach a stable coalition partition, where no
DUE will defect. The proposed long-term coalition formation game is composed
of two stages: initial stage and coalition formation stage. Initially, the network is
partitioned in a non-cooperative way. The coalition formation procedure is per-
formed in the second stage: (i) all users who have not determined their access
schemes send access requests to the access point that can provide maximum
average receiving rate, and then each RUE will associate with users that maxi-
mize utility of the coalition from the users sent access requests to him/her; (ii)
DUEs traverse all coalitions and join the coalition that can maximize its util-
ity according to defection order. After the long-term coalition formation game,
users will decide to become DUEs or CUEs according to the distance to RUEs
in future time slots.
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In the following Theorem 1, we prove the convergence of the coalition forma-
tion game.

Theorem 1. The proposed long-term coalition formation game based algorithm
is convergent.

Proof. The convergence of the long-term coalition formation game based algo-
rithm is guaranteed due to the fact that: (i) the total number of possible parti-
tions with overlapping coalitions is finite when the total number of users is finite
in this system; (ii) the transition from a coalition to another coalition leads to
the increase of individual utility; (iii) the game contains mechanism to prevent
the users to re-visit a previously formed coalitional structure with the set of ε.

4 Simulation Results and Analysis

In this section, the proposed algorithms in Sect. 3 are evaluated based on a
data-driven numerical simulation, and the results are compared with two other
baseline schemes. The first baseline scheme is called short-term optimal scheme,
which MVNO will select RUEs and corresponding DUEs according to their loca-
tions at the beginning of each time slot. The second baseline scheme is called
non-cooperative scheme, which all users are served by BS directly.

4.1 Experiment Setup

We assume some users that require same popular content are uniformly and
randomly distributed in a 500 m× 500 m square area. There is one BS at the
center of the square area. At the beginning of each time slot, users move to new
locations and unmoved during the time slot. We set all users’ transmission power
to 6 dBm, the BS’s transmission power to 43 dBm, the power of background
additive white Gaussian noise to an average of −120 dBm (at all access points),
the λ to 1, the locations prediction interval to 1 s [13], the duration of one time
slot to τ = 1 ms, the bandwidth of one RB to 180 kHz, the path loss exponent to
α = 3.

4.2 Numerical Results

Based on the setup, we compare the average number of time slots used by users
with the variety of L when |U| = 30 and the number of RBs is 20, the results
of which are depicted in Fig. 3. Obviously, the advantage of Long-term Optimal
Algorithm (LOA) we proposed isn’t obvious when the value of L is small. As
the value of L increases, the average number of time slots used by D2D users in
our algorithm increase slowly and the advantage of the algorithm is outstanding
when the value of L is large. It’s due to the fact that, users can receive the
content in very few time slots when the value of L is small and LOA can’t show
its advantage. When the value of L is relatively large, the users in Short-term
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Optimal Algorithm (SOA) switch the associated nodes between time slots and
bring much switching loss. In Non-cooperative Algorithm (NA) with the worst
performance, all users connect with BS and can’t perform the distance advantage
between users. We further assess the performance of the proposed algorithm, in
Fig. 4, by increasing the number of RBs when |U| = 20 and the value of L is
10 Mb. Figure 4 shows that, at all values of the number of RBs, the LOA yields
a significant advantage over LOA and NA. When the number of RBs is small,
the LOA has better performance. The reason for this result is the less spectrum
resources there is, the more important the excellent relay is. In Fig. 5 we set
different value for tmax when the value of L is 10 Mb and the number of RBs
is 10. The results of Fig. 5 shows how the number of D2D users varies with the
number of total users that require the content. From the Fig. 5, we can see that
by adjusting the value of tmax the proportion of D2D users can be controlled.

5 Conclusions

In this paper, we integrated long-term D2D communication into cognitive WVN
and studied the joint RUEs selection and DUEs association problem from a
long-term perspective. Specifically, we have proposed long-term RUEs selection
algorithm to choose users act as RUEs and long-term coalition formation game to
determine the association relationship of D2D users. Comparing with the existing
related works, in this paper we determine the RBs allocation scheme and D2D
users’ association relationship from a long-term perspective. Numerical results
have shown that the proposed scheme yields notable gains relative to both short-
term optimal scheme and non-cooperative scheme. The future work will continue
to study the issues raised in this work when there are multiple base stations and
different users reuse spectrum resources.
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Abstract. 5G emerges with ultra-dense deployments of small cell networks to
serve various vertical sectors’ location specific service requirements. While the
development of technical solutions for network densification is progressing, less
attention is paid to the spectrum models for the new ultra-dense networks and
location specific service offerings. This paper examines the problems currently
faced by industry in acquiring spectrum to support the Industrial Internet of
Things (IIOT). Industrial applications where such spectrum is needed were
assessed and their requirements identified. The US Citizens Broadband Radio
Service (CBRS) spectrum sharing model to support the IIOT needs is introduced
and how it addresses the IIOT requirements were evaluated based on four
different real-life use cases. This study developed a view of options for the
spectrum supply side, how this could interface with demand from private net-
works. Results showed that the CBRS model is well suited for several IIOT use
cases based on having smaller licensed areas for PALs allowing a low-cost path
for acquiring exclusive use spectrum along with a no cost option of using GAA
spectrum. The leasing rules defined for CBRS PALs also provides an excellent
minimal overhead option for enterprises to lease spectrum to other neighboring
enterprises. Furthermore, the CBRS concept was found to leverage all the three
forces of the long tail framework: Democratizing the tools of production through
access to affordable spectrum, cutting the costs of consumption by democra-
tizing distribution with web-scale automatization and connecting supply and
demand via marketplace via SAS.

Keywords: Citizens Broadband Radio Service � Industrial Internet of Things �
Spectrum sharing � Use case � 5G

1 Introduction

Digitalization has been transforming and disrupting industries at an unprecedented pace
[1] and the diffusion of information technology into the physical industries is poised to
revive the economy, create jobs, and boost incomes [2]. New 5th generation wireless
network technologies (5G) are foreseen to enable this through wireless services pro-
vided at gigabit speeds, millisecond latency, support of wide range of novel applications
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connecting devices and objects, and versatility by virtualization enabling innovative
business models across multiple sectors [3]. Present connectivity market has been
characterized by incumbent network operators whose business is structured around
service mass provisioning with high advance investments in infrastructure and exclusive
long-term spectrum licenses [4]. At the same time, the responsibility of delivering
resources is being transformed from centralized mobile network operator (MNO) centric
system into a more dynamic mode of operation due to the deployment of software
defined networks (SDN), network function virtualization (NFV), cloudification, spec-
trum sharing concepts, and the development of vertical service and application
ecosystems [5].

A wide variety of users, machines, industries, public services and organizations will
each have their special demands, and the 5G network is expected to fulfill these needs.
Furthermore, 5G could be the enabler for new innovative business opportunities and
lower the barrier to collaborate across domains. For example, for the industrial control
and factory automation 5G can enable fully automated and flexible production and
manufacturing systems consisting of sub-processes and subassemblies from several
stakeholders. Consequently, this shift to more on-demand and decentralized local
network services will require changes in the network’s architecture especially in the
management and orchestration levels [6] across resources from service integration to
spectrum.

The industrial internet of things (IIOT) is a major component for next generation
wireless systems and is being studied by many organizations globally. The Interna-
tional Telecommunication Union (ITU) [7] identifies industry automation and smart
home/building as key usage scenarios of international mobile telecommunications
(IMT) for 2020 and beyond. The European Commission focused on this critical need
under the banner of Industry4.0 [8]: “Industry 4.0 refers to the intelligent networking of
machines and processes for industry with the help of information and communication
technology.” Furthermore, the Industrial Internet Consortium (IIC) was formed to
accelerate the development, adoption and widespread use of interconnected machines
and devices and intelligent analytics [9], and the 5G Alliance for Connected Industries
and Automation (5G-ACIA) was established for addressing, discussing, and evaluating
relevant technical, regulatory, and business aspects with respect to 5G for the industrial
domain. [10]. Today most of the IIOT equipment is short range devices using unli-
censed spectrum. In the future, these short range IoT devices will likely remain a
majority of the need, however, there is a significant enterprise need for larger wide-area
coverage, supporting mobility, increased security and privacy, and assured certainty
and Quality of Service (QoS).

While auctions have resulted in significant income for the governments, their
impact on society goes beyond revenues. For example, competition, which will ulti-
mately lead to greater innovation with better and cheaper services, will likely contribute
to greater future governmental revenues compared to the sole auction revenues [11].
Future networks are expected to be increasingly locally deployed by new entrant
stakeholders, e.g., facility owners or service providers [12]. Furthermore, local high-
quality 5G wireless networks are gaining increasing attention as the solution to deliver
guaranteed quality of service, particularly concerning the low latency requirements, in
various vertical sectors’ and enterprises’ use cases [13]. Private mobile networks as
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stand-alone solutions or for collaboratively serving MNOs’ customers [14] are par-
ticularly envisaged to operate in shared spectrum bands [15].

These trends are expected to result in defining spectrum access rights increasingly
over appropriate geographical areas, e.g., national, regional, city or hyper-local, like for
use in a factory [16]. The regulators foresee the need for more flexibility in 5G
spectrum authorization approaches including the commons approach (general autho-
rization, unlicensed), licensed shared use between different users, geographical sharing,
or more dynamic approaches to spectrum sharing in time and space, with the help of
geolocation databases [16]. Sharing-based spectrum management approaches facilitate
more efficient spectrum use by allowing two or more radio systems to operate in the
same frequency band. Prominent sharing concepts under standardization and pre-
commercial trials are the US based Citizens Broadband Radio Service (CBRS) [17] and
the European Licensed Shared Access (LSA) [18].

While the spectrum sharing models and CBRS concept have been widely studied in
the technology, trial validation, regulation and business contexts, e.g., [19–22], to the
best knowledge of the author, IIoT real life use case assessment and the options for
related business model antecedents that could potentially develop has not been pro-
posed in the literature. This paper will examine four selected IIoT use cases where such
spectrum is needed, identify their requirements in the context of spectrum allocation,
and assess the applicability of the CBRS spectrum sharing concept [17].

The rest of the paper is organized as follows. In Sect. 2, the economic drivers
behind IIOT, its application characteristics and selected use cases are shortly reviewed.
Next, an overview of the spectrum options for IIoT applications is given and the CBRS
spectrum sharing systems presented. Section 4 presents and discusses the results of the
use case assessment. Finally, the conclusions are drawn in Sect. 5.

2 Industrial Internet of Things (IIoT)

Productivity growth in the digital industries covering technology, content, finance &
insurance, professional & technical services over the last 15 years has been strong, e.g.,
2.7% in U.S. At the same time, productivity in the physical industries consisting of
manufacturing, construction, mining, utilities, healthcare, hotels, restaurants, trans-
portation, wholesale and retail trade grew just 0.7% annually, leading to weak overall
economic growth over the last decade [23]. Companies and countries that provide
spectrum and resources to support digital automation needs of industry verticals have
been predicted to gain a significant financial benefit. For example, [24, 25] estimated
that in 2025 the value creation potential of the IIoT can be between 1.2 B$ and 3.7 B$
in the factory segment only. The European 5G-PPP organization [3] is also focused on
the economic benefits of IIOT in the manufacturing sector as a pivotal driver for
economic growth: The manufacturing sector is a pivotal driver for growth of the
economy. In fact, it accounted in the period 2010–2012 for about 60% of productivity
growth and 67% of exports in Europe. At the same time, China has put in place aMade
in China 2025 action plan to future-proof their manufacturing industry to handle
information technology highlighting Manufacturing is the main body of the national
economy [26].
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2.1 IIOT Application and Use Case Characterization

To analyze which use cases are best supported by the spectrum sharing solution and
CBRS concept, it is necessary to first characterize the applications by the properties of
the network that are required to deliver them [27]. The key dimensions considered in
this study are depicted in Fig. 1.

Data transmitted for industrial applications may need to be protected due the sensi-
tivity of the data for commercial or security reasons whereas the other dimensions by
which the applications are characterized relate to technical requirements. Indoor and
outdoor coverage relates to the setting in which the application is deployed as well as the
requirements for mobility on the devices used for the application. Industrial applications
can include the use of wireless connectivity in wide outdoor area such as on mines or in
indoor spaces such as logistic hubs. Bandwidth requirements refer to the throughput level
necessary to enable the application. Remote, tandem operation of machinery in a factory
through virtual/augmented reality not only requires high QoS but also very high data
transmission rate. This is particularly the case where the processing of a vast amount of
information is done in the cloud. QoS refers to the application’s requirement in terms of
the network speed and consistency as well as requirements on latency and resilience.
High QoS is needed for applications that are mission-critical such as process automation
control or safety measures in industrial setting, where human and robots may come into
close collaboration. QoS “dependability” is a key dimension that distinguishes a private
network from a public or license-exempt network solution and can be broken down into
five properties: reliability, availability, maintainability, safety, and integrity [28]. In some
applications, there can be a significant transmission asymmetry between bandwidth
required for uplink and downlink transmissions, e.g., high-definition monitoring and
analytics will require a very high bandwidth in the uplink direction.

Security / 
resilience

Indoor / 
outdoor Bandwidth Transmission 

asymmetryQoS

Fig. 1. Characterization of IIOT applications.
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Fig. 2. Key network characteristics and IIoT applications.
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Based on the 3GPP [28] and 5G-ACIA [10] use case categorization and the intro-
duced characterization, the following IIoT application types were found optimal for
private network solution, as depicted in Fig. 2: mobile robotics that require cloud
computing access; remote operation of mobile machinery including augmented reality;
sensors on machinery for personnel safety; remote operation of stationary machinery and
high definition monitoring and tracking. The current use of private networks and IIoT is
characterized by narrowband sensor networks and driven by simple functional require-
ments. The trend is to greater use of broadband sensors, while narrowband sensors keep a
role, with enhanced downlink and uplink transmission capacity and latency shown in
Fig. 2. Network performance needs for industrial automation are evolving and going
towards [10]: higher reliability and availability of communication service; lower latency
with higher synchronicity between devices; higher data rates with extended coverage;
enhanced mobility and device density with high localization accuracy; and improved
security. These evolutions are likely to be slow, because of implementation constraints
and related costs. Potential for integration into systems and processes is increasing, while
it is still limited, as well as network adaptability to configuration changes.

2.2 Use Cases

The characteristics of the selected real-life use cases, a mine, a harbor, a windmill park
and a logistic hub, of this study are summarized in Table 1. While there are many
common characteristics across the cases there are differences that may accentuate over
time as the requirement for increased broadband capability develops. As previously
noted, this is likely to place a significant data requirement in the uplink, which in turn
creates more demanding transmission conditions and will increase bandwidth
requirements and decrease the size of cells.

Table 1. Use case characteristics.

Mine Harbor Windmill park Hub

Activity Extraction of ore, On-
site processing, loadout
facilities

Ship docks for
goods and
passengers

Turbines and
substations
generating and
collecting power

Logistics facilities:
collection, storage
and sorting

Specificities High QoS for critical
operations and safety

High QoS for
safety, multi-
tenant

High QoS for safety Fast pace process

Dimension Extra wide
area � 100 km2

Wide
area � 10 km2

Extra wide area Local � 1 km2

Area spec. Open
pit + Underground

Water + land Airports, Military
bases

Environment Outdoor LOS
(+Indoor)

Outdoor
NLOS (+Indoor)

Outdoor LOS
(+Indoor)

Indoor + (Outdoor)

Specificities High
temperature + moisture

Marine env. Cold chain center

Term Twenty-four hours a day, seven days a week
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The purpose of the study was not to undertake a detailed network planning on each
use case but to give a sense of what would be the requirements and differences in terms
of spectrum between the use cases. For this, a set of common assumptions were made
for the deployment of indoor and outdoor environments as depicted in Table 2. Device
parameters would give a traffic density per km2 of 200 Mbps for broadband devices and
7.5 Mbps for narrowband devices. Using 12 Mbps per sector, this would require 16
sectors to be deployed per km2, assuming a relatively uniform geographic distribution
of devices.

3 Spectrum Models for IIoT

Industry seeks standardized solutions for IIOT to avoid expensive proprietary equip-
ment. Standards have worked well to provide low cost devices for wireless local area
networks (Wi-Fi) and LTE equipment where global low-cost devices have allowed for
the technology to become universally prevalent. On the other hand, spectrum regulation
has created a gap for industry to acquire spectrum which may require power and QoS
levels above those of unlicensed spectrum for usage within an enterprise at a reasonable
cost. There is an immense global effort to provide additional spectrum to meet the
growing IIOT demand, and the following allocation approaches has been considered as
depicted in Fig. 3: sub-licensing, leasing or trading of MNO spectrum; auction spec-
trum in smaller areas via regional micro-licensing, e.g., in Germany [29]; and shared
spectrum approaches in particular CBRS and LSA.

Spectrum allocation decisions have major impact on the connectivity service
model, as depicted in Fig. 3. Historically, self-provision has been the norm for private
networks involving entities having access to licensed spectrum and buying, installing
and operating the infrastructure themselves or using it through a lease/rental agreement
with a third-party supplier that also facilitates access to the necessary frequencies.
Being unable acquire appropriate spectrum would be a barrier to such an approach. On
the other hand, technologies like LTE or 5G form a key part of public mobile networks
and these platforms could provide private services utilizing an existing MNO’s network
and its spectrum portfolio and operating the private network as a virtual instance.

Table 2. Assumptions for line-of-sight (LOS) and non-LOS LTE sectors and device density in
outdoor site scenarios.

Parameter LOS NLOS

Equivalent radius (km) 1.0 0.4
Coverage (omni antenna) (km2) 3.1 0.5
Spectrum carrier (MHz) 10 10
Spectral efficiency (b/sec/Hz) 1.5 1.5
Maximum capacity loading (%) 80% 80%
Plan sector throughput (Mbps) 12 12
Narrowband devices (10 Kbps) per km2 750
Broadband devices (5 Mbps) per km2 40
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Alternatively, the private LTE network could be supplied by a third-party federated
mobility managed service provider, wholesaler not generally providing public mobile
services. Under this model, a wholesale mobile network could offer the private LTE
service as a virtual instance on dedicated network infrastructure using its own spec-
trum. The spectrum would be dedicated for the private LTE service. The wholesaler
would manage coverage and capacity related spectrum issues to ensure that its
wholesale network meets the QoS requirements of the industrial sites it serves.

3.1 Citizens Broadband Radio Service

The US regulator FCC proposed a novel CBRS approach in the 3.5 GHz band to
allocate up to 150 MHz low-cost shared spectrum in the 3550–3700 MHz band [17].
The spectrum currently has existing tier 1 incumbents who are given priority and
protection from interference within the band from lower tiers, as depicted in Fig. 4.
Besides incumbents, the FCC has setup two additional tiers of users: tier 2 priority
access license (PAL) users and tier 3 general authorized access (GAA) users.

Exclusive Use

Dynamic Use

GlobalLocal

Spectrum Model

Licensed spectrum Proxied Licensed 
(MVNO)

Sub-licensed/traded
Local allocation

Unlicensed spectrum

Shared spectrum

Regional micro- licensing

Hyper Local 
Networking 
Service 

Global 
Networking 
Service 

Macro 
Mobility 
Service

Federated 
Mobility 
Service

Connectivity Service Model

GlobalLocal

Fig. 3. Spectrum allocation model options determines the solution and the opportunity.
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3GPP Band 48
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Priority Access License
(PAL)

General Authorized Access
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Fig. 4. CBRS spectrum sharing model.
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The rules provide two paths for IIOT spectrum, PAL and GAA. According to the
recent final FCC rules [30], the PAL spectrum will be auctioned off in smaller regional
areas, in roughly 3200 counties, for ten years licenses with possibility of renewal. In
comparison, to date many spectrum auctions in the US are done over 416 Partial
Economic Areas that has made it expensive and not viable for an enterprise to acquire.
The cost to acquire a single 10 MHz PAL will be determined by a spectrum auction but
should be reasonably priced compared to other cellular spectrum auctions. Further-
more, the rules allow for a single PAL licensee to hold up to four channels in any
licensed area at any given time, providing up to 40 MHz of spectrum protected from
interference [30].

The final rules also allow the PAL holder to lease their PAL spectrum beyond their
deployment coverage but within their PAL area. Moreover, PAL may be partitioned
and disaggregated. Thus, in an industrial area a PAL holder may lease to other
neighboring enterprises within their PAL area use of their PAL spectrum. A second
path for IIOT spectrum in the CBRS band is to use 80 GHz of opportunistic, licensed
by the rule GAA spectrum. Additionally, spectrum not currently used by an incumbent
or by a PAL holder is available for GAA users on a shared basis. For both GAA and
PAL, the base stations (CBSDs) must register with a SAS (Spectrum Access System)
and request a spectrum grant. The SAS will attempt to find suitable spectrum for the
CBSD and ensures higher tier users are protected by lower tier users, thought the
unprotected GAA spectrum may have significant interference from other GAA users.

4 CBRS Use Case Analysis

CBRS suitability to selected use cases is assessed below based on interference risks,
PAL/sub-leasing/GAA use of spectrum, initial network planning simulations (band-
width, CBSDs), and use case specific limitations and is summarized in Table 3.

4.1 Mine

Private LTE networks in mines are almost unique in that they are completely separated
from any potential public LTE network, not just by geographic distance but also by
natural barriers, and as such there is unlikely to be any interference caused by using
spectrum which is otherwise used by these networks. There would be very limited
scope for any interference or alternative use of the spectrum, meaning that GAA
licensing would be sufficient to ensure that the private LTE network could operate with
sufficient reliability and consistency. Furthermore, in case needed a PAL sublicense
could be obtained cheaply since it would present a very low opportunity cost for the
PAL holder.

Some remote location of private LTE equipment may suffer from difficulties in
receiving the heartbeat that appears to be a limitation of the CBRS framework. Under
these conditions private network operator will require a sublease of alternative LTE
spectrum from mobile network operators, or operate using unlicensed spectrum, again
because the location will restrict the potential interference. Utilization of alternative
spectrum layer will additionally offer resiliency needed in operating critical application.
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4.2 Harbor

The networks to be deployed will be dense and require large bandwidths, particularly
given the streaming video applications, future automated vehicles and high reliability.
As they are also in areas open to the public, particularly surrounding the cruise ship
terminals and marinas, it is likely that MNOs have deployed their own networks to
cover at least part of the port area. This mix of requirements from private LTE oper-
ators and MNOs will mean that the only spectrum that could be used for the private
LTE network would be that covered by CBRS: MNOs will not be willing to sublease
their spectrum since they will either be using it or have a reasonable belief they will use
it in the near future; while unlicensed spectrum would not have sufficient reliability and
security to support the applications needed.

Given the need for greater reliability, private LTE operators would need access to
PAL, but given the county-wide licensing regime, it would likely be unprofitable for
them to buy a PAL themselves. Therefore, we would expect a PAL leasing arrange-
ment would be most suitable. The case where the port elects to acquire a PAL itself at a
low price may be limited by the bandwidth available as it may be necessary for
multiple licenses to be used to meet the demands of various networks. This is a fairly
significant drawback to the use of CBRS for this licensing.

4.3 Windmill Park

Unlike ports, most large windmill parks are situated away from built-up and populated
areas. This means that higher frequency spectrum is unlikely to either cause interfer-
ence or suffer from interference from other sources, given the short propagation dis-
tance. The lack of interference will in turn lead to a low opportunity cost associated
with the use of CBRS spectrum; PAL holders may be unlikely to be inconvenienced if
they allow the windmill parks to sublease their spectrum. This may not be true for other
potential LTE bands; the wider propagation of these could lead to surrounding villages
suffering interference.

The location of a windmill park is an enabler and a framer. To be at their most
efficient, wind turbines tend to be tall buildings located high on hills, which means that
any signals sent by transmitters placed on the turbines themselves are ideally located to
achieve maximum range. This will reduce the willingness of mobile operators to allow
for subleasing of their spectrum and may also reduce the possibilities for PAL leasing
as well, depending on how PAL holders plan to use the spectrum in surrounding areas.
Windmill parks can be very large and spread over a large geographic area, particularly
where the geography requires straight lines of turbines. Where this lies in two different
counties, it will require multiple agreements to sublease PAL for CBRS spectrum, and
it may not be possible to obtain compatible licenses in the two different counties. Given
this, while windmill parks appear to be an ideal case for CBRS spectrum sharing, given
the lack of interference and likely low opportunity cost, there are several logistical
issues to overcome before the benefits can be realized.
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4.4 Hub

The use of CBRS spectrum in the logistics hub considers indoor and outdoor use cases.
Within the fulfilment centers and sorting buildings, CBRS spectrum can be used
indoors with minor risk of interference to the surrounding region. However, the out-
door usage has the same issues as described for harbor use case above; logistics hubs
are likely to be in built-up areas, with many other potential uses for the spectrum, and
as a result the opportunity cost of PAL leasing may be very high. Unlike the case of
harbor, however, the use of spectrum outdoors at the logistics hub is likely to be
restricted to fixed point-to-point links, and this further reduced the likelihood of CBRS
spectrum being used, since higher frequencies, such as 26 GHz can be used instead
with little loss in quality.

The spectrum needs of a logistics hub are therefore most likely to be met with a mix
of CBRS and other bands. The relevant mix will depend on the usage of CBRS in
surrounding regions, derived from the demand for fixed wireless access or other ser-
vices. Indeed, this demand will affect CBRS in two ways: will interference clash with
high demand (preventing PAL leasing or GAA at all) or will low demand mean there is
no PAL sublicensing at all?

4.5 Discussions

The heterogeneity of industrial use cases, applications and requirements leads to a
flexibility requirement in spectrum award and use, which makes CBRS relevant and

Table 3. CBRS suitability to use cases.

Mine Harbor Windmill park Hub

CBRS
suitability

++ − ++ Indoor: +++
Outdoor: −

Interference
risks

Low High Low Indoor: low
Outdoor:
high

Use of
spectrum

GAA sufficient
PAL license in
some cases

PAL necessary depends
on other services in the
county

GAA PAL sub-
license

GAA PAL
outdoor

Sub-leasing Very low
opportunity cost
for PAL holder

High opportunity cost Low opportunity
cost for PAL
holder

High
opportunity
cost

Bandwidth
(10 MHz
carrier)

2 or 3 2 or 3 2 or 3 3

CBSD sites
(3 sectors)

18/12 Land 45/32
Water 8/5

19/13 14

Limitations Reception of
heartbeat in some
cases

County-level PAL
awards unfeasible

Wide coverage
from masts

Other
spectrum
usage on site
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suitable for small-cell deployments and private LTE applications in industry. In its
latest regulatory updates, CBRS appears as a favorable license scheme to industry as it
responds to a growing need to bridge the gap between very large projects with direct
mobile operator involvements and large numbers of smaller projects that are too small
for mobile operators to consider, but too complex for enterprises to handle on their
own. Flexibility of spectrum use and license periods of 10 years with renewal possi-
bility are an incentive to investment. Furthermore, the CBRS concept was found to
leverage all the three forces of the long tail framework [31]: Democratizing the tools of
production through access to “free” spectrum, cutting the costs of consumption by
democratizing distribution with web-scale automatization and connecting supply and
demand via marketplace via SAS.

On the other hand, CBRS displays certain characteristics that appear to be unfa-
vorable to some IIoT use cases. Using CBRS spectrum incurs incremental costs, while
providing a low incremental reliability. In this way, the value of CBRS spectrum is
based on the operator’ willingness to pay and thus largely based on the value put in the
incremental reliability and flexibility compared to unlicensed spectrum options.
Another CBRS constraint is the mandatory heartbeat mechanism that makes its appli-
cation unreliable or not feasible in some use cases. Furthermore, FCC policy decisions
may make PAL-leasing unrealistic for the some IIoT use cases. Counties are appropriate
for rural ISP type operators but not for micro-operators serving distinct local facility.

The cost of using CBRS consists of the licensing cost of spectrum, where PAL
holders must consider the opportunity cost of not having access to the subleased
spectrum to assess this cost, and so this is not driven directly by the private LTE
network; and the cost of additional spectrum control and monitoring equipment.
Environmental Sensing Capability (ESC) [17] is mandatory to detect military radar
operations before operating CBRS. This may be provided by the SAS operator, or by a
third-party ESC operator, and these costs will be passed on to end users through higher
service fees. Although these costs may be small, they will still be non-zero, meaning
that private network operators must receive a clear benefit from using CBRS spectrum.
Users should consider how to quantify the benefits by thinking of willingness to pay in
terms of QoS and reliability through business continuity insurance, existing investment
in failsafe and security and the cost of loss of productivity These benefits are going to
differ for every specific case, and in almost every example deriving a robust estimate of
benefits will be impossible for a third party given the need for confidential operating
information and business decisions. Required spectrum monitoring and controlling
equipment may present a barrier to entry and know-how cost is also high, even if
supplied by the SAS: If costs and related SAS fees become too high, alternative
technologies will be used instead.

5 Conclusions

Current spectrum regulation forces vertical business to mostly rely on the MNOs.
Direct services to verticals are possible only through shared spectrum or unlicensed
bands, and spectrum brokering emerging as an alternative. Main stream spectrum
regulation for 5G promotes 100% spectrum assignment to MNOs. The growing need
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for regional quality spectrum by vertical IIOT application is creating a conflict between
verticals and traditional operators.

Verticals’ IIOT use case specific applications differs from mobile broadband use
case in several ways. Local private network deployments are typically in distinct
limited coverage areas. Dedicated spectrum resources of 10–30 MHz bandwidth are
needed. Leased or shared use of bands may be possible as access to spectrum through
auctions is not considered feasible. Timely access to free/low cost spectrum with
variable license period are requirements driven by business needs. IIOT applications
have distinct application specific technical performance requirements (e.g., throughput,
latency, transmission symmetry), and several IIOT applications set also high require-
ments for local data security and privacy.

The heterogeneity of industrial use cases, applications and requirements leads to a
flexibility requirement in spectrum award and use, which makes CBRS relevant and
suitable for small-cell deployments and private LTE applications in industry. In its latest
regulatory updates, CBRS appears as a favorable license scheme to industry. Flexibility
of spectrum use and license periods of 10 years with renewal possibility are an incentive
to investment. This paper studied four industry Internet of things use cases: a mine, a
harbor, a windmill park and a logistics hub. The results show that use case that appear to
make the most of CBRS spectrum use is the logistics hub in indoor environment. There
may be a good availability of spectrum in mines and windmill park areas with low
interference risks, but these use cases may face an issue by not being able to access the
heartbeat signal. Both the harbor use case and the outdoor environment of the logistics
hub appear as being less likely to make the most of CBRS spectrum.

In addition to access to affordable quality spectrum, there could be other regulatory
issues to address when operating private networks, including: other licensing require-
ments for operation of telecommunications systems and any non-spectrum license or
authorization fees payable. Policy makers should try to keep the overall complexity and
costs as low as possible, and PAL holders should be incentivized to price PALs just
above opportunity cost to encourage as much use as possible.
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Abstract. Web based thin clients are applications delivering content from the
Internet or Intranet and accessed via the browser on the running end device.
These clients are portable and cross-device compatible and have a large spec-
trum of applications, can perform from tele-measurement tasks to management
and information centralization. The capability of web-based thin clients to
function offline is a requirement that is indispensable even today for many
companies because offline-enabled thin clients allow the users to continue
working without workflow disturbance, preventing the loss of data, even when
the connection to the Internet is missing or malfunctioning. This paper is ded-
icated to a “barrier-free” cross-platform responsive and progressive web based
thin client, presenting its architecture and development, as well as the offline
capabilities using caching techniques and its advantages in resource manage-
ment and information back-up and security.

Keywords: Web based thin client �
Cross-platform progressive offline capabilities � Enhanced resource management

1 Introduction

Thin clients are necessary when fat clients are too expensive and upscale or because
they need more computing power or energy than available from the low-end terminals
(e.g. tablets or smartphones). A web based thin client is an application program
functioning according to the client-server model [1], where all the software is running
on the server, and only the presentation is delivered on the device (e.g. GIS or tele-
measurement applications where the thin client is basically the web browser) [2]. In the
modern Web, oriented towards portables, Cloud computing and virtualization the trend
is towards thin clients. Unlike traditional desktop software, web based thin clients do
not need important installation and execution processes on the user’s machine [3].
Instead, the data processing and evaluation mainly takes place on a remote web server
[4] and only the result of the data processing is transmitted to the user’s local client
computer for display or output [5], usually via a web browser which handles the
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communication with the web server (via the HTTP protocol) as well as the represen-
tation of the user interface [6].

On the server or virtualized desktop, the inputs are processed and the output is sent
back to the client, who only has to display them. The current generation of terminal
servers or virtualization solutions also allows the use of hardware beyond a printer and
works with optimized methods for playback of audio or video data. Although the trend
in the age of IoT networks and mobile/smart devices today is that everyone is online
24 h a day [7], there are still many situations in which an Internet connection is
malfunctioning or temporary missing (e.g. on the go, in cellular radio communica-
tions). An offline-enabled thin client allows the user to maintain the session – con-
tinuing to work even in this case without being disturbed in his workflow and without
the loss of data.

In this paper, we present a “barrier-free” [8] cross-platform responsive and pro-
gressive web based thin client using the new JavaScript [9] and HTML5 [10] speci-
fications with the Online Application Caching API, “Service Workers” and Bootstrap
Framework, presenting its architecture, development environment and its advantages in
resource management, rich context information administration and enhanced security.
The paper is structured as follows: Sect. 2 presents the concept and the technology to
achieve the cross-platform content to terminal adaption and the aim of this practice,
Sect. 3 outlines the progressive web methodology, describing the combined possibil-
ities offered by most modern browsers with the benefits of mobile use, Sect. 4 details
the offline capabilities of the proposed solution using a caching system, retrieving and
intercepting network requests from the cache and delivering push messages, indicating
the increased maintainability and testability, while Sect. 5 describes the conclusions
and the future work to be done.

2 Content to Terminal Adaption

The size and resolution of displays on laptops, desktops, tablets, smartphones and TV
sets can vary considerably [11]. For this reason, the appearance and operation of a web
based thin client are very dependent on the different requirements of the devices [12].
The aim of the content to terminal adaption practice is that thin clients adapt their
presentation so that they present themselves as clear and user-friendly as possible to
each viewer [13]. The criteria for the customized appearance are, in addition to the size
of the display device, also the available input methods (touch screen, mouse) or the
bandwidth of the Internet connection [14]. In order to achieve the responsive and
adaptive design of the solution we have chosen the Bootstrap Framework and CSS3
Media Queries - as shown in Figs. 1 and 2 - that allow different designs depending on
certain characteristics of the output environment.
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In order to achieve optimal recognition using CSS for all display formats, the media
information with media queries was requested before loading the application. It was not
necessary to record the appropriate screen size for each individual device, but rather the
types of devices, media features and breakpoints. The terminal then automatically loads
the correct part of the CSS file and displays the content as the size of the screen allows.
The thin client’s user interface (UI) uses custom web services for graphical indicators,
meters, text boxes, inputs and buttons, which are also adaptable to various devices, as
shown in Fig. 3.

Fig. 1. Bootstrap Framework installation and call in the web applications <head> section.

Fig. 2. CSS3 media queries.
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This is how cross-platform content to terminal adaption was implemented, and,
because there are used only standardized technologies, the software will also be
compatible with subsequent devices that would be built using this standards.

3 Management Trough Progressive Web Methodology

Using this application model we aimed to combine the possibilities offered by most
modern browsers with the benefits of mobile use [15]. The term “progressive” refers to
the fact that, from the point of view of the user experience, the thin clients progres-
sively adapts itself to the device and has many features, including speed and device
optimization, that were previously reserved only for native software. We have com-
bined, this way, the advantages of a classic thin client and of a custom desktop/mobile
application. To implement the previously described feature, standardized HTML5,
CSS3 and JavaScript was used, as shown in Fig. 4.

Fig. 3. “Thin client” solution display of a tele-measurement on a smartphone and laptop/desktop
device resolution.

Fig. 4. JavaScript asynchronous registration function.
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In addition, we have used “Service Workers” [16] to serve through optimal caching
of the online functionalities, as presented in Fig. 5. A service worker is a pro-
grammable network proxy, allowing the network requests control from the application.
It is terminated when not in use, and restarted/executed on access and custom events.
The HTTPS protocol was used for secure communication between the web client and
the web server.

For example, the user starts the application in a browser, enters the URL of the web
server and sends the first request. The web server accepts this request and passes it to
the thin client, which initially acts like a web application. The thin client then generates
or loads the HTML source code of the requested resources, which are sent back to the
user’s browser by the web server (HTTPS response).

Due to the responsive design, the users see a software product layout adapted to its
terminal. Although the web based thin client is accessed through an URL, the users can
drag an icon to their mobile device home screen or receive push notifications and use
the application offline. Progressive enhancement technology allows for each user the
best possible user experience based on their technical capabilities.

The main advantages of using progressive enhancement on the thin client are:

– Custom Management and Updates – data and information is easy to manage and the
resources are always up-to-date thanks to the data update process offered by Service
Workers;

– Decentralized backups - a user can work in a different workplace every day without
any restrictions using local storage and local databases;

– Endpoint Management - is optimized because on the thin client is running only the
software necessary for server communication;

– Progressive - it works for every user, regardless of the browser chosen because it is
built at the base with progressive improvement principles;

Fig. 5. Browser console - service worker verification.

Enhanced Resource Management for Web Based Thin Clients 365



– Responsive - it adapts to the various screen sizes: desktop, mobile, tablet, or even
dimensions that can later become available;

– Independent of connection availability - Service Workers allow the application to
run online, in intermittent connections (with longer interrupts) or with low quality
connections.

– Secure - exposed over HTTPS protocol to prevent the connection from displaying
unwanted information or altering the contents;

– Discoverable - it is identified as an “application” thanks to the W3C manifesto and
the Service Worker registration scope that allows search engines to find them;

– Linkable - easily shared via the URL, not requiring complex installations.

4 Offline Capabilities

The engine of the offline capabilities is based on a cache manifest file as presented in
Fig. 6. The manifest file is a list of all the resources that the thin client needs to access
when there is no network connection [17]. This can be a common text file (or a JSON
file) located elsewhere on the web server.

In online mode the thin client reads the list of URLs from the manifest file,
downloads the resources, caches them locally, and automatically keeps the local copies
up to date as they change. If the resources are accessed without a network connection,
the thin client automatically uses the local copies.

The Caching API is made of:

– the Web Storage Specification: includes an API for client-side storage of session-
specific data and an API for storing session-spanning data;

– the Web SQL Database: a client-side JavaScript database;
– Web Workers: to execute parallel “background” processes in the client.

Fig. 6. JSON cache manifest file.
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When the resource is recalled, the thin client checks to see if the manifest has
changed. If so, all the necessary resources will be downloaded again. The cache will be
updated only if the files that are registered with it have changed. To trigger an update,
the contents of the manifest file must be changed. In Fig. 7 is presented the updated
manifest in the browser console:

To increase maintainability and testability, of the resources the thin client under
consideration was built to separate the markup and JavaScript code using the Model-
View-ViewModel (MVVM), also known as Model View Presenter. The MVVM
pattern splits the application into three parts Model, View and ViewModel [18] as
shown below in Fig. 8.

Fig. 7. Browser console – thin client manifest file.

Fig. 8. Model-View-ViewModel pattern.
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An important feature of a ViewModel is that it does not know the View. The bridge
between the two concepts is realized via data binding, fields in the View are bounded to
properties of the ViewModel. The same applies to events that occur in the View, such
as clicks on buttons and operations in the ViewModel. The data binding mechanism
handles both the updating of GUI (Graphical User Interface) [19] elements in the View,
as the associated properties in the ViewModel change, and the transfer of user changes
from the View to the ViewModel.

With the help of a Service Worker, the web application was configured to use
priority cached assets, allowing for a specific user experience online even before
loading more data from the network [20].

Technically, Service Workers provide a network proxy implemented with Java-
Script script in the web browser to manage Web/HTTP requests from a program,
interposing themselves between the network connection and the terminal providing the
content. In this way cache mechanisms can be used efficiently and allow error-free
behavior during long periods of offline use.

The architecture of the proposed web based thin client is presented, in Fig. 9.

A web-enabled smart device is accessing the URLs, then the application Service
Worker downloads the resources, caches them locally, and automatically keeps the
local copies up to date as they change. When the resource is recalled, a request event is
triggered to see if the manifest has changed. The cache will not be updated if only files
that are registered with it have changed. The Cross-platform content to terminal
adaption is generated using Bootstrap Framework, HTML5, jQuery, JavaScript and
CSS3 Media Queries with the Model-View-ViewModel pattern.

The thin client subsequently carries out all the tasks that are assigned to it inde-
pendently. Offline accessibility is managed by the Service Worker, which once
installed in the navigation browser intercepts network requests and performs appro-
priate actions depending on whether the network is available or not.

Fig. 9. Proposed architecture.
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This feature allows the user to access the resources even without connection and
also to improve the Quality of Experience (QoE) and Quality of Service (QoS). Even if
there is a connection, some files will not need to be uploaded from the server since they
have already been stored locally.

In order that JavaScript can be executed, it has always been a prerequisite that the
resource was opened in a browser - using this method, on the other hand, allows a
JavaScript file to be executed even if the associated resource is not open at all.

The script also has the option of loading new content in the background - for
example, a previous executed measurement result. If the data are accessed at a later
time, the content will be already available, as a back-up.

In addition, the thin client only works over secure HTTPS connections [21]. This
has security reasons in the first place, but it was also build in a farsighted mode,
because it’s likely that new standards will impose that resources to sensitive features or
hardware will only run over HTTPS connections in the future [22].

As previously mentioned, the JavaScript file is detached from the actual web
application, and runs in the background - invisible to the visitor - and it is registered by
the thin client in the first online access of the resources. This is done through the
Service Worker API’s “register()” method, as shown in Fig. 10.

The Service Worker also runs only in its own thread, does not allow direct
manipulation of the parent’s DOM (Document Object Model) [23], and has the
message-based interface [24]. It acts as a controller, proxy or interceptor: it has its own
cache and can switch between every outgoing network request [25]. The offline
capability is realized by an automatic preconfigured decision if an answer can be
requested from the cache or forward the request to the network.

5 Conclusions and Future Work

The novelty and the biggest advantage of the presented web based thin client solution
over classic clients is the easier operation, with effectively reduced overhead, only
running the software needed to access centrally operated applications. It can operate

Fig. 10. Service worker API’s - JavaScript “register()” method.
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consistently regardless of the applications that are actually being used, in accordance
with the balanced Edge Computing/Cloud Computing paradigm. This also allows a
very simple resource management of centralized or decentralized control systems and
has a large spectrum of potential applications, being able to perform from tele-
measurement tasks to management and rich context information centralization. The
web based cross-platform thin client enhanced with content to terminal adaption does
not need to be installed on the device - this has enormous advantages, as most of the
equipment is quickly reaching the limits of storage space. Since the presented solution
does not need to be installed, the operators are also independent of commercial soft-
ware stores that would take shares for marketing. Because it is developed with stan-
dardized technologies, also a big asset it that it has an increased security and reduced
computing power needs because the thin client does not imply third party plugins or
additional dependencies which increase the risks of security breaches and often require
additional resource allocation.

The architecture of our solution was presented together with the development
environment and its advantages, being oriented towards achieving a decoupling of
developments in the still relatively young market of mobile devices - thus, it is also
likely to run on future devices. In addition, concurrent access is achieved, as an almost
unlimited number of thin clients can be managed by simply assigning configurations.
Quickly turning resource events and handlers on and off results in a significant service
advantage for the end user, especially for remote clients and lengthy installations.

The capability of the web-based thin client solution to function offline is a main
advantage, especially for companies with users who occasionally have a bad Internet
connection - this is an elementary aspect because in this scenario the software con-
sistently adopts an offline first approach. Push notifications are also available, allowing
users the same access to their personal interface, configuration, directories, and
installed programs, regardless of which physical thin client workstation they log on to.
The endpoint management is optimized because on the thin client is running only the
software necessary for server communication.

Future work will be devoted to enhancing the proposed solution, helping the user to
work in a different workplace every day without any restrictions, using local storage
and local databases, creating also the back-up systems in a distributed environment.
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Abstract. The main challenge of supporting Internet of Things (IoT) in
5G network is to provide massive connectivity to machine-type commu-
nication devices (MTCDs), with sporadic small-size data transmission.
Narrowband technology is energyefficient with extended coverage, on a
narrow bandwidth, for low-rate and low-cost MTCDs. Grant-free trans-
mission is expected to support random uplink communication, however,
this distributed manner leads to high collision probability. Nonorthogo-
nal multiple access (NOMA) can be used in grantfree transmission, which
multiplies connection opportunities by exploiting power domain. How-
ever, coordinated NOMA schemes where base station performs coordina-
tion is not suitable for grant-free transmissions. In this paper, based on a
detailed analysis of the novel distributed grant-free NOMA scheme pro-
posed in our previous work, a stabilized distributed narrow-band NOMA
scheme is proposed to reduce collision probability, which derives the
optimal (re)transmission probability for each MTCD. With the stabi-
lized scheme, the system can be always stable and its throughput can
be guaranteed whatever the new arrival rate is. Simulation results reveal
that, when the system is overloaded, for uplink throughput, our proposed
scheme outperforms by 45.2% and 87.5%, respectively, compared with
the distributed NOMA scheme without transmission probability control
and the coordinate OMA scheme considering transmission control.

Keywords: Stability · Grant-free · Distributed NOMA ·
Narrowband · Massive MTC · IoT

1 Introduction

Narrowband IoT (NB-IoT) can enable low-rate energyefficient communication
with extended-coverage, which is standardized by Third Generation Partnership
Project (3GPP) [1,2]. More specifically, it can support throughput of 20–50 kbps
and extend the network coverage by up to 20 dB [3], which means a 100 times
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bigger coverage. The coverage enhancement margin makes NB-IoT communica-
tions immune against propagation and indoor penetration losses. In addition,
devices can reduce their uplink transmission power to prolong the battery life-
time, which fits massive MTC (mMTC) well.

Unlike human-type communications, which involve a small amount of high-
rate devices with large-sized data [4], mMTC is generally characterized with
massive low-computational-capability devices and sporadic transmissions. Thus
uplink access is a serious challenge for mMTC [5]. Devices access the network via
a four-step random access (RA) procedure in conventional grant-based schemes,
however, it is inefficient to establish dedicated bearers for small data transmis-
sion in the scenario of mMTC, since the consequential signaling overheads are
proportional to the number of devices. Therefore, grant-free schemes are more
promising to mMTC.

Grant-free is gaining attention recently, which allows devices transmitting
without base stations (BSs)’ radio resources granting [6,7], which is perfect for
mMTC due to their low signaling overhead. Conventionally, slotted ALOHA
[8] based on orthogonal multiple access (OMA) is used for uplink communica-
tions. However, it seriously suffers from the nuisance of collision resulting from
contention based access by multiple devices. Fortunately, by exploiting power
domain, nonorthogonal multiple access (NOMA) enables multiple devices to
share one time-frequency resource. Therefore, NOMA based grant-free can sup-
port significantly increased connections [9,10]. However, most of existing studies
on NOMA focus on coordination with known channel state information (CSI) at
both transmitter and receiver sides, to optimize subchannel and power allocation
[11,12], which is not suitable for grant-free transmissions.

To address these challenges, we adopt a distributed NOMA, power division
multiple access [13], in narrowband system, and propose a low-complexity dis-
tributed layered grant-free narrowband NOMA scheme to realize a hybrid trans-
mission. With this scheme, the inherent drawback of grant-free random access,
high collision probability due to its distributed manner, can be greatly alleviated.
The key of the proposed scheme is, based on predetermined inter-layer received
power difference, firstly dividing the extended-coverage cell into several regions.
Secondly, power domain NOMA can be used to drastically reduce the number
of MTCDs that compete for grant-free transmission in each region. However,
grantfree transmission probably lead to unstable system without effective con-
trol scheme. To further guarantee the stability of the system, no matter what
the new arrival rate is, we apply an optimal (re)transmission probability self-
control scheme. With the stabilized scheme, the system can be always stable and
its throughput can be guaranteed whatever the new arrival rate is. Simulation
results reveal that, when the system is overloaded, for uplink throughput, our
proposed scheme outperforms by 45.2% and 87.5%, respectively, compared with
the distributed NOMA scheme without transmission control and the coordinate
OMA scheme considering transmission control.

The main contributions of this paper are as follows.
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– A detailed analysis of the novel distributed grant-free NOMA scheme pro-
posed in our previous work is made, which reveals that grant-free transmission
probably lead to unstable system without effective control scheme.

– We propose a distributed layered grant-free NOMA based hybrid transmission
scheme for narrowband system. Moreover, considering the stability of the
system, we derive the optimal self-control (re)transmission probability for
each MTCD.

– The system is modeled as a Markov chain, from which both the average
throughput and MTCD delay can be effectively calculated. Simulation results
demonstrate that the analysis matches well with the simulation, and the
proposed self-control (re)transmission probability scheme works well whatever
the new arrival rate of the system is.

The rest of the paper is organized as follow. In Sect. 2, we introduce the
system model. In Sect. 3, stability of the proposed grant-free NOMA scheme in
our previous work is analyzed. In Sect. 4, we propose a stabilized scheme with
(re)transmission probability control, and the performance evaluation is listed. In
Sect. 5, we present simulation results and the paper is concluded in Sect. 6.

2 System Model

Consider a time slotted narrowband cellular network as shown in Fig. 1, with a
single BS located in the origin, serving Q MTCDs in the area. We assume that
the MTCDs are uniformly distributed in a circle of radius D, which is much
longer than that of other systems. All MTCDs share a narrow bandwidth of BT

for uplink data transmissions. The available system bandwidth is divided into
frequency resource blocks (subchannels), each of bandwidth B. Thus, the total
number of frequency resource blocks is given as M = BT /B. In such a system,
each MTCD always starts its transmission at the beginning of a time slot. At
the end of the time slot, BS boradcasts the feedback message for all MTCDs.

In this paper, we use Connection Opportunity (CO) to represent a connection
resource. In OMA systems, the number of COs in a time slot is determined only
by the number of available subchannels. Due to the limited frequency spectrum,
the number of COs is inadequate for massive grantfree transmission. As seen
in Fig. 1(a), if two users in a cell simultaneously access the BS with the same
subchannel, collision happens.

In our previous work [14], a distributed NOMA concept is applied. Suppose
that there are L predetermined aiming received power levels that are denoted
as v1 > v2 > ... > vL > 0, where vl = Γ (Γ + 1)L−l (l = 1, 2, ..., L), and
Γ is the target signal to interference-plus-noise ratio (SINR) at the BS for all
MTCDs, which guarantees the throughput performance of each MTCD. There-
fore, according to the predetermined received power levels, the single-BS cell
can be divided into L concentric layers, which is reasonable to the narrowband
system for its broad converage. MTCDs in different layers have different aiming
received power, as shown in Fig. 1(b). The outsider layer denotes the smaller
received power. MTCDs decide their transmission power according to locations
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and CSI. For example, for an MTCD k, dk is the distance to the BS, if it belongs

to set Kl = {k|Dl−1 < dk ≤ Dl}, where D0 = 0, Dl = D
√

l
L , then its aiming

received power level is vl. Based on its knowledge of channel gain of different
sunchannel i, refered as gi,k (i = 1, ...,M), its transmission power is decided as
Pk = vl

max
i

gi,k
.

Fig. 1. (a) Grant-free transmission; (b) principle diagram of a distributed layered
NOMA, where different colored circle and rings indicate the layers of different aim-
ing received powers, and darker color represents bigger received power [14]. (Color
figure online)

The key of the proposed scheme is dividing the extended-coverage cell into
different regions (layers) based on predetermined inter-layer received power dif-
ference, thus, power domain NOMA can be used to drastically reduce the num-
ber of MTCDs that compete for grant-free transmission in each region. To be
specific, given M subchannels and QT MTCDs, under the distributed layered
grant-free NOMA scheme, it is equal to the situation that there are L layers,
each layer has M subchannels. Since the MTCDs are uniformly distributed, to
simplify mathematics, we assume that the number of active MTCDs in each
layer is the same (i.e. Q = QT

L ). The assumption can be easily extended to the
general scenario with different number of MTCDs for each layer. For a subchan-
nel, if there are multiple MTCDs who choose the same power level, the signals
cannot be decoded, which is called power collision. Otherwise, due to the clear
power gap between the predetermined received power levels, the BS can decode
any signal which is the only one who choosed a subchannel with some prede-
termined received power level. If the transmitted packet experiences collision, it
will retransmit through a subchannel in the next time slot immediately, which
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is called fast retrial [15], that is, fast retrial and infinite retransmissions are
assumed.

In this paper, an MTCD with a stored packet to transmit is called activer,
while one without packet to transmit is called inactiver. Activer and inactiver
are convertible, that is, an inactiver becomes activer once is has the arrival of a
new packet, and an activer becomes an inactiver after a successful transmission.
To simplify the system, there are some assumptions as follows:

(1) Each MTCD has only one buffer to store a packet;
(2) When a new packet arrives at an inactiver, it changes to an activer in the

next time slot, and is treated equally as any other inactivers;
(3) Each activer can decide whether to transmit in the next time slot or not

with transmission probability pt;

3 Stability Analysis of the Proposed Grant-Free NOMA
Scheme

In this section, using the Foster-Lyapunov criterion [17], the stability of the
proposed grant-free NOMA scheme with fast retrial and infinite retransmissions
is analyzed. According to the model description and analysis in the previous
section, we can analyze each layer region, respectively and identically. Thus, in
the following sections, we take one layer region as an example.

3.1 Drift of the Proposed Grant-Free NOMA

For a grant-free system with M subchannels, since an MTCD in each layer select
a subchannel at random, each subchannel is selected with equal probability 1

M .
Let Nk denote the number of activers in one layer at time slot k, and Ak+1

denote the number of inactivers having new arrival at time slot k. According to
the principle of fast retrial, Nk+1 can be given by

Nk+1 = [Nk]M + Ak+1, (1)

which is actually a Markov chain, where [n]M denotes the number of the back-
logged (due to stopping transmitting) and collided (due to transmitting collsion)
packets among n transmitted packets, when the number of subchannels is M . If
fast retrial is applied, these [n]M packets are all to be retransmitted in the next
slot.

Since Nk is non-negative, we can analyze it with Lyapunov function. Given
Nk = n, the drift of Nk can be expressed as [18]

dn = E [Nk+1|Nk] − Nk = E [Nk+1|Nk = n] − n . (2)

From Eq. (1), we can find that

E [Nk+1|Nk = n] = E [[n]M ] + E [Ak+1|Nk = n] = E [[n]M ] + Ān , (3)
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where Ān = E [Ak+1|Nk = n], which is an important function impacting the
stability of the system with fast-retrial ans infinite retransmissions.

With M subchannels, let Xm denote the number of activers that choose
some subchannel m (m ∈ [1, ...,M ]) at the same time slot in the layer region.
Since a subchannel is chosen by each activer uniformly at random, provided that
there are Nk = n activers to transmit their packets, the probability that any
subchannel m is perfectly chosen by one MTCD is

Pr(Xm = 1) =
(

n
1

)
1
M

(
1 − 1

M

)n−1 = bin(1, n, 1
M ) = n

M qn−1 , (4)

where q = 1 − 1
M and bin (∗) denotes a binomial probability. Thus, the average

number of packets that are collided among n activers is given by

E [[n]M ] = n −
∑M

m=1
Pr(Xm = 1) = n(1 − qn−1). (5)

According to Eqs. (2), (3) and (5), the drift of Nk can be expressed as

dn = Ān − nqn−1. (6)

From Eq. (6) we can find that, since nqn−1 → 0 as n → ∞, the drift of Nk cannot
be negative if the average number of inactivers having new arrival packets is a
constant value, i.e., Ān = λ. In other words, the proposed grant-free NOMA
transmission with fast retrial cannot be stable with a constant arrival rate Ān =
λ > 0. In other words, the system needs to control the new arrival rate in order
to stay stable.

3.2 New Arrival Rate Control Scheme for Stability

Control criteria of the new arrival rate can relate to the number of activers at
the present time slot, Nk, which is usually not directly obtained but can be
estimated in many ways. In our previous work about stochastic online learning
[19], a new kind of maximum likelihood technique, the number of active users,
Nk, can be reliably estimated, based on themaximum likelihood estimation at
the BS, by taking advantage of stochastic online learning technique.

Suppose there exists the activer number threshold, which denotes the sign of
a overloaded system with fast-retrial. That is, if Nk = n > N̄ , the new arrival
rate control should be implemented. For simplicity and rationality, we assume
that N̄ = M in a grant-free system with M subchannels. Then, according to
Eq. (6), we consider the following average new arrival rate control function

Ān =
{

λ, if n < M
λqn−M , if n ≥ M

. (7)

Let set S = {0, ...,M − 1}, if the number of transmitting packets n is bigger
than the threshold, i.e., n ∈ Z−S = {M,M + 1, ...}, with Eq. (7), it can be found
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that dn = λqn−M−nqn−1 = (λq−M+1−n)qn−1. So, if λq−M+1 ≤ M < n ∈ Z−S,
that is, λ ≤ MqM−1, is a sufficient condition for

dn < 0, n ∈ Z − S. (8)

For n ∈ S, we can find that

dn = λ − nqn−1 ≤ λ, n ∈ S. (9)

Since set S is finite, we can see that Eqs. (8) and (9) satisfy the Foster-
Lyapunov criterion [17], which denotes a stable system. When M increases, which
is a usual situation with narrow-band mMTC system, we can have lim

M→∞
qM−1 =

lim
M→∞

(1 − 1
M )M−1 = 1

e , so MqM−1 is approaching M
e , which means that the

average new packet arrival rate should be less than M
e when only new arrival

rate control scheme is applied.
However, average new arrival rate control scheme is not easy to implement

in practice, since the probability to generate a new packet cannot be controlled.
Thus, we take another feasible control strategy, based on (re)transmission prob-
ability control scheme.

4 Stabilized Scheme with Transmission Probability
Control

4.1 Transmission Probability Control

In this scheme, when an activer has a packet to (re)transmit, it transmits with a
controlled transmission probability pg instead of 100% fast retrial. For a grant-
free system, since an MTCD in each layer select a subchannel from all M sub-
channels at random, once the MTCD decides to transmit, each subchannel is
selected with equal probability 1

M . We assume the number of packet transmis-
sions in one time slot is a Poisson random variable. The average packet attempt-
ing rate is N . Since the probability for an attempting MTCD to choose a sub-
channel is equal, the number of packet arrivals at a subchannel is also Poisson
with rate N

M . So the system throughput for a subchannel m can be expressed as

Tm =
N

M
e− N

M , (10)

and the overall throughput at a time slot is T =
∑M

m=1 Tm = Ne− N
M .

From Eq. (10), it is easy to find that the maximal throughput for any sub-
channel m is achieved when N

M = 1, i.e., N = M , and the maximal value is
e−1 ≈ 0.368. Thus the maximal throughput of all M subchannels is Me−1,
which can be regarded as the system capacity upper limit. Obviously, for a sta-
ble system, average new packet arrival rate λ should satisfy λ ≤ Me−1, which is
also consistent with the conclusion of the previous section.
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Thus, for each layer, if the overall MTCD transmission rate is M , the maximal
throughput is achieved theoretically. Therefore, if the number of activers in the
layer is knowed as N , with new packet arrival rate λ ≤ Me−1, the maximum
throughput of the system can be achieved stably, if the transmission probability
for each activer in the layer is controlled adaptively as pt = min{1, M

N }. Thus,
the controlled transmission probability for the MTCDs in the layer at time slot
k is

pt(k) = min{1,
M

Nk
}. (11)

4.2 State Transition Probability

As indicated in the previous section, an inactiver having a new packet becomes
an activer at the start of the next time slot. Nk denotes the number of activer
at the start of time slot k. Assuming that there are Q MTCDs, and an inac-
tiver has a probability of pg to generate a new packet, which meets the stability
requirement, that is, pg ≤ M

(Q−Nk)e
≤ M

Qe . In the following, for simplity purpose,
we assume that pg = M

Qe , which denotes a maximal new packet generating prob-
ability. With a given controlled (re)transmission probability pt(k), Nk+1 is only
depends on Nk. Thus, the number of activers in each time slot k, denotes as Nk

(k = 1, 2, ...), is a Markov chain with pt(k), which is given according to Eq. (11),
with state space {0, 1, 2, ..., Q}.

Let pi,j denote the state transition probability of Nk from state i to state j,
i.e., pi,j = Pr(Nk+1 = j|Nk = i), 0 ≤ i, j ≤ Q. Let Dk denote the number of
successful departure packets (or the number of activers transmitted and decoded
successfully) at time slot k, and satisfy Dk ∈ [0,min{M,Nk}]. Let Ak+1, 0 ≤
Ak+1 ≤ Q − Nk denote the number of inactivers having new packet arrivals in
time slot k, which means these Ak+1 MTCDs will become activers at time slot
k + 1. The state transition of Nk (k = 1, 2, ...) satisfies

Nk+1 = Nk − Dk + Ak+1. (12)

For simplicity, with Dk = d, Nk = i, Nk+1 = j, Ak+1 can be written as

Ak+1 = j − i + d. (13)

Next we will discuss how to obtain the state transition matrix P , which
consists of state transition probability pi,j . For i = 0, that is when there is no
activers at this time slot, there is no departure packet, that is, d = 0. So accord-
ing to Eq. (13), Nk+1 = Ak+1. For i = 1, that is, when there is only one activer
at this time slot, we have pt = 1 according to our controlled (re)transmission
probability scheme denoted as Eq. (11). Thus in this situation, the only activer
will always transmit and be successful, that is, d = 1. So we have Nk+1 = Ak+1.
Therefore, it is easy to get the transition probabilities when i = 0 and i = 1 as

p0,j = p1,j =
(

Q
j

)
pg

j(1 − pg)
Q−j = bin (j,Q, pg) . (14)
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With new arrival rate control scheme, pg = M
Qe .

Apart from i = 0 and i = 1, when i ≥ 2, the state transition probability pi,j
can be expressed as

pi,j =
∑min{M,i}

d=0 Pr{Nk+1 = j|Nk = i,Dk = d} · Pr{Dk = d|Nk = i} , (15)

which is the conditional probability of the number of successfully transmitted
activers at time slot k, Dk.

For the first multiplier factor of Eq. (15), Pr{Nk+1 = j|Nk = i,Dk = d} =
Pr{Ak+1 = j − i + d|Nk = i,Dk = d} when i − d ≤ j ≤ Q − d, otherwise
Pr{Nk+1 = j|Nk = i,Dk = d} = 0. Since inactivers have the new packet arrival
probability as pg, then Ak+1 is binomial as

Pr{Ak+1 = a|Nk = i,Dk = d} = Pr{Ak+1 = a|Nk = i} = bin (a,Q − i, pg)
(16)

For the second multiplier factor of Eq. (15), we assume that there are Tk

transmitted MTCDs when there are Nk activers at time slot k, so Pr{Dk =
d|Nk = i} can be expressed as the conditional probability of Tk, that is,

Pr{Dk = d|Nk = i}
=

∑i
t=d Pr{Dk = d|Nk = i, Tk = t} · Pr{Tk = t|Nk = i}

=
∑i

t=d Pr{Dk = d|Tk = t} · Pr{Tk = t|Nk = i}
. (17)

For the first multiplier factor of Eq. (17), Pr{Dk = d|Tk = t} can be derived
from combinatorial problem where Tk balls is randomly distributed to M boxes,
resulting in exactly Dk boxes with perfect one ball, the probability can be easily
obtained as [16]

Pr{Dk = d|Tk = t} = (−1)dM !t!
Mtd! · ∑min{M,t}

x=d
(−1)x(M−t)t−x

(x−d)!(M−x)!(t−x)!
. (18)

For the second multiplier factor of Eq. (17), since with given (re)transmission
probability pt(k), the number of transmitted MTCDs Tk is binomial with given
number of activers Nk, that is,

Pr{Tk = t|Nk = i} = bin (t, i, pt(k)) , (19)

where pt(k) = min{1, M
i } according to (re)transmission probability control

scheme denoted by Eq. (11).
With Eqs. (18) and (19), Pr{Dk = d|Nk = i} can be calculated according to

(17). So the whole transition probability can finally be obtained from (14) and
(15), which can be obtained from Eqs. (16), (17), (18) and (19).

4.3 Performance Evaluation Criteria

After the derivation and analysis above, with known state transition matrix P ,
for a Markov chain, the steady state probability π = [π0, π1, π2, ..., πQ] can be
obtained through solving the following equations

{
π = π · P∑Q
q=0 πq = 1

. (20)
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The elements of P are calculated from Eqs. (14) and (15).
Since the average number of activers can be given as N̄ =

∑Q
q=0 q · πq, we can

obtain the first system performance evaluation criteria, the average throughput,
which can be calculated as

D̄ =
∑M

d=0
d · Pr(Dk = d), (21)

where Pr(Dk = d) can be easily calculated by the formula of full probability,
which is

Pr(Dk = d)
=

∑Q
i=d Pr(Dk = d|Nk = i) · Pr(Nk = i)

=
∑Q

i=d Pr(Dk = d|Nk = i) · πi.

(22)

For the second system performance evaluation criteria, the average number
of backlogged packets, since at the end of a time slot, there are Dk MTCDs who
successfully transmitted their packets, which can be obtained with Eq. (22), we
have Bk = Nk − Dk MTCDs become backlogged in the time slot k, who will
continue to be a part of activers in the next slot. So the average number of
backlogged MTCDs can be calculated as

B̄ = N̄ − D̄. (23)

For a time-tolerate mMTC system, the average number of backlogged
MTCDs is not at the highest priority. But the system should maintain stability,
which requires that the number of backlogged packets plus new-generated ones
not to be out-of-control, that is, the sum should be less than the system capacity
upper limit.

5 Simulation Results

In this section, we present simulation results to evaluate the performance of
proposed stabilized scheme. The list of key mathematical symbols used in this
paper are summarized in Table 1. The new packet arrival rate λ is normalized by
Me−1, which is the system capacity limit of one layer. The performance of the
algorithm is characterized by the normallized average throughput and average
backlog. The normallized average throughput of one layer is the average number
of successful packets in a time slot normalized by M .

From Fig. 2, we notice the normalized system throughput is in proportion
to the normalized new arrival rate λ̄ when 0 ≤ λ̄ ≤ 1, which is expected. The
system throughput can be viewed as the packet departure rate. It is easy to
know, for a stabilized system, the departure rate almost equals to the arrival
rate. Thus Fig. 2 shows the system is stable for all new packet arrival rates of
0 ≤ λ̄ ≤ 1, which has achieved the equal effect with new packet arrival rate
control scheme. However, in Fig. 2, we also plot the normal average throughput
for λ̄ > 1, which is the advancing effect of the proposed stabilized scheme.
It is obvious when λ̄ > 1, the system exists increasing backlogs phenomenon,
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Table 1. Notation summary

Notation Description Value

BT Total bandwidth of the system in Hz 180

B The bandwidth of subcarrier in Hz 3.75

M The number of subchannels 48

D The radius of the cell in km 10

L The number of NOMA power level 5

λ The mean new packets arrival rate 5

QT The number of MTCDs in one slot 500

Γ Target SINR in dB 6

Fig. 2. Normalized average throughput of the stablized distributed grant-free NOMA
scheme.

according to the theoretical analysis above. However, the normallized average
throughput can be guaranteed by our stabilized algorithm. And we can notice
the throughput is stabilized around the maximal possible rate of e−1.

In Fig. 3, when the system is overloaded, our proposed transmission scheme
with transmission probability control outperforms pure grant-free NOMA without
transmission probability control, non-NOMA schemes with/without transmission
probability control, high-complexity&overhead coordinated OMA scheme, for dif-
ferent values of Q in terms of conditional throughput. For example, when the sys-
tem is overloaded, uplink throughput is expected to increase by 45.2% and 87.5%,
respectively, compared with the distributed NOMA scheme without transmission
control and the coordinate OMA scheme considering transmission control. System
throughput can be guaranteed by our stabilized algorithm.
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Fig. 3. Conditional throughput comparison between proposed grant-free NOMA
with/without transmission probability control, non-NOMA schemes with/without
transmission probability control, coordinated OMA scheme, for different values of Q.

6 Conclusion

In this work, to support more connectivity in uplink grantfree mMTC, we pro-
posed a novel distributed layered grant-free NOMA framework based on dis-
tributed NOMA. The proposed hybrid transmission scheme can significantly
reduce signaling overhead comparing to coordinated schemes. We prove that the
scheme with fast-retrial and without transmission probability control is unstable.
For the stability analysis, the Foster Lyapunov criterion is considered. For the
proposed grant-free NOMA system, a stabilization algorithm was proposed. We
give a theoretical analysis on the stablized algorithm performance. The simula-
tion results show that the performance of the stabilized algorithm is much better
than the non-stabilized algorithm. With the stabilized algorithm, the system is
always stable when the new packet arrival rate is less than system capacity.
Even when the arrival rate is higher than capacity, system throughput can still
be guaranteed.
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Abstract. This paper presents the 5G CrowdCell platform developed by Lime
Microsystems, as well as future mm-Wave SDR platforms which are under
development, and which, among other applications, will be used as the CrowdCell
backhaul.

Keywords: 5G � CrowdCell � mm-Wave � SDR � Open source

1 CrowdCell Platform

1.1 CrowdCell

CrowdCell concept was introduced by Vodafone [1]. In short, this concept presents the
open source cellular relay platform using general purpose processors (GPP) and
software-defined radio (SDR) technologies.

In more details, CrowdCell presents a relay concept, whereby an intermediate
“Crowd” enabled device relays traffic between a customer UE and the macro network.
Its main benefit is to be a rapid and low cost small cell solution thanks to its Plug-and-
Play (P&P) concept by means of using the available 4G coverage.

The concept is also promoted through the CrowdCell Project Group within the
Telecom Infra Project (TIP) [2]. The CrowdCell Project Group focus is on creating a
CrowdCell by leveraging General Purpose Processing (GPP) platforms, Software-
Defined Radios (SDR) and Open Source designs for both hardware and software to
minimize costs with a “one design” flexible platform.

Even if CrowdCell delivers fraction of capacity compared to standard small cell,
this concept is expected to be widely accepted since CrowdCell cost of ownership is
dramatically reduced, because it is detached from physical location. Additionally, as a
result of openness of the concept and utilization of GPP, the CrowdCell software is
expected to be able to run on any platform (such as Raspberry Pi, standard PC, etc.).

1.2 Lime Microsystems CrowdCell Implementation

LimeMicrosystems is at the forefront of CrowdCell implementation, and was named as a
provider of end-to-end (E2E) technology for the CrowdCell at the TIP Summit 2018 [3].
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Lime Microsystems’ CrowdCell platform was acknowledged as the most compliant
E2E platform.

Lime Microsystems’ CrowdCell implementation (Fig. 1) is based on a standard PC,
and LimeSDR, which is an open source, app-enabled SDR platform [5]. It was
developed based on the LimeNET platform [5].

In terms of its narrow definition, a CrowdCell utilizes existing mobile network as a
backhaul. However, acknowledging flexibility as one of the utmost priorities, other
types of backhaul may be used for a CrowdCell platform in a broader sense. Depending
on the availability, those could be, for example, an Ethernet connection, or even,
preferably, high-performance flexible dynamic mm-wave backhaul (Fig. 2).

Fig. 1. Vodafone CrowdCell prototype developed by Lime Microsystems

Fig. 2. CrowdCell with mm-Wave Backhaul
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Lime Microsystems is developing mm-Wave SDR which will provide the base
platform for such backhaul, among other applications. This platform is detailed in the
following.

2 mm-Wave SDR Platform

Key enablers of the Lime Microsystem platforms are own integrated transceivers.
LMS7002M transceiver, which is Lime’s second-generation field programmable

RF (FPRF) transceiver IC, covers all the way from 100 kHz to 3.8 GHz, with 2 � 2
MIMO and extended functionality [7]. This IC provides the foundations for the
LimeSDR platform family.

LMS8001 is a single chip up/down RF frequency shifter with continuous coverage
up to 10 GHz, utilizing 4 highly flexible channels [8, 9]. This IC enables the Com-
panion platform [10, 11].

With a goal of increasing continuous frequency coverage, the integrated transceiver
roadmap extends to 100 GHz (Fig. 3).

Lime Microsystems’ mm-Wave integrated transceiver family targets the 5G, multi-
gigabit fronthaul/backhaul, and SDR applications.

Millimeter waves are crucial for boosting the capacity in 5G (Fig. 4).

Fig. 3. Lime Microsystems’ mm-Wave transceiver family (under development)

Fig. 4. Millimeter waves enable boosting capacity in 5G
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The task of determining optimal architecture, interface, technology, beamforming
architecture, is not trivial and is application specific [12].

Zero-IF architecture is chosen, with IQ baseband signals determined as an optimal
interface between the mm-wave radio, and readily available baseband processing
platforms.

SiGe Bi-CMOS was determined as an optimal technology for mm-wave ICs.
Technology break-down of the complete analog-beamformer platform is illustrated in
Fig. 5. Millimeter wave radio implemented in Bi-CMOS is connected to the com-
mercially available CMOS baseband. Conceptually, the implementation is illustrated in
Fig. 6. This architecture will generally be suitable for UE and CPE applications. In case
higher power is required, as with BTS applications, GaN or III-V semiconductor front
end can be added.

Separate TX and RX chips are targeted. Primarily, 4 beam-steering channels per
chip are targeted. Scaling the number of channels will be straight-forward in future
designs, if required.

Fig. 5. Millimeter wave platforms technology break-down

Fig. 6. Lime mm-Wave module & main board concept
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The key to flexibility of the millimeter wave systems is modularity. Namely,
number of the phased array elements, as well as the beamforming architecture should
be flexible in order to meet requirements of various applications and scenarios (Fig. 7).

Each of the Lime Microsystems’ mm-Wave chips includes frequency conversion.
However, by simple modification of a single metal mask, baseband and mixer can be
bypassed. Such a chip could be used to increase the number of channels in purely
analog beamforming portions of the systems.

Architectures of the RX and TX chips are presented in Figs. 8 and 9, respectively.

(a) Analog Beamforming (b) Hybrid Beamforming

Fig. 7. mm-Wave platforms flexibility, modularity & scalability

Fig. 8. RX chip architecture
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Receiver chain starts with the low noise amplifier (LNA). In order to reduce the
number of pins, the LNA input is single-ended, followed by the integrated balun. LNA
is implemented as differential, two-stage cascode, providing the trade-off between
robustness, bandwidth, gain and noise.

Phase-shifters are implemented as 5-bit vector modulators. Quadrature signal is
generated by the Quadrature All-Pass Filter (QAF), and followed by the quadrature
Variable Gain Amplifiers (VGA).

Power combiner is implemented as two-stage differential Wilkinson divider.
Signal combined from all channels is fed into a quadrature down-conversion mixer.
Baseband blocks (I and Q) are following the mixer. They consist of 8-steps digitally

controllable low-pass filter, with 1 GHz maximum bandwidth, and the variable gain
chain. Fast AGC and DC offset cancellation are implemented within the baseband
block.

Frequency synthesizer is a fractional-N PLL with multiple fundamental frequency
VCO cores. Loop filter is 3rd order with programmable component values integrated
on chip. Quadrature is generated by the multistage Poly Phase Filter (PPF).

Power amplifier provides high linearity output signal over the complete band, and
provides single-ended output, reducing the pin count.

The TX and RX chips targeting the 71–95 GHz range (LMS9001) are in the top-
layout design phase.

In order to avoid grating lobes in a phased array, distance between antenna ele-
ments is usually chosen to be equal to the half of the wavelength (k/2). To facilitate
efficient module design, channel inputs/outputs of the chips are targeted to be equally
spaced at the k/2 of the central frequency. In addition, chip size must be smaller than
module with 2 by 2 integrated antennas, which is generally k by k, which imposes
harsh area constraints. Hence, careful top level design is necessary.

Fig. 9. TX chip architecture
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Top layout of the LMS9001 RX chip with denoted block is presented in Fig. 10.
Top layout of the TX chip is similar.

Depending on the target application, different packaging options are considered
(Fig. 11). Module with antennas would enable easy, cheap multi-element modular
solutions. BGA package would be appropriate for applications where high-performance
antennas and/or high-performance external amplifiers are required. Advanced pack-
aging technologies as eWLB (embedded Wafer Level BGA) will also be considered.

3 MyriadRF

Lime Microsystems is committed to open source and in 2012 founded the MyriadRF
open source initiative [13], a multi-stakeholder community and an umbrella for open
source hardware (OSHW) and free and open source software (FOSS) wireless, RF and
related projects. Over the years MyriadRF has grown to become a vibrant community

Fig. 10. LMS9001 RX chip top layout (approx. 3 � 2 mm)

(a) Module with antennas

(b) BGA package

Fig. 11. Lime mm-Wave packaging options
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with hundreds of active members and projects spanning amateur radio, radioastronomy,
test & measurement, cellular networks, and satellite communications.

All LimeSDR hardware designs are published via MyriadRF under open source
licences, together with associated FPGA gateware and microcontroller firmware, plus
supporting host driver software and utilities. This includes hardware designs that range
from the low cost SISO LimeSDR Mini USB peripheral [14], to the high performance
4 � 4 MIMO LimeSDR QPCIe [15]. In addition to which Lime Microsystems have
open sourced their adaptive digital pre-distortion implementation for power amplifier
linearisation, LimeADPD [16], which is targeted to the LimeSDR QPCIe.

Lime Microsystems believes that the democratisation of innovation is key to the
future of wireless communications and in addition to founding MyriadRF, has hosted
numerous public workshops, provided free developer hardware, and provided signifi-
cant support for community events such as Electromagnetic Field (EMF) Camp [17].
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Abstract. The Fifth Generation (5G) mobile communication standard
is expected to come on-line in 2020. Among the performance require-
ments of 5G, stands out the capacity, that is expected to be 1000-fold
of the Fourth Generation (4G). Several technologies have been consid-
ered to achieve this goal, among them Full Duplex communications. This
paper analyzes the performance of a Full Duplex multi-hop wireless net-
work combined with directional and omnidirectional antennas. Several
performance metrics were considered to evaluate the performance of the
network: throughput, capacity, block and drop probability. The Marko-
vian model presented here considers buffers in the network nodes and is
an extension of a simpler model previously presented in [14], in which no
buffer was considered.

Keywords: 5G · Multi-hop network · Full Duplex communications ·
Performance analysis · Markovian models · Directional antennas ·
Omni-directional Antennas

1 Introduction

The Fifth Generation (5G) of mobile communication networks is currently under
standardization. Several performance requirements are defined for 5G networks.
One challenging requirement is the capacity, which is expected to be 1000 times
greater than the capacity of the Fourth Generation (4G) networks [1]. Several
new technologies have been proposed to 5G networks in order to achieve the per-
formance requirements of that network. Cognitive Radio is an important tech-
nology to improve the spectral efficiency and capacity of the network. Another
important technology that can be used in conjunction with cognitive radio to
increase the capacity of the network is In-Band Full Duplex (IBFD) or simply
Full Duplex (FD) communication.

FD communication technology enables a device to transmit and receive simul-
taneously at the same frequency band; thus, this technology can potentially
double the spectral efficiency and, consequently, the network capacity [1]. Some
important issues about FD communication are Self-Interference (SI) [2–6], the
need of new radios [7,8], the need of new Medium Access Control (MAC) Pro-
tocols [8–12] and the transmission modes [13].
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The performance analysis of FD wireless networks is important to define
the best configuration and transmission mode of the network. In general, the
performance analysis of FD networks is based on simulations only [7,8,8–13].
In [14], the authors proposed an analytical Markovian model to analyze the
performance of a multi-hop wireless FD network. However, that model considered
that the nodes of the network had no buffer. The results presented in [14] showed
that the performance of FD networks are very limited if the nodes do not have
a buffer. Thus, an analytical model considering buffer in the nodes is important
to understand the real benefit of full-duplex networks and the best configuration
of these networks.

In this paper, we propose an analytical Markovian model to analyze the per-
formance of a full duplex multi-hop wireless network (and also a half duplex
network) combined with directional and omnidirectional antennas considering
buffer in the nodes. The size of the buffer is defined by the parameter b. The per-
formance metrics are the same previously discussed in [14]: throughput, capacity,
block, and drop probability.

The remainder of this paper is organized as follows: Sect. 2 describes the
network scenario considered; Sect. 3 presents the proposed Markovian model;
in Sect. 4 we define and compute the performance metrics; Sect. 5 shows the
numerical results and, finally, Sect. 6 presents the conclusion and future works.

2 Network Scenario and Assumptions

The network considered in this paper is the same proposed in [8]: a wireless
multi-hop network, with data in only one way, composed of 4 nodes (Source, 1,
2, Destination), as illustrated in Fig. 1. Each node can communicate only with
its neighbor (for example, node S can communicate only with node 1 and node
1 can communicate only with nodes S and 2).

Following [8], the network nodes can be configured with two parameters: the
communication type (HD-Half Duplex or FD-Full Duplex) and the antenna type
(DA-Directional Antennas or ODA-Omni-directional Antennas). HD nodes can
only transmit or receive at a given time, and FD nodes can transmit and receive
simultaneously. When an ODA node transmits, the transmission interferes with
the reception of the previous neighbor reception (for example, a transmission of
node 2 can interfere with the reception of node 1); DA nodes do not have this
problem. Thus, it is possible to have four types of nodes:

� A[Half,Omni]: This type of node is configured with HD communication and
one ODA to transmit and receive, just like a conventional node.

� B[Full,Omni]: This type of node is configured with FD communication and two
ODAs, one to transmit and one to receive, as proposed in [7].

� D[Full,Direc]: This type of node is configured with FD communication and
two DA for Transmission (TX), TX1 to transmit from 0 to π, TX2 from
π to 2π and one ODA for Reception (RX) (TX1 and TX2 cannot be used
simultaneously), as proposed in [8].
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� C[Half,Direc]: This type of node is configured with HD communication and the
same antenna configuration used in D[Full,Direc].

Fig. 1. Network scenario [8].

We suppose that the network is composed only by one type of node (A,
B, C or D). Thus, we have four different operation modes, denoted by mode
A[Half,Omni], when the nodes are type A; mode B[Full,Omni], when the
nodes are type B; mode C[Half,Direc], when the nodes are type C; and mode
D[Full,Direc], when the nodes are type D. These modes operate differently, as
illustrated in Fig. 2.

For Mode A[Half,Omni], the network needs three steps to complete a trans-
mission: (i) transmission from S to 1; (ii) transmission from 1 to 2; and (iii)
transmission from 2 to D. In this mode, nodes cannot transmit and receive at
the same time because they are HD and node 2 cannot transmit while node 1 is
receiving because they use ODA. So, in this mode, only one node can transmit at
a given time, and the packet is transmitted until the destination without stops.

For Mode B[Full,Omni], the network needs two steps to complete a transmis-
sion: (i) transmission from S to 1 and from 1 to 2; (ii) transmission from 2 to D.
In this mode, nodes are FD, so, in step (i), node 1 can receive and transmit at
the same time; however, because the nodes use ODA, node 2 cannot transmit in
step (i), because its transmission would interfere with the reception of node 1.

For Mode C[Half,Direc], the network needs two steps to complete a trans-
mission: (i) transmission from S to 1 and from 2 to D; (ii) transmission from 1
to 2. In this mode, DA is used, so, nodes S and 2 can transmit at the same time
without interference, but, because all nodes are HD, no node can transmit and
receive at the same time.

For Mode D[Full,Direc], the network needs only one step to complete a trans-
mission: (i) transmission from S to 1, 1 to 2 and 2 to D. In this mode, all nodes
can transmit simultaneously, because they are FD and use DA.

3 Markovian Model

In this section, we propose a multidimensional Continuous-Time Markovian
Chain (CTMCs) to model each operation modes. Transitions in the chain occur
due to arrival or transmission of a packet. The arrival processes follow a Poisson
distribution with average value λ packets/s, the service time follows an expo-
nential distribution with mean value 1/μ s, resulting in a service rate equal to
μpackets/s.
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Fig. 2. Transmission process for each operation mode [8].

Each state in the chain is defined by six variables and is represented by
dimensions x = {i(wi), j(wj), k(wk)}, where i represents the existence (1) or
not (0) of a transmission from node S to 1; wi represents the number of packets
waiting in node S; j represents the existence (1) or not (0) of a transmission from
node 1 to 2; wj represents the number of packets waiting in node 1; k represents
the existence (1) or not (0) of a transmission from node 2 to D; wk represents
the number of packets waiting in node 2.

To simplify the notation the subset {hop, node} will be denoted as a server,
so {i, wi} is defined as server i, {j, wj} is defined as server j, and {k,wk} is
defined as server k. For example, x = {0(2), 1(0), 0(0)} represents a state where
server i has two packets in the buffer and server j is transmitting. As an example,
Fig. 3 illustrates the state transition diagram of mode A[Half,Omni] with buffer
size (b) equal to 1. In this mode, the packet is transmitted to the destination
without stops; thus, only node S needs a buffer to queue incoming packets. The
others transition state diagrams will not be presented due to the complexity, but
all the possible state transitions for all modes are explained in Tables 1, 2, 3 and
4, where is also given the set of possible states.

The stationary probabilities, π(x) can be calculated from the global balance
equations and the normalization equation, which are given by:

πQ = 0,
∑

x∈S

π(x) = 1. (1)

where π is the steady-state probability vector, Q is the transition rate matrix,
and S is the set of all possible states. S and Q can be constructed using the
transition patterns explained in Tables 1, 2, 3 and 4, where PA means Packet
Arrival and TX a b means transmission from the server a to b.

When the steady-state probabilities are determined from (1), the perfor-
mance of the system can be evaluated for different metrics. The derivations of
mathematical expressions for these metrics are presented in the following section.
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Fig. 3. State diagram of mode A[Half,Omni] with buffer 1.

4 Performance Metrics

In this section the following performance metrics are defined: blocking probabil-
ity, drop probability, capacity, throughput and the average number of packets in
the network.

4.1 Blocking Probability

The blocking probability, P, is the summation of steady-state probabilities for
all state where the buffer of the server i is full and, therefore, no packet can enter
the network. This parameter is calculated by:

P =
∑

x∈S

π(x), if wi = b. (2)

4.2 Capacity

The capacity C, is the average number of successful transmissions per time unit.
This metric is calculated by:

C =
∑

x∈S

π(x)μ, if k = 1. (3)

4.3 Drop Probability

The drop probability D, is the probability that, once a packet enters the network,
it does not complete the transmission with success, meaning it is dropped. This
parameter is calculated by:

D = 1 − ST. (4)
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Table 1. Mode A[Half,Omni] S = {x|0 ≤ i, j, k ≤ 1; 0 ≤ wi ≤ b; wj = 0; wk =
0; i + wi ≤ b + 1; i + j + k ≤ 1}

Event Destination state Rate Condition

PA i + 1 λ i = wi = j = wj = k = wk = 0

PA wi + 1 λ i = 1; wi < b; j = wj = k = wk = 0

PA wi + 1 λ i = 0; wi < b; j = 1; wj = k = wk = 0

PA wi + 1 λ i = 0; wi < b; j = wj = 0; k = 1; wk = 0

TX i j i − 1, j + 1 μ i = 1; wi ≤ b; j = wj = k = wk = 0

TX j k j − 1, k + 1 μ i = 0; wi ≤ b; j = 1; wj = k = wk = 0

TX k d k − 1 μ i = wi = j = wj = 0; k = 1; wk = 0

TX k d i + 1, wi − 1, k − 1 μ i = 0; wi > 0; j = wj = 0; k = 1; wk = 0

Table 2. Mode B[Full, Omni] S = {x|0 ≤ i, j, k ≤ 1; 0 ≤ wi, wj, wk ≤ b; i + wi ≤
b + 1; j + wj ≤ b + 1; k + wk ≤ b + 1; i + j + k ≤ 2; }

Event Destination state Rate Condition

PA i + 1 λ i = wi = 0; j ≤ 1;wj = k = wk = 0

PA wi + 1 λ i = 1;wi < b; j ≤ 1;wj ≤ b; k = 0;wk ≤ b

PA wi + 1 λ i = 0;wi < b; j ≤ 1;wj ≤ b; k = 1;wk ≤ b

TX i j i − 1, j + 1 μ i = 1;wi = j = wj = k = wk = 0

TX i j wi − 1, j + 1 μ i = 1;wi > 0; j = wj = k = wk = 0

TX i j i − 1, wj + 1 μ i = 1;wi = 0; j = 1;wj < b; k = wk = 0

TX i j wi − 1, wj + 1 μ i = 1;wi > 0; j = 1;wj < b; k = wk = 0

TX i j i − 1, j + 1, k + 1, wk − 1 μ i = 1;wi ≤ b; j = wj = k = 0;wk > 0

TX i j i − 1, wj + 1, k + 1, wk − 1 μ i = 1;wi ≤ b; j = 1;wj < b; k = 0;wk > 0

TX i j dropped i − 1 μ i = 1;wi = 0; j = 1;wj = b; k = wk = 0

TX i j dropped wi − 1 μ i = 1;wi > 0; j = 1;wj = b; k = wk = 0

TX i j dropped i − 1, k + 1, wk − 1 μ i = 1;wi > 0; j = 1;wj = b; k = 0;wk > 0

TX j k j − 1, k + 1 μ i = wi = 0; j = 1;wj = k = wk = 0

TX j k j − 1, wk + 1 μ i = 1;wi ≤ b; j = 1;wj = k = 0;wk < b

TX j k j − 1, wk + 1 μ i = 0;wi ≤ b; j = 1;wj = 0; k = 1;wk < b

TX j k wj − 1, k + 1 μ i = wi = 0; j = 1;wj > 0; k = wk = 0

TX j k wj − 1, wk + 1 μ i = 1;wi ≤ b; j = 1;wj > 0; k = 0;wk < b

TX j k wj − 1, wk + 1 μ i = 0;wi ≤ b; j = 1;wj > 0; k = 1;wk < b

TX j k dropped j − 1 μ i = 1;wi ≤ b; j = 1;wj = k = 0;wk = b

TX j k dropped j − 1 μ i = 0;wi ≤ b; j = 1;wj = 0; k = 1;wk = b

TX j k dropped wj − 1 μ i = 1;wi ≤ b; j = 1;wj > 0; k = 0;wk = b

TX j k dropped wj − 1 μ i = 0;wi ≤ b; j = 1;wj > 0; k = 1;wk = b

TX k d k − 1 μ i = wi = 0; j ≤ 1;wj ≤ b; k = 1;wk = 0

TX k d i + 1, wi − 1, k − 1 μ i = 0;wi > 0; j ≤ 1;wj ≤ b; k = 1;wk ≤ b

TX k d wk − 1 μ i = wi = 0; j ≤ 1;wj ≤ b; k = 1;wk > 0
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Table 3. Mode C[Half, Direc] S = {x|0 ≤ i, j, k ≤ 1; 0 ≤ wi, wj ≤ b; wk = 0; i + wi ≤
b + 1; j + wj ≤ b + 1; i + j + k ≤ 2}

Event Destination state Rate Condition

PA i + 1 λ i = wi = j = wj = k = wk = 0

PA i + 1 λ i = wi = j = 0;wj ≤ b; k = 1;wk = 0

PA wi + 1 λ i = 1;wi < b; j = 0;wj ≤ b; k ≤ 1;wk = 0

PA wi + 1 λ i = 0;wi < b; j = 1;wj ≤ b; k = wk = 0

TX i j i − 1, j + 1 μ i = 1;wi ≤ b; j = 0;wj ≤ b; k = wk = 0

TX i j i − 1, wj + 1 μ i = 1;wi = j = 0;wj < b; k = 1;wk = 0

TX i j wi − 1, wj + 1 μ i = 1;wi > 0; j = 0;wj < b; k = 1;wk = 0

TX i j dropped i − 1 μ i = 1;wi = j = 0;wj = b; k = 1;wk = 0

TX i j dropped wi − 1 μ i = 1;wi > 0; j = 0;wj = b; k = 1;wk = 0

TX j k j − 1, k + 1 μ i = wi = 0; j = 1;wj ≤ b; k = wk = 0

TX j k i + 1, wi − 1, j − 1, k + 1 μ i = 0;wi > 0; j = 1;wj ≤ b; k = wk = 0

TX k d k − 1 μ i ≤ 1;wi ≤ b; j = wj = 0; k = 1;wk = 0

TX k d k − 1 μ i = 1;wi ≤ b; j = 0;wj > 0; k = 1;wk = 0

TX k d j + 1, wj − 1, k − 1 μ i = wi = j = 0;wj > 0; k = 1;wk = 0

Table 4. Mode D[Full, Direc] S = {x|0 ≤ i, j, k ≤ 1; 0 ≤ wi, wj, wk ≤ b; i + wi ≤
b + 1; j + wj ≤ b + 1; k + wk ≤ b + 1; i + j + k ≤ 3}

Event Destination state Rate Condition

PA i + 1 λ i = wi = 0; j ≤ 1;wj ≤ b; k ≤ 1;wk ≤ b

PA wi + 1 λ i = 1;wi < b; j ≤ 1;wj ≤ b; k ≤ 1;wk ≤ b

TX i j i − 1, j + 1 μ i = 1;wi = j = wj = 0; k ≤ 1;wk ≤ b

TX i j wi − 1, j + 1 μ i = 1;wi > 0; j = wj = 0; k ≤ 1;wk ≤ b

TX i j i − 1, wj + 1 μ i = 1;wi = 0; j = 1;wj < b; k ≤ 1;wk ≤ b

TX i j wi − 1, wj + 1 μ i = 1;wi > 0; j = 1;wj < b; k ≤ 1;wk ≤ b

TX i j dropped i − 1 μ i = 1;wi = 0; j = 1;wj = b; k ≤ 1;wk ≤ b

TX i j dropped wi − 1 μ i = 1;wi > 0; j = 1;wj = b; k ≤ 1;wk ≤ b

TX j k j − 1, k + 1 μ i ≤ 1;wi ≤ b; j = 1;wj = k = wk = 0

TX j k j − 1, wk + 1 μ i ≤ 1;wi ≤ b; j = 1;wj = 0; k = 1;wk < b

TX j k wj − 1, k + 1 μ i ≤ 1;wi ≤ b; j = 1;wj > 0; k = wk = 0

TX j k wj − 1, wk + 1 μ i ≤ 1;wi ≤ b; j = 1;wj > 0; k = 1;wk < b

TX j k dropped j − 1 μ i ≤ 1;wi ≤ b; j = 1;wj = 0; k = 1;wk = b

TX j k dropped wj − 1 μ i ≤ 1;wi ≤ b; j = 1;wj > 0; k = 1;wk = b

TX k d k − 1 μ i ≤ 1;wi ≤ b; j ≤ 1;wj ≤ b; k = 1;wk = 0

TX k d wk − 1 μ i ≤ 1;wi ≤ b; j ≤ 1;wj ≤ b; k = 1;wk > 0



Performance Analysis of Full Duplex Wireless Multi-hop Networks 401

Where Successful Transmission (ST) is the probability that, once a packet
enters the network, it completes the transmission with success. Calculated by:

ST =
C

λ(1 − P )
. (5)

Where C is the capacity, and λ(1 − P ) represents the average number of
packets that enter the network.

4.4 Throughput

The throughput, denoted by Th, is defined as the ratio between the capacity and
the total arrival rate of packets in the network. This metric is computed by:

Th =
C

λ
. (6)

With all performance metrics defined, we can now investigate the perfor-
mance of the network. The results are presented in the next section.

5 Numerical Results

All calculations were done using MatLab, with the following parameters: arrival
rate, λ, varying from 1 to 10 packets/s, departure rate, μ, equal to 10 packets/s
and two buffer sizes: 5 and 20. The channel is considered error free. The perfor-
mance metrics depend only on the normalized traffic in the network, or utiliza-
tion factor, (λ/μ).

Figures 4 and 5 show the blocking probability, it is possible to observe that for
modes A[Half,Omni] and B[Full,Omni] the blocking probability remain practi-
cally the same for buffer size equal or greater than 5, but for modes C[Half,Direc]
and D[Full,Direc] the blocking probability continues to decrease while the buffer
size is increased, mode D[Full,Direc] has the lower block probability, followed by
mode C[Half,Direc], next is mode B[Full,Omni] and then mode A[Half,Omni].
It is clear that directional antennas have a significant impact on decreasing the
blocking probability.

The drop probability is shown in Figs. 6 and 7. It is possible to observe that:

� Mode A[Half,Omni] has no drop because only one packet can be transmitted
at a given time in the network.

� Mode B[Full,Omni] has a drop probability about zero even with a buffer size
equal to 5.

� Mode D[Full,Omni] get close to zero drop probability only with buffer size
equal to 20.
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� For mode C[Half,Direc], the drop probability increase when the buffer size
increases; for buffer size equal to 20, the drop probability tends to 1/2 when
the utilization factor tends to 1 (λ = 10). This occurs because, in this mode,
when node 1 finish to send a packet to node 2, it must wait till node 2 send
this packet to the destination to be able to send another packet to node 2;
meanwhile, node S can transmit to node 1 while node 2 is transmitting, caus-
ing, when the utilization factor tends to 1, the node 1 buffer to become full
and drop packets. This problem gets worse when the buffer size is increased
because node S will always have packets to transmit when node 2 is trans-
mitting, and thus, more packets will be dropped in node 1.

� It is clear that full duplex communication has a lower drop probability.

Figures 8, 9, 10 and 11 show the System Capacity and Throughput. It is pos-
sible to observe that for modes A[half,Omni] and B[Full,Omni] the Throughput
and Capacity remain practically the same for buffer size equal or greater than 5,
mode C[Half,Direc] have a degradation on the performance while the buffer size
is increased due to drop probability explained above, and mode D[Full,Omni]
get to a Throughput greater than 0.9 with buffer size equal to 20 when the
utilization factor tends to 1 (λ = 10).

Fig. 4. Blocking probability with buffer 5.
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Fig. 5. Blocking probability with buffer 20.

Fig. 6. Drop probability with buffer 5.
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Fig. 7. Drop probability with buffer 20.

Fig. 8. Capacity with buffer 5.



Performance Analysis of Full Duplex Wireless Multi-hop Networks 405

Fig. 9. Capacity with buffer 20.

Fig. 10. Throughput with buffer 5.
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Fig. 11. Throughput with buffer 20.

6 Conclusion

In this paper, a Markovian analytical model to analyze the performance of a
full-duplex wireless multi-hop network, combined with directional and omnidi-
rectional antennas, was proposed. The model presented considered buffer in the
nodes and is an extension of the model previously shown in [14], in which no
buffer was considered in the nodes.

Several performance metrics were computed: blocking probability, capac-
ity, drop probability and throughput. The influence of the buffer size in these
parameters was investigated. With the addition of buffer, the blocking proba-
bility decrease for all modes, particularly for full duplex modes and modes with
directional antennas; also, the drop probability off full duplex modes decrease
significantly improving the capacity and throughput, for example, in mode
D[Full,Direc] the block and drop probability decrease to almost 0, and the capac-
ity and throughput improve to more than 300% of half duplex modes. In mode
B[Full,Omni] the capacity and throughput improve up to 160% of half duplex
modes.

When the utilization factor tends to 1 (λ = 10) modes A[Half,Omni] and
B[Full,Omni] achieve a throughput of 1/3 and 1/2 indicated in [8] with only
5 buffer positions, but modes C[Half,Direc] and D[Full,Direc] did not achieve
the throughput indicated in [8]. For mode C[half,Direc] the addition off buffer
degrades its performance tending to a throughput of 1/3 when the utilization
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factor tends to 1 (λ = 10) and mode D[Full,Direc] achieve a throughput higher
than 0.9 with 20 buffer positions when the utilization factor tends to 1 (λ = 10).

Based on the presented analysis it is possible to say that the performance of
full duplex communication on the presented network, is at least 166% greater
than half duplex communication and can get to more than 300% if used with
directional antennas.
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