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Foreword on Security in Systems
Engineering

Fear less, do more. Four simple words that call into focus a reality of our industrial
automation field and its nexus with our cybersecurity community. There are real
concerns for the cybersecurity of our infrastructure and the industrial systems that
they rely upon. There are risks that have been well discussed for the last few decades
that are intrinsic to the systems and their designs without outside influence such
as faults, errors in system design, and failure of protective and safety functions
when they are needed most. There are also risks from outside influences such as
malicious adversaries who seek to abuse the systems and their functionality for
nefarious purposes. As we learn more about our systems and their evolution as well
as our adversaries and their capabilities, it is natural to fear. The consequence can
be enormous even though the frequency of impact seems minimal. The entirety of
the modern world seems in the balance. So why not gravitate towards fear? Simply
put, because our fields of engineering and cybersecurity have done an amazing job
and we must appreciate the situation we are in and the advancements that are being
made. Yet, we still must realize that the risk is growing, and we must do more to
protect our systems. To play to those four opening words I will briefly go through a
few case-studies relevant to this collection of manuscripts to ideally set the tone and
importance of the works contained in this book.

BTC Pipeline Explosion

In 2008, a Russian cyber-attack pivoted through Internet-connected camera systems
running along the Baku-Tbilisi-Ceyhan (BTC) gas pipeline to shut down alarms and
over pressurize the pipeline, which resulted in a massive explosion.! This story was
revealed by Bloomberg news in December 2014 and was on its path of being the first

! https://www.bloomberg.com/news/articles/2014-12-10/mysterious-08-turkey-pipeline-blast-open
ed-new-cyberwar


https://www.bloomberg.com/news/articles/2014-12-10/mysterious-08-turkey-pipeline-blast-opened-new-cyberwar
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ever confirmed case of a cyber-attack causing damage or destruction on industrial
control systems (ICS). Except, it was not confirmed, nor did it hold up to scrutiny.
Almost immediately after the story was published, I started to suspect elements of
the story as did a few others in the information security community while the story
took on its own life and spread throughout the community.? Eventually, Michael
Assante, Tim Conway, and I wrote a whitepaper at the SANS Institute noting that
many details of the story conflicted with reality and in some ways each other of
what such an attack could look like.3 Later in 2015 a well-researched article in
Sueddeutsche Zeitung revealed even more of the details about the attack were wrong
in comparison to how the pipeline was operated at the time; as an example the camera
systems that the adversaries supposedly pivoted through during the attack were not
installed until after the attack in response to the explosion.4

The BTC pipeline case-study has been captured for years as a real event even
though it was debunked by high-profile security experts nearly immediately upon
publication. It has been referenced in numerous conferences, academic journals,
and even U.S. Congressional testimony. It is otherwise a tantalizing story and to
many serves as an example of why we must do more in cybersecurity. The reality of
course is that cyber-attacks on gas pipelines are possible. The scenario described is
possible in principle. Security is important to safety. However, relying on hyped-up
case-studies to make a point is only self-serving. The dedication of resources and
studying of attacks to develop defenses and best practices are best suited for real
attacks where the study can yield meaningful results. Hyped-up threats only yield
results in the wrong direction. Even when there are real threats, we often see the
impacts overblown.

Bowman Avenue Dam Infiltration

In 2013, Iranian hackers broke into the Bowman Avenue Dam near Rye Brook,
New York. They gained access to a human—machine interface (HMI) and read water
levels off the dam.5 The U.S. Intelligence Community identified the infiltration and
informed the U.S. Department of Homeland Security, which kicked off a series of
events to identify and respond to the infiltration. The press would later become aware
of this infiltration in 2015 and publish on it. Major news outlets covered the story
noting that it was a small dam, but significant damage could have been done if only
the hackers had the intent. Some argued they had the intent but simply could not
manage the attack due to their technical incompetence. Headlines ran with pictures of

2 https://www.flyingpenguin.com/?p=20958

3 https://ics.sans.org/media/Media-report-of-the-BTC-pipeline- Cyber- Attack.pdf

4 https://ics.sans.org/blog/2015/06/19/closing-the-case-on-the-reported-2008-russian-cyber-attack-
on-the-btc-pipeline

5 https://www.cnn.com/2015/12/21/politics/iranian-hackers-new-york-dam/index.html
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nuclear meltdowns and major dams breaking with government and industry officials
noting this was an example of things to come. Later, the U.S. Department of Justice
would indict the hackers and note that they were intending something more nefarious,
but the automated controls were down for maintenance that would have allowed them
to do their actions. The case was real, there was a lot of hype around it, but many of
the technical nuances of the details were not correct.

I closely examined the case and all the details around it including interviews with
those involved in New York as well as the U.S. Department of Homeland Security.
There were key omissions that were never captured fully. I wrote about the most
significant of these in a whitepaper with Michael Assante and Tim Conway, where
we covered that the automated controls for the dam were never actually installed by
the time the intrusion occurred due to delays in the project.® The Iranian hackers had
not performed some amazing feat but instead had found an HMI that was remotely
connected to the Internet via a cell card with poor authentication. After accessing
the system, the Iranians were unable to do anything with it because of the lack of
controls, whether they would have intended such, and left. The dam itself was small
and handled runover during heavy rains. Damaging it would have resulted in making
some people’s shoes wet, not the imminent doom and images of nuclear meltdowns
that the media captured. Even though the infiltration was real, the details around the
case and the potential impact were captured incorrectly. It is important to capture
such details properly especially for when attacks are real as such cases can have
profound impact on public perception as well as defense lessons learned.

The 2015 and 2016 Cyber-Attack on the Ukraine Electric Grid

In December 2015,a team of adversaries broke into three Ukrainian distribution level
power companies. The attack started with malware, known as BlackEnergy3, inside
the enterprise information technology (IT) networks but that was just a foothold for
the adversary. The real work of the attack was nearly 6 months the adversaries spent
inside the operations technology (OT) networks learning the systems and operations
of the power companies. The attack was effectively just the adversaries learning
how to operate the equipment inappropriately. It was not a focus on exploits and
vulnerabilities or malware but instead was the abuse of legitimate functionality and
features in the environment for malicious purposes.?

The attack ultimately led to around 6 h of outages across 225,000 customers.
While this does not seem like a lot, it was the first ever cyber-attack to lead to a
power outage. More impactfully, the system operators did not have access to their
automation networks and supervisory control and data acquisition (SCADA) systems

6https://ics.sans.org/media/SANSICS_DUC4_Analysis_of_Attacks_on_US_Infrastructure_V1.1.
pdf

7https://www.wired.com/2016/03/inside-cunning-unprecedented-hack-ukraines-power-grid/
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for nearly a year due to the attack. The recovery was a significant effort. Michael
Assante, Tim Conway, and I led an investigation on the attack and in our report
to the industry we highlighted that what happened in Ukraine was not unique to
Ukraine; the attack could be replicated elsewhere. Moreover, we warned that there
were elements of the attack that indicated there could be a follow-on attack.®

In December 2016, that follow-on attack manifested in the form of malware known
as CRASHOVERRIDE, that led to a loss of power in Kiev, Ukraine, at a transmission
level substation. The outage was only about an hour long but the amount of electric
power lost was three times the total amount lost in all of the Ukraine 2015 attack
due to the differences in distribution versus transmission level substations.® My team
at Dragos, Inc. wrote the report on this malware drawing specific attention to the
fact that the adversary effectively learned from their attack in 2015 and moved the
work that took dozens of people into scalable software, CRASHOVERRIDE, that
would only take the adversary positioning and activating it.!° This effort represented
a scalable repeatable attack on electric power.

What More Looks Like

There are plenty of high-profile attacks that target OT and ICS environments. It
is hard to ignore such attacks especially as we are seeing more that are dangerous
such as the TRISIS malware. TRISIS was leveraged in Saudi Arabia to shut down
a petrochemical plant while its true design was likely to kill people via disabling
the safety system and a follow-on attack against the petrochemical process.!! The
attack failed to kill anyone but managed to shut down the plant costing the site
millions. The adversary, code named XENOTIME, remains active as of the time of
this publication, targeting other industrial sites around the world. 2

There are even more incidents that are below such thresholds and thus remain
out of the media and remain private to the companies who work those cases. It is
easy to see then why people fear. However, I will return to the initial point of this
foreword, which is to also highlight that our infrastructure is reliable, our engineering
practices sound, and our community is amazing. Far more is done for security than
will ever make headlines; the community is quick to notice attacks but slow to see
the day-to-day work of defenders around the world. The adversaries are becoming
more aggressive, but they must contend with physics and when organizations prepare
correctly, they must also contend with defenders who protect our systems.

8 https://ics.sans.org/media/E-ISAC_SANS_Ukraine_ DUC_5.pdf
9 https://www.wired.com/story/crash-override-malware/

10 https://dragos.com/wp-content/uploads/CrashOverride-01.pdf
I https://dragos.com/wp-content/uploads/TRISIS-01.pdf

12 https://dragos.com/resource/xenotime/
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These defenders thrive when the systems are made to be more defensible. If we are
not to fear, but instead are to do more, then it is natural to ask what more looks like.
To me, it is in contributions such as this book that we find that answer. This book
represents an amazing effort by community members, engineers, and academics
who are striving to create more defensible systems through better engineering,
system design, and implementation of those systems. These quality and security
improvements of long-running technical systems such as ICS will yield a safer and
more reliable world even in the face of determined adversaries. It is in this type of
collaboration that lessons learned can be documented and made available to current
and future practitioners.

Gambrills, MD, USA Robert M. Lee
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Systems Quality Engineering: Some Essential Steps Forward

As citizens in a connected world, the quality of our daily lives depends on critical
infrastructure, such as the Internet and energy and transportation networks, and
on industrial production systems, the so-called Cyber-Physical Systems (CPSs),
which we expect to provide high-quality services economically and safely for their
environment. In an increasingly networked world, the quality of the services that
these systems provide depends on their security against intended and unintended
wrongdoing, both during the operation of the system and during the engineering that
designs the system.

Therefore, the topic of this book, Security and Quality in Cyber-Physical Systems
Engineering, is timely and important, but may sound somewhat puzzling, as security
is among the qualities of systems engineering. However, the topic makes sense
as security in systems engineering is a fundamental quality, since there is no
safety of systems operation without information security in systems engineering.
Unfortunately, the quality security is not well understood and often not well addressed
in systems engineering practice. Therefore, I share in this foreword my view on
essential steps and principles to improve systems quality engineering both in practice
and in university teaching.

I will keep my observations to a minimum by sticking to the very basic ideas of
quality engineering of products and services. References give considerable detail
background for the interested reader.

Security and Safety Are Quality Requirements Security and safety are part of the
set of system attributes known as qualities. Consequently, the systems engineering
methods for quality in general help address Security and Safety. For example,
for Usability, Maintainability, Reliability, and Availability, I define quality as the
attributes that describe how well a system functions (Gilb 2005). In my long
consulting experience on quality requirements, I have observed that all qualities
are variable in their performance levels. Therefore, we can, and must, quantify
all system quality requirements as a fundamental aspect of any systems engineering

Xi



xii Foreword on Quality in Systems Engineering

methods. While this may sound obvious, even systems engineering subjects taught at
university, such as Quality Function Deployment (QFD), allow unquantified qualities
but should be applied more rigorously by emphasizing the quantification of quality
requirements (Gilb 2005, 2018b).

Quantification of Quality Requirements All quality attributes vary and can be
expressed as a quantified requirement (Gilb 2005). A simple method to see that
this is widely understood, and somewhere practiced, is to Google a quality name
followed by the term metrics, e.g., Usability Metrics, Security Metrics.

Quantification of a quality is not the same as measurement, but quantification is
the basis for measurement (quality level testing) and other applications. The essential
notion of quality quantification is the definition of a scale of measure.

For Security, an example Scale could be the share (%) of assessed cyber risks
with an event likelihood greater than X% and an impact greater than $Y.

The Scale parameter (Gilb 2005) both defines the quality and enables assigning
numeric levels to the quality, for a variety of purposes, such as:

1. Establishing benchmarks for that quality, in our own system, competitive systems,
and past and future performance levels (Gilb 2005)

2. Establishing scalar constraint quality requirements, that is, worst acceptable level
of the quality for a purpose (Gilb 2005)

3. Establishing target levels of the quality dimensions, such as time, space, and
conditions

4. Making estimates of the impacts of design ideas on the requirement levels

5. Measuring actual levels of the quality in real systems

6. Bidding, costing, and contracting using these quality levels

Estimation of Design Quality Impact When considering the design for meeting the
required quality levels, we must be numeric, logical, and look at the whole picture
(all quality requirements, resource budgets, and constraints). Certainly we cannot
afford to discuss or evaluate any single design idea solely in a single quantified
dimension, such as security or safety. Therefore, the evaluation of the impact of any
given design idea, needs to be quantitative as foundation for combining the impact
values. Figure 1 illustrates the Impact Estimation principle as a conceptual table for
assessing the impact of design ideas that, together, have an impact on the project
objectives and resources.

1. Anestimate of the expected degree that the design will satisfy the constraintlevels,
with regard to all concurrent conditions (project deadlines, budgets, constraints,
reaching other quality levels, and more);

2. An estimate of the expected degree to which the design will satisfy the target
levels, with regard to all concurrent conditions (project deadlines, budgets,
constraints, reaching other quality levels, and more).

3. The estimates need to document the ranges of experience, evidence for the
levels, and sources of the levels (Competitive Engineering (CE) (Gilb 2005),
Impact Estimation (Gilb 2008)), for quality control, for responsibility, and for
understanding the quality of the information.



Foreword on Quality in Systems Engineering xiii

Impact Estimation principle

Could we get all,
within the budgets
of time and cost ?

How much % of what we
want to achieve do we

Possible solutions to achieve it

achieve by this solution
At what cost ?

‘ Design

Design Design Total
Idea # Idea #2 Idea #3 Impact
Sum of
g Impacton | Impacton | Impacton
What to achieve [RLESills Objective | Objective | Objective Hpacieon
Objectives
N
Resources Sum of
3 Impacton | Impacton | Impacton
Cost to achieve it 2ime Resources | Resources | Resources [ESASwN
Money Resources
LU Benefitsto  Benefits Benefits Benefits
Investment e Al e e

Cost Ratio Cost Cost Cost

Fig. 1 A conceptual view of the analysis of quality designs

4. The estimates need to be made in a way that provides at least a rough picture
of the aggregate effects of the designs (see Fig. 1) (a) together with all other
complementary or concurrent designs and (b) with regard to the potential
of together meeting the final quality level requirements, preferably with an
engineering safety factor.

Measurement of Design Quality, and Correction Once a design is estimated and
found to be worthy of at least experimental implementation, we need to measure,
at least roughly, not necessarily exactly, how well the design performs, in at least
one dimension; and possibly in side effects and cost dimensions as well. If the
performance deviates negatively from the expected results, then root cause analysis
should be used immediately at that increment, and redesign made to get back on track.
This process is eminently described by Quinnan in Cleanroom (Quinnan 1980) and
is an inherent part of my Evo approach (Gilb 2005). This is good engineering agile,
not to be confused with current popular software agile methods, which have no
consciousness of qualities, engineering, design, architecture, or dynamic design to
cost. When a given quality constraint level is reached in the system development
process, there is an opportunity to trigger contractual minimum payments. When the
quality target levels are reached then this can be used to target full payment, and to
stop engineering or designing those fully delivered qualities.

Collecting Design Information on Engineering Component Candidates 1t is along-
standing engineering tradition to organize engineering knowledge about potential
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design components and processes in engineering handbooks, which include data,
tables, etc. regarding their expected attributes. The World Wide Web provides
convenient means for collecting, accessing, and updating such attribute knowledge.
If this knowledge is of good quality, and easily available, then it can be used to make
estimates. If it is not good, then the next best thing for those who believe in an idea is
to experiment with small-scale incremental implementation and measurement. This
might, in fact, provide more useful data on the real system than a general engineering
handbook. My father, an engineer and inventor, stressed to me that the engineering
tables were not to be blindly trusted, but are likely to be useful in situations without
better data. My early books on Design Engineering (Gilb1976; Gilb and Weinberg
1977-1978) attempted to show how this might be done for qualities of data structures.
One early practical tool-building experiment (later a PhD; see slide 4 in (Gilb 2017)
showed how a computer (Apple II, Forth 1979) could automatically pick the best
design, if given quantified quality requirements and quantified design component
attributes.

Quality Engineering Processes There is a large number of known, and to be
invented, engineering processes, which can contribute to the engineering of secure
and high-quality products. The important idea regarding a process, as with any system
design aspect, are the quality and performance attributes and the resource costs of
that process. These quality, performance, and cost attributes could be systematically
organized in handbooks, preferably on the Internet for access and updating. Both
research and practice could be incorporated. As an example, my Specification Quality
Control (SQC) process has been studied (Gilb 2005) as a method for measuring the
defect quality levels of requirements written in my Planguage (Gilb 2005). A key
finding by Terzakis from Intel (Terzakis 2013) was that Planguage together with
SQC resulted in a 98% defect reduction in submitted requirements, and in a 233%
engineering productivity improvement. Release defects went down to 0.22 defects
per 400 (or 600) words, a suitable value for the very high quality levels required
for engineering Intel chips. Terzakis currently measures the effects of coaching on
quality of requirements (unpublished 2018). My Planguage for specification was
adopted by over 21,000 Intel engineers, demonstrating its viability for embedded
hardware logic (Erik Simmons, Intel). Therefore, Competitive Engineering and
Planguage (Gilb 2005) should be applied for improving the maturity of engineering
Complex-Cyber-Physical Systems.

Preventative and Evidence-Based Quality Processes Some of the most interesting
engineering processes take a lean approach of preventing defects and problems by
using common-cause root-cause analysis at the grass roots and frequent organization
process and conditions changes in order to measurably improve organizations’
engineering process quality. My favorite generic process is the Defect Prevention
Process (DPP) developed at IBM (Gilb and Graham 1993; Dion et al. 2018). DPP
is a good example of a very generic, organizational engineering improvement,
with clear repeatable economic and quality effects that led to lasting results.
Unfortunately, the DPP is rarely taught in engineering, or quality engineering,
courses, similar to the IBM Cleanroom approach (Quinnan 1980). Over the years, I
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have often seen new ideas advocated without quantitative evidence. I strongly argue
that researchers and teachers should build more on proven methods with strong
quantitative evidence. Without collecting and sharing data on quality, performance,
and cost attributes as evidence on new and traditional processes, systematic scientific
progress is not possible. The similar weakness to improve systems engineering
practice systematically is reflected in the high project failure rate, which has remained
almost constant for decades. Therefore, preventative and evidence-based quality
processes should be applied in engineering software-intensive Complex-Cyber-
Physical Systems.

Integrated Consideration of Requirements 1 see the integration of quality require-
ments, security requirements, and all other requirements as essential. It seems risky
to limit the engineering evaluation of security and other quality designs to those
areas in an isolated way. We cannot allow specialist “security” and “reliability”
engineers to make design decisions with impact on a large system, without balanced
due regard for other critical factors in the system. Although it is difficult, we must
aim at understanding the side effects between all requirements, including example
requirements on performance, costs, and non-quality values, such as image and trust
or technical debt. In short, security and quality are important parts of the larger
systems picture, and have to be properly incorporated in this picture both in practice
and in academic research.

Demand for a Stronger Engineering Culture in Software-Intensive Systems Hard-
ware engineering has a mature engineering culture, but is under constant attack
from technological change. Systems engineering has also shown engineering culture
with good maturity in the face of complexity and change, for example, in space
and military application areas. Unfortunately, the newcomer, software, including
logicware, dataware, peopleware, netware, is, arguably, mostly not engineered
in a sufficiently mature engineering discipline, but still seems to be all about
programming. I have seen this problem for decades.

Hardware experts can engineer a 99.98% available system. In contrast, low-quality
software is widely accepted, often with the argument that software can be easily
changed. Nobody would buy a machine that seems buggy, but users and lawmakers
consider defects in software acceptable if software updates are promised. I see a major
reason for this problem in politicians, managers, and researchers not demanding the
same quality-of-engineering for IT and software, such as software-intensive systems,
as documented in serial aircraft accidents that recently made the news. Therefore, I
want to raise awareness for demanding sufficiently high standards for requirements,
including security and software quality, for the integrated engineering of software-
intensive systems, such as critical infrastructure and industrial systems.

Finally, I summarize my Basic Principles of Serious Quality Engineering (Gilb
2018a):

1. All qualities must be treated quantitatively, at all times (Gilb 2005).
2. All other requirements need to be defined rigorously, too.
3. Design options need clear detailed definition, and probably decomposition.
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4. All design decisions can, and normally should, be estimated, before selection or
prioritization, with regard to their possible and probable impacts on all critical
qualities and costs [see Chap. 9 on IET in Gilb (2005)].

5. Incremental quality impacts of designs need to be measured, at that increment
(Quinnan 1980).

6. When incremental designs measurably fail to deliver expectations, they need to
be immediately replaced or corrected (Cleanroom) (Quinnan 1980).

7. Reasonable rigorous quality-control measurements of critical specifications
must be carried out with numeric exit levels to determine the economic release
level (SQC, Intel; Terzakis 2013).

8. Continuous grassroots analysis of engineering work processes must result in a
continuous stream of measurable positive improvement (DPP) (Gilb and Graham
1993; Dion et al. 2018).

9. Technical management (CTO, etc.) need to demand and enforce these principles.

10. Universities need to teach these principles and need to organize the knowledge
internationally.

Overall, the topics in this book, Security and Quality in Cyber-Physical Systems
Engineering, are important and should be complemented with a strong vision on
integrated systems engineering that builds on systems quality engineering, according
to my Basic Principles of Serious Quality Engineering (Gilb 2018a), by quantifying
requirements for quality, including security; by collecting and using quantitative
evidence on design options to select suitable engineering processes, methods, and
tools; and by improving quality based on comparing the quantitative evidence from
ongoing projects with the planned constraint and target levels of requirements. My
emphasis of quantitative evidence is rooted in empirical scientific principles and has
shown to be practical and useful in real-world systems engineering contexts (Terzakis
2013). Therefore, readers of this book can benefit from combining these principles
with the lessons on requirements of systems engineering in Part I of this book, on
quality improvement approaches in Part II, and on security in engineering in Part
III of this book, for improving systems engineering in their academic or practical
environment.

Kolbotn, Norway Tom Gilb
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Preface

Sitting at the Berlin Tegel airport, waiting for a flight to Vienna, the preparation of the
book at hand provides us with some concerns. Only weeks ago, another Boeing 373
Max8 airplane had crashed. Following the communication of major air traffic safety
organizations, a candidate reason for the accidents was a misleading combination of
software and hardware in the airplane, leading to unintended airplane behavior that
the crew had not been able to compensate. As a traveler you ask yourself: how can
such dangerously misleading combinations occur in a safety-conscious environment?

Modern airplanes (as most large technical systems ranging from trains and
airplane systems to power plants and factories) are complex cyber-physical systems.
They become software-intensive technical systems from combining physical system
hardware, such as jet engines, wings, and flaps, with control software assisting the
pilots. Such complex cyber-physical systems are developed in large engineering
organizations by executing complex engineering processes. Within these processes,
several engineering artifacts developed in parallel describe together the architecture
and behavior of the intended technical system. In the engineering organization and
processes, several engineering disciplines provide their special skills to the overall
success of the engineering project.

Even if each involved engineer follows a discipline’s best practices, still
inconsistencies, incompatibilities, unclear communication, or even errors may occur,
may reduce the engineering quality and, in the worst case, may result in an operational
disaster, such as the recent Boeing 373 Max8 incident. Usually, an incident is not
intended, but there are cases where malicious acts are performed by individuals, who
are interested in causing engineering projects or the developed technical systems to
fail.

Do we have a chance to protect engineering organizations against cyber threats and
to ensure engineering project quality? Answers to these questions will be given in the
book at hand. Therefore, the book contains three parts that logically build up on each
other. The first part discusses the structure and behavior of engineering organizations
for complex cyber-physical systems. This part provides insights into processes
and engineering activities executed and highlights requirements and bordering
conditions for secure and high-quality engineering. The second part addresses quality
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improvements with a focus on engineering data generation, exchange, aggregation,
and use within an engineering organization and the need of proper data modeling
and engineering result validation. Finally, the third part considers security aspects
concerning complex cyber-physical systems engineering. Chapters of the last part
cover, for example, security assessments of engineering organizations and their
engineering data management (including data exchange), security concepts and
technologies that may be leveraged to mitigate the manipulation of engineering data,
and discussions of design and run-time aspects of secure complex cyber-physical
systems.

After reaching Vienna with a safe flight in an Airbus 319 and sitting in the next
City-Airport-Train, another complex cyber-physical system, we are sure that reading
this book can reduce the concerns we had in Berlin and can assist engineers and
decision makers, researchers, and practitioners in setting up and improving secure
and high-quality engineering processes in appropriate engineering organizations.

Magdeburg, Germany Arndt Liider
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Chapter 1 )
Introduction to Security and Quality Shethie
Improvement in Complex Cyber-Physical
Systems Engineering

Stefan Biffl, Matthias Eckhart, Arndt Liider, and Edgar Weippl

Abstract Providing Complex Cyber-Physical Systems (C-CPSs) more efficiently
and faster is a goal that requires improvements in engineering process for producing
high-quality, advanced engineering artifacts. Furthermore, information security must
be a top priority when engineering C-CPSs as the engineering artifacts represent
assets of high value.

This chapter overviews the engineering process of C-CPSs, typically long-
running technical systems, such as industrial manufacturing systems and continuous
processing systems. This chapter also covers major areas of requirements that include:
(a) processes with intensive generation of engineering artifacts; (b) challenges
regarding dependencies and complexity of engineering artifacts, stemming from
variants of a product and the associated production process for a family of products;
(c) management of model and consistency rules for dependencies between model
parts; (d) the internationalization of the engineering process with partners on
different levels of trust; and (e) the security of the engineering processes, such as
confidentiality of engineering plans, and the security of the systems to be engineered,
such as security aspects in the design phase.

For selected requirement areas, the chapter discusses several approaches for
quality improvement from business informatics that addresses important classes of
requirements, but introduces new complexity to the engineering process. Therefore,
the chapter reviews information security improvement approaches for engineering
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processes, including the consideration of new security requirements stemming from
risks introduced by advanced informatics solutions. Finally, the chapter provides an
overview on the book parts and the contributions of the chapters to address advanced
engineering process requirements.

Keywords Complex cyber-physical systems - Engineering process -
Multidisciplinary engineering - AutomationML - Information security

1.1 Motivation

The engineering of Complex Cyber-Physical Systems (C-CPSs), typically long-
running and software-intensive technical systems, such as critical infrastructures or
industrial production systems and their associated products, is a multidisciplinary,
model-driven, and data-driven engineering process that often involves conflicting
economic, quality, and security interests, risks, and issues. Quality is a key concern
in the engineering process to enable engineers to provide technical systems effectively
and efficiently, with a focus on sufficient system quality, particularly on safety and
on value to customers. Information security has become increasingly important with
growing networking capabilities of technical systems and the rise of the Internet,
as the engineering environments and the resulting technical systems are part of
a network that allows new kinds of attacks on data and systems. Past cyber-attacks
against safety-critical systems, for example, a sewage treatment plant (Slay and Miller
2008) or a steel mill (Lee et al. 2014), demonstrated the devastating consequences that
could result from inadequate security measures. Besides potential physical damages,
cyber-attacks may also cause silent losses because of intellectual property theft.
While practitioners agree that addressing security concerns is crucial for establishing
a foundation for system safety and quality, many companies hesitate to introduce
sufficient security mechanisms and processes in their environments as well as in
their products and engineering processes as they lack methods and information for
risk assessment and often cannot relate the benefits to the associated extra cost and
reduced usability.

Scope of the Book Providing software-intensive technical systems more efficiently
and faster requires improvements of engineering process quality and, often, global
cooperation in distributed engineering that requires improvements in security
considerations for engineering processes. As a novel research approach, we consider
the combination of quality improvement and information security for analyzing
and improving engineering processes. Quality improvement contributions tend to
make engineering processes faster and more efficient by reducing avoidable rework.
On the other hand, even if stakeholders deem security fundamental, they may
have difficulties in arguing the considerable extra cost of resources in engineering
processes. Therefore, a balance of quality improvement and security would be
desirable, a balance that overall reduces the resources required for engineering
processes and introduces an adequate level of security, which is necessary for
sustainable engineering in a globally distributed environment.
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Contributions to Scientific Communities Automation Systems Engineering. One
family of Software-Intensive Technical Systems are Complex Cyber-Physical Systems
(C-CPSs). Following the Encyclopedia of Business Informatics," a Cyber-Physical
System (CPS) is defined as a system of communicating components that have both
physical and data processing parts. They usually establish a hierarchy of technical
system components that are controlled in a closed-loop structure.

This closed loop is established by measuring the state of the technical system using
appropriate sensors, deciding on necessary control actions within an information
processing system based on measured state and behavior specification, and executing
these control actions by actors (VDI 2206 2004; Lunze 2016). Thus, information
processing is essential for the behavior quality of the technical system.

Cyber-Physical Systems range from very simple embedded systems, such as drives
or rotary encoders, up to very large systems, such as production systems, power
plants, energy transmission systems, air planes, and train systems. In this book,
such Complex Cyber-Physical Systems (C-CPSs) are considered, characterized by
the nature of such systems and the fact that

* They require significant effort, material, and financial means.
* Their life cycle is measured in decades.

* Their system behavior is complex.

e Their economic and social impact is significant.

Within the engineering processes of a C-CPS, information about the overall
structure and the mechanical, electrical, etc., construction of the applicable sensors
and actors is required in conjunction with the specification of the intended behavior
as input. This information must have sufficiently high quality to finally ensure
system safety and economic efficiency (Schnieder 1999). In addition, the engineering
results of information processing are required within virtual commissioning and
commissioning of the C-CPS (Strahilov and Himmerle 2017). Thus, it is obvious that
engineering processes of C-CPS require information exchange between engineering
disciplines, involved engineers of possibly different legal entities, and involved
engineering tools.

Contributions in this book consider requirements, risks, and solutions to guarantee
the security and quality of C-CPS. Involved engineers and project managers will be
enabled to identify possible quality and security challenges they have to cope with.
In addition, possible measures are described assisting involved staff to handle the
identified challenges.

C-CPS Software and System Quality Analysis and Improvement. Typical
assumptions for research in quality assurance and improvement for small software-
intensive systems that are safe and easy to reset as well as for business software
systems that use standard operating systems and hardware and do not rely on specific
real-time hardware may not hold for long-running technical systems, such as critical

thttp://www.enzyklopaedie-der-wirtschaftsinformatik.de/lexikon/informationssysteme/
Sektorspezifische- Anwendungssysteme/cyber-physische-systeme
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infrastructure or industrial production systems. Therefore, researchers in quality
assurance and improvement can benefit from better understanding challenges on
quality assurance and quality improvement coming from the engineering of Complex
Cyber-Physical Systems based on the use cases and requirements presented in Part I.
The use cases and methods for software and system quality analysis and improvement
discussed in Part II, such as engineering process analysis, model-based systems
engineering, or test automation, provide researchers with insights from in-depth
examples that can be adapted to a range of similar but different applications. Finally,
the security threats and countermeasures discussed in Part III provide nonexperts
in information security with insights into issues to consider when designing quality
improvements in engineering contexts. Therefore, researchers and practitioners can
take away requirements and building blocks for future methods and tools from the
discussion of quality improvement approaches to address selected challenges from
automation systems engineering.

Information Security. Researchers in the information security area gain a
comprehensive understanding of the security challenges involved in engineering
Complex Cyber-Physical Systems. Furthermore, the proposed concepts for securing
the engineering process will allow them to evaluate other approaches in order to
determine whether they can be applied to overcome these challenges. Since this
book also covers security aspects that go beyond protecting the engineering process,
researchers gain insights into how the security of Complex Cyber-Physical Systems
can be enhanced by integrating security into the engineering phase. Finally, the
discussed open challenges may motivate scholars to develop and pursue new research
directions.

The remainder of the chapter is structured as follows: Sect. 1.2 introduces
Engineering Processes for Software-Intensive Systems and requirements for quality
and security improvement. Section 1.3 discusses business informatics approaches
for quality improvement that address classes of requirements from engineering
software-intensive systems, but may introduce unwanted IT security risks and
requirements. Section 1.4 analyzes potential security issues that may be encountered
when engineering software-intensive systems. Based on this analysis, the section
defines security requirements that must be met; otherwise, these issues may result in
compromised engineering processes, which eventually also affect the security of the
systems to be developed. Section 1.5 provides an overview on the book parts and the
contributions of the chapters to address advanced engineering process requirements.
Section 1.6 suggests relevant contributions in this book for selected reader groups.

1.2 Engineering Processes for Software-Intensive Systems

This section introduces an engineering process view on the engineering of long-
running software-intensive technical systems, such as industrial manufacturing
systems and continuous processing systems, and derives major areas of requirements.
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1.2.1 Background

Our daily life is characterized by technical systems that make our life easier, more
comfortable, and safer compared with the lives of our ancestors. These systems
create, distribute, maintain, and dispose goods, energy, and information relevant
for our lives. Some of these systems are designed for a very long life span, for
example, nuclear power plants or production systems in the process industry running
several decades. Some of these systems have a medium long life span, for example,
production systems, wind mills, or ships running about one decade. And some of
them have only a very short lifespan, like rockets.

All of these technical systems (fulfill at least three of the four characteristics of
a C-CPS) have in common the need to be designed, established, and controlled.
Therefore, appropriate information processing systems are required to establish C-
CPS. Especially, the control of the behavior of these systems is a critical problem
requiring high-quality, safe, and secure software systems. Therefore, such systems
are considered cyber-physical systems combining physical parts (establishing the
mechanical, electrical, electronical, etc., construction) and cyber parts (establishing
the information processing for control of behavior) (Zanero 2017; Monostori 2014;
Lee 2008).

The engineering of such cyber-physical systems comprises usually the phases
requirement collection, architecture design, implementation, test, deployment, and
operation. In all phases, the duality of hardware and software needs to be considered
(Gruhn et al. 2017). Considering requirement collection, architecture design,
implementation, and operation of these systems is of dual nature. On the one hand,
the proper system behavior has to be achieved regarding the reason why the system
is designed. In case of a nuclear power plant or a wind mill, proper system behavior
is the correct current and voltage intended over time, in case of a ship or a rocket
proper system behavior is proper transportation conditions enabling proper transport
services; and in case of a production system proper system behavior is the proper
product creation. In all cases, the intended output of the system drives the correct
behavior.

One special type of long-living C-CPS are production systems. These systems
possess a duality of products to be produced by executing production processes and
the production system executing the production processes. Both system kinds need to
be engineered and depend on each other. Here, the so-called PPR concept, concerning
product design, production process design, and production resource design, provides
the background (Biffl et al. 2017a). Their life cycle and their engineering are detailed
in Biffl etal. (2017b). Figure 1.1 illustrates the engineering process steps and selected
domain expert roles for engineering a C-CPS.

Within such a C-CPS, the product definition as the first step of the engineering
process provides both the behavior specification as well as technical, economic,
environmental, legal, etc., bordering conditions. As an example, a rolling mill shall
be considered. Starting point of the rolling mill engineering is the product definition
of the rolled steel. Thereby, the production process of the intended steel coils is
defined and steel properties, such as steel type and mass, are given. This specification
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Fig. 1.1 Domain expert roles in the engineering of C-CPSs, typically long-running industrial
production systems

is from the information point of view similar to the definition of the intended current
flow in a power plant or the transport behavior of a rocket.

Usually, the product definition is provided by a product designer as first
stakeholder of the engineering process. As indicated by Foehr et al. (2013), the
product definition is accompanied by a description of the intended product quality,
which is a requirement for the production process execution and, thereby, for the
technical and behavioral properties of the production system. For a rolling mill,
the product definition is given by the intended material thickness and material
properties resulting in a set of necessary milling steps with milling pressure and
cooling properties.

The product definition is succeeded by the preliminary design of the production
system. Within this second phase, the production system designer as second involved
stakeholder develops the overall system structure by assigning manufacturing
resources to the different required production process steps of the product. In a
steel mill, this overall system structure defines for example the number of mating
roles, the length of the transport system (and thereby the number of transport roles),
and the number of cooling units.

Exploiting the developed overall system, design groups of discipline-specific
engineers covering mechanical, electrical, automation, etc. engineering act as the
next stakeholders in the third production system engineering (PSE) process phase.
They detail the production system design in the different engineering disciplines in
a parallel and round-trip-driven way leading to a system specification in such detail
that it can be physically established. For a rolling mill for example, the mechanical
engineering defines type and location of drives and roles of the different required
types, the electrical engineering defines their wiring related to electrical power
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transmission and control signal exchange, and the automation system engineering
implements the necessary control system parts required to drive the roles dependent
on the intended steel quality.

The next phase in the production system engineering process contains its
physical realization based on the developed engineering artifacts by several involved
installation and ramp-up specialists as last set of stakeholders. As indicated by Liider
et al. (2017a, b), the involved stakeholders exchange engineering information along
the complete life cycle of the production system. Therefore, they require standardized
information exchange technologies as indicated by Liider et al. (2017c). The intended
increasing digitalization of a wide range of technical systems following approaches
like Industry 4.0 or Industrial Internet of Things (IIoT) establishes additional
intentions to the engineering. The different components of technical systems shall
be accompanied by their digital representation realized as the management shell of
the Industry 4.0 component or the digital shadow in the IoT world. Using this digital
representation, necessary activities like system maintenance and system optimization
can be simplified and improved, leading to safer, more environmental-protective, and
more economic systems. Thus, also stakeholders like users, maintainers, etc., come
into play for the high-quality and secure engineering process.

Another main development direction in the engineering of production systems is
the increasing use of system knowledge. This covers for example the reuse of existing
artifacts, the system-wide standardization of components, the application of system
family architectures, etc. This trend is mainly addressed by engineering organization
improvement approaches as for example in VDI Guideline 3695 (2009). Comparing
the engineering and use of other types of C-CPS with the engineering and use of
production systems, it is easy to see that they usually involve similar life cycle phases
and sets of stakeholders (Lindemann 2007).

1.2.2 Research Questions

The intended quality and security improvement of engineering processes of
Complex Cyber-Physical Systems (C-CPS) initially requires an improvement of the
understanding of these processes to enable the identification of possible impacts
of quality and security improvement approaches that have been developed in
information sciences. Thus, the initial research question considered in this book is
related to a detailed knowledge about structure, behavior, and further characteristics
of engineering processes for C-CPS.

RQI1a: What Are Typical Characteristics of Engineering Processes for Long-Running
Software-Intensive Technical Systems? As indicated earlier, an engineering process
of C-CPS establishes a network of engineering activities connected by information
exchange. The different involved engineering disciplines step-by-step enrich the
overall model system of the intended technical system. Each discipline works with
its own models, while all related models need to be kept consistent, that is, there
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are model-crossing consistency rules to be considered. In addition, models of early
engineering phases are applied to generate further models of higher level of detail.

Information science consists of different software-related disciplines. In addition,
model-driven software engineering (Brambilla et al. 2017) is well known. But
software engineering (in the context of engineering a C-CPS) is of limited discipline-
related variance. Thus, the applicability of security and quality improvement
measures from information sciences for improvement of C-CPS is unclear. The
applicability is likely to strongly depend on the characteristics of the model creation
and use within the established engineering network.

Within engineering networks of C-CPS, not only cyclic information exchange
following round-trip engineering, merging of engineering information, and handling
intended and unintended (not to be disclosed) but also incomplete engineering
information occurs. In addition, the involved engineering disciplines might have
model elements with similar semantic but different syntactic representations leading
to the misinterpretation of exchanged information.

To understand the characteristics of engineering processes for C-CPS and to
derive requirements related to quality and security improvement in Part I of this
book, three engineering processes coming from different industries are described in
detail. In one chapter, the topic of interrelation of model-driven C-CPS engineering
with the models of other life cycle phases of C-CPS is discussed in order to derive
specific data quality requirements and dependencies as inputs to Part II and Part III
of this book.

RQI1b: What Are the Requirement Areas from Engineering Processes for Long-
Running Software-Intensive Technical Systems That Require Informatics Contribu-
tions? Mostly, engineering processes are considered similar to business processes.
Therefore, the accumulated requirements usually focus on economic issues. However,
engineering processes of C-CPS are based on a detailed engineering data logistics,
which has to ensure the availability of engineering information at the right point at
the right moment with the right costs and (most important) with the right quality.
Quality in this case means as correct as necessary at a point in the engineering
process.

Correctness can be impacted in different ways: models may be inadequate,
incomplete, or contradicting, etc. This incorrectness can be a result of unintended
behavior (like erroneous tool use) but also from intended behavior (like maliciously
changed data). Availability of engineering information can be considered as a
straightforward process management issue. However, in parallel engineering, it might
be intentional to provide incomplete data temporarily to shorten the overall project
duration. In this case, the manager needs to identify at which point in time and in the
process the engineering data providers have to provide information at which degree
of completeness.

Both problems can be summarized under the term engineering data quality.
Requirement areas for quality improvement include (QI1) processes with iterative
generation of engineering artifacts (like round-trip engineering); (QI2) challenges
regarding dependencies and complexity of engineering artifacts stemming from
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variants of intended system behaviors; and (QI3) management of model and
consistency rules for dependencies between model parts. Requirements areas for IT
security include (Sect. 1.1) the internationalization of the engineering process with
partners on different levels of trust; and (Sect. 1.2) security, such as the confidentiality
of engineering plans and traceable changes to engineering artifacts.

1.3 Requirements for Quality Improvement

For selected requirement areas, this section discusses approaches for quality
improvement from business informatics that can address classes of requirements.
However, some quality improvement approaches tend to introduce new complexity
to the engineering process and security risks that require further research to address.

1.3.1 Background

Companies that engineer Complex Cyber-Physical Systems (C-CPS), such as
industrial production systems based on third-party components, aim at developing
systems of sufficient quality in an efficient manner. These systems typically are
part of a family of similar but different systems and require for their efficient
engineering, capabilities for modeling, refactoring, and reusing system variants,
ideally incorporating in new designs the lessons learned from the operation and
maintenance of systems in the family.

In this context, several trends in engineering C-CPS require capabilities for quality
improvement.

System Aspects The Industry 4.0 vision aims at developing flexible C-CPSs that
require stronger capabilities for engineering more complex systems. These systems
may have capabilities for self-adaptation making their validation more difficult. The
engineering of families of C-CPS requires mastering the dependencies between
complex engineering artifacts both between engineering discipline model views and
between variants of the system in the family and the associated production process.
These dependencies complicate the management of versioning and consistency
checking.

Process Aspects The development of C-CPSs in short innovation cycles supports
the trend of moving from traditional paper-based waterfall process to a modern
agile iterative software- and data-based engineering process. To shorten the
project duration, parallel engineering requires automating the information exchange
following round-trip engineering and advanced change management capabilities for
merging of engineering information coming from several disciplines at different
levels of maturity and completeness. To make engineering more efficient, the
automated engineering requires capabilities for automated checking of model-
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crossing consistency rules, for generating engineering artifacts, and engineering
organization improvement (VDI 3695 2009) for better cooperation of engineering
disciplines.

To make engineering cheaper, companies cooperate globally requiring capabilities
for the internationalization of the engineering process and associated information
security. Unfortunately, the applicability of security and quality improvement
measures from information sciences and business informatics remains unclear due to
important differences in the industrial context, such as limitations from regulations
and technology.

Business Requirements Requirements for quality definition, assurance, and
improvement come from stakeholders (Biffl et al. 2017a). System operators and
maintainers require C-CPSs that enable providing services, for example, for
production, effectively and efficiently; systems that are easy to set up, train, maintain,
extend, and analyze for service optimization. Technology providers of components
and tools for engineering require the C-CPS to follow established system architecture
standards and influence the solution space in engineering projects considerably.
Regulators require the C-CPS to follow established validation standards to ensure
surpassing minimal quality levels for safety and the environment. Domain experts and
system engineers from several discipline-specific workgroups require an engineering
process that allows them to work effectively and efficiently in parallel on enriching
the engineering plans and configuration as design information becomes more specific
and valid along the development process. Project and quality managers require an
overview on the discipline contributions to the engineering process to allow assessing
whether the engineering data providers have provided their information on a sufficient
degree of completeness, accuracy, and validity.

These system and process aspects as well as stakeholder requirements concern
quality aspects and capabilities for quality assurance and improvement.

Quality According to IEEE (ISO Square 2014), software and systems quality
refers to two aspects: (a) the degree to which a system, component, or process
meets specified requirements; and (b) the degree to which a system, component,
or process meets customer or user needs or expectations. While the first aspect
refers to the verification of software and systems (Kaner et al. 1999), the latter
aspect refers to validation of software and systems (Myers and Sandler 1979).
Gilb (2005) introduced the Planguage to define quality requirements for improving
systems engineering in quickly changing environments. Assessing the quality of a
C-CPS, for example, an industrial production system, concerns system capabilities
and technical parameters, and requires capabilities for system validation regarding
well-defined quality requirements. Assessing the quality of processes, for example,
engineering and production processes, such as process capabilities, effectiveness,
efficiency, duration, cost, or risk, requires capabilities for engineering process
analysis as well as for representing and processing knowledge on the system, the
processes, and their relationships during engineering and operation (Schleipen et
al. 2015). Assessing the quality of data, for example, engineering artifacts, data,
and knowledge, such as completeness, correctness, adequacy, consistency, accuracy,
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validity, and understandability for humans and machines (as foundation for Industry
4.0 functions) requires capabilities for advanced engineering data management, such
as the data logistics between workgroups coming from different disciplines.

Software Engineering Challenges in a C-CPS Engineering Context Software
tools and data processing are a core foundation for automating engineering process.
Unfortunately, software tools are often designed for addressing the requirements of
one engineering discipline and do not know or care about partner disciplines or
project aspects. Over the last decades, domain experts with systems engineering
background have moved from using software tools toward configuring software
tools, and toward writing software scripts and home-grown tools of increasing size,
complexity, and importance to running an engineering project.

Unfortunately, many domain experts do not have the software engineering
experience to make informed software design decisions, leading to considerable
technical debt in data models and in software, for example, scripts that exchange
engineering artifacts and data or generate engineering artifacts. The symptoms
of technical debt can be found easily when analyzing engineering processes and
project experiences in a typical medium-to-large engineering company regarding
the modeling and management of dependencies, such as model-crossing consistency
rules, between engineering artifacts coming from different disciplines, cyclic
information exchange between engineering workgroups, merging of engineering
information coming from several data providers, and handling of incomplete
engineering information. Therefore, engineering processes of C-CPS that depend
on a detailed engineering data logistics to ensure the availability of engineering
information at the right point at the right moment with the right costs and (most
important) with the right quality, tend in practice to be error-prone and costly, and
require strong capabilities for quality assurance and improvement.

Quality Assurance This is a way of preventing mistakes and defects in manu-
factured products and avoiding problems when delivering solutions or services to
customers, which ISO 9000 (2015) defines as “part of quality management focused on
providing confidence that quality requirements will be fulfilled.” Quality assurance
(QA) includes in the software and systems engineering lifecycle capabilities for
constructive QA, to make sufficient quality more likely to achieve, and for analytic
QA, such as system validation and process analysis. Constructive quality assurance
(Tian 2005; Laporte and April 2018) includes processes to plan and control a software
or systems engineering project, that is, by defining individual steps within the system
life cycle and methods that support individual steps along the engineering project.
In the context of software engineering, examples include model-driven engineering
(Borky and Bradley 2018; Whittle et al. 2019) and fest-driven engineering aiming at
enabling the construction of high-quality products based on defined processes with
integrated quality assurance approaches. Analytic quality assurance (Wagner 2007)
refers to methods and tools aiming at identifying defects effectively and efficiently
along the system life cycle. While static quality assurance approaches, such as
reviewing (Zhu 2016), are applicable to non-executable artifacts, such as models
or specification documents including (software) code documents, dynamic quality
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assurance approaches (Kenett et al. 2018), such as software and system tests, require
executable code and/or models within an engineering and test environment.

Quality Improvement According to the Shewhart cycle for learning and improve-
ment (PDSA; Deming 1986, 1993) or the Japanese Plan-Do-Check-Act (PDCA;
Sokovic et al. 2010) cycle, quality improvement refers to analyzing the state of
the practice, such as quality improvement in the software and systems engineering
lifecycles; identifying and implementing improvement actions; evaluating imple-
mented improvements; and adjusting knowledge for further improvements in the
context of a continuous improvement strategy (Ning et al. 2010). Often, quality
assurance and improvement is organized in a quality assurance ecosystem (Bosch
2009; Axelsson and Skoglund 2016). Quality improvement approaches typically
focus on the improvement of processes and organizations in the context of standards,
such as ISO 9001 (Hoyle 2017), CMMI (Beth et al. 2011), and SPICE (Abowd et al.
2018), and methods and tools, typically following the PDSA (Deming 1986, 1993)
or the PDCA approach (Sokovic et al. 2010).

While these approaches for quality assurance and improvement have been used
successfully in business software engineering contexts, their application to the
engineering processes of C-CPS requires considerable adaptations that require
empirical validation.

1.3.2 Research Questions

Business informatics has successfully improved and automated business processes
with software in diverse areas, such as business administration, government, and
health care. Business informatics approaches, such as agile software development,
test-driven development, and DevOps, have the potential to significantly improve
the capabilities of software engineering teams to deliver software solutions faster,
more efficiently, more flexibly, and with higher quality. Therefore, the adaptation
of successful business informatics approaches to the engineering of Complex
Cyber-Physical Systems (C-CPS) could be promising to address requirements of
stakeholders that look similar in both areas.

However, the engineering of C-CPS has characteristics that differ in important
ways from typical business software engineering contexts, such as real-time hardware
capabilities, the cooperation of several engineering disciplines with widely varying
models that depend on each other, and requirements for safety that limit the direct
application of business informatics approaches. Therefore, we look in Part II of this
book at the following overarching research questions.

RQ2: How Can Proven Business Informatics Approaches Be Adapted for Improving
the Engineering of Complex Cyber-Physical Systems? From this research question,
we derive the following research questions that consider both (a) the potential
of better quality improvement capabilities for engineering C-CPS, such as more
effective dependency management between engineering disciplines, and (b) security
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implications that may come from interventions of quality improvement approaches,
such as centralizing and integrating engineering knowledge.

RQ2a: How Can Approaches Adapted from Business Informatics Address Quality
Improvement Requirements Coming from Characteristics of C-CPS Engineering?
This research question concerns first the identification of promising business infor-
matics approaches, such as agile software development, business process analysis,
knowledge representation, model-based engineering, test-driven development, and
variability management for addressing selected trends in the engineering of C-CPS.
For the selected business informatics approaches, the book chapters will discuss
how these approaches are likely to address selected requirements coming from the
engineering of C-CPS, in particular, different characteristics of engineering business
software solutions and C-CPS that require the adaptation of business informatics
approaches. Finally, the book chapters in Part II will identify interventions to
the engineering of C-CPS, such as changes to the engineering process, models,
methods, or mechanisms to facilitate quality improvement and addressing important
requirements of C-CPS stakeholders.

RQ2b: Which Interventions of Quality Improvement Approaches Are Likely
to Introduce or Increase Information Security Requirements and Risks? Following
the goal of the book, toward combining approaches from quality improvement
and information security improvement, we will analyze the interventions to the
engineering of C-CPS identified when answering RQ2a, such as centrally accessible
data repositories and the collaboration with partially trusted and untrusted parties,
regarding their impact on information security requirements, capabilities, and risks.
For example, an open question is how a secure round-trip engineering process
can be implemented and applied in automation systems development—a major
management goal of PSE is the reduction of PSE resource needs, while securing
any process tends to add complexity and resource requirements. As a result, we will
introduce a model on how selected factors from the domains of C-CPS engineering,
quality improvement, and security improvement influence each other as foundation
for analyzing where the combination of approaches from quality improvement and
information security improvement is most relevant to enable the comparison of
options that consider both quality and security solution aspects. Finally, we will
discuss options for combining security with quality improvement approaches, such
as the early consideration of typical security requirements and contributions in
adapted quality assurance and improvement methods, for example, when applying
the VDI guideline 3695 for engineering organization improvement or for representing
security as a system quality in variability handling approaches.
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1.4 Security Considerations for the Engineering of Complex
Cyber-Physical Systems

This section discusses security concerns that arise in the context of engineering
Complex Cyber-Physical Systems (C-CPSs). Based on this, we derive requirements
and, in further consequence, research questions that aim to address these security
concerns.

1.4.1 Background

Similar to the part that discusses security, this section covers security issues related to
engineering C-CPSs from two different points of view. First, we provide background
information for the chapters on securing the engineering process and then give
context to the chapters that deal with the aspects to be considered for developing
more secure C-CPSs.

1.4.1.1 Securing the Engineering Process

As introduced in Sect. 1.2.1, the engineering of C-CPSs represents a multidisci-
plinary process that involves the exchange of engineering-related information among
stakeholders. As part of each engineering step, artifacts are created, managed, and
edited by engineers who make use of domain-specific tools. These engineering
artifacts may then also serve as an input for subsequent engineering steps. As aresult,
a data logistics solution that is seamlessly integrated into the engineering workflow,
coupled with the use of a common data exchange format (e.g., AutomationML),
may improve the engineering efficiency and, in further consequence, increase the
overall quality of the engineering process. However, considering that the exchanged
data not only includes valuable know-how about the system to be developed but also
poses a severe security and safety threat if altered with malicious intent, protecting
the engineering data logistics is paramount. For instance, adversaries may attempt
to obtain the exchanged engineering data for the purpose of industrial espionage or
even tamper with blueprints to implant flaws into the system’s design, allowing them
to exploit these vulnerabilities during operation (Weippl and Kieseberg 2017, 2018).
Thus, the data logistics system is an attractive target for cyber-attacks, especially
if it is similar to a data repository that provides a central point of access to
all engineering artifacts. This issue is exacerbated by the fact that engineering
projects may be executed by globally distributed teams, some of which may even
belong to external companies (i.e., subcontractors) (Weippl and Kieseberg 2017).
Consequently, engineering data must be protected against external threat actors (i.e.,
individuals who are not involved in engineering projects and launch attacks via the
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Internet or Intranet) and insider threats (i.e., employees who sabotage engineering
activities or leak data).

Challenges and Requirements There are several research challenges that must be
overcome to work toward a secure engineering process while keeping engineering
efficiency and quality high.

First, a lack of understanding about potential attack vectors and the threats to
assets of the data logistics solution may result in inaccurate risk assessments, which
would affect the treatment of risks. In other words, if security risks are not thoroughly
analyzed, the data logistics system may not be adequately protected against cyber
threats, or the implemented countermeasures may undermine its value for improving
the engineering workflow. To give a concrete example, current tools within the
engineering toolchain lack a fine-grained access control mechanism (Weippl and
Kieseberg 2017), meaning that engineering artifacts may be disclosed to subjects
that do not even require access to these resources. On the other hand, if standardized
access control solutions are introduced without considering the peculiarities of
engineering projects, a decrease in productivity is inevitable. Thus, research is
required to study how existing security approaches can be tailored to fit the needs
of engineering projects while paying attention to achieving a fair balance between
meeting engineering quality and security requirements. Still, research in this area
would benefit from insights gained from prior works that deal with threat modeling
and risk assessment related to the exchange of engineering information.

Second, novel security methods that guarantee the confidentiality, integrity, and
availability of engineering data at rest as well as at transit are required. The primary
challenge in this regard is to provide seamless integration of these security methods
into engineering toolchains of different kinds. According to Hundt and Liider (2012),
there are three main types of engineering toolchains, viz., “One Tool for All,”
“Best of Breed,” and “Integration Framework.” As the authors point out, these
approaches vary in terms of the achieved level of integration into engineering
activities, which in turn drives the complexity of information models and flows.
Thus, security methods that attempt to accomplish the aforementioned security goals
in engineering processes must be able to cope with the complexity that each tool
integration approach entails. Considering that the tools used within the engineering
process are often proprietary, equipping existing closed-source engineering tools
with security features represents an additional issue. In this context, developing
secure interfaces to engineering tools that lack security features may be a promising
approach to tackle this challenge. Yet, it is also worth mentioning that establishing a
secure engineering workflow is not only a technical but also an organizational task.
Identifying the security gaps in the underlying business processes of the engineering
lifecycle lays the foundation for setting up organizational security policies in order
to comply with governance and legal requirements.

Third, ensuring the traceability of processed and shared engineering data
represents an essential requirement for data logistics solutions. In particular,
information about the origins of data, who modified what, when, and how is vital for
creating an audit trail. The recorded events can then be monitored to detect suspicious
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activity from engineers, enabling security analysts to resolve potential issues in a
timely manner. Additionally, reviewing the audit trail for further investigations of
security incidents may assist them in taking reactive security measures. In this way,
secure collaboration between engineers may be fostered. Besides protecting valuable
engineering artifacts from security threats, meeting this requirement may also prevent
data inconsistencies and thereby provide round-trip engineering support. However,
thus far, it remains unclear how such traceability features can be implemented in
data logistics systems.

Fourth, countering industrial espionage in the context of engineering C-CPSs
deserves more attention from both academia and industry. Intellectual property
theft represents a severe threat for vendors and systems integrators, especially if
collaborating with third parties, such as local suppliers, is required (Weippl and
Kieseberg 2017). Thus, novel techniques for protecting know-how are needed to
prevent adversaries from stealing knowledge or at least being able to hold them legally
accountable for their wrongdoing. According to Kieseberg and Weippl (2018), there
are two concepts that may be adopted to address this challenge, viz., obfuscation (i.e.,
modifying data in a way that it is no longer useful for adversaries) and watermarking
(i.e., hiding additional information for the purpose of detecting data leaks and tracing
misuse). Although methods from both categories have been extensively researched
(e.g., code obfuscation, privacy, digital watermarking), it is still unknown how these
methods can be applied to engineering artifacts.

1.4.1.2 Considering Security Aspects Along the Engineering Phase

The realization of the Industry 4.0 vision (Kagermann et al. 2013) demands extensive
connectivity capabilities of technical systems. In fact, ubiquitous connectivity as
an enabler for efficiency improvements and cost reductions can be considered as
one of the driving forces behind the Information Technology (IT) and Operational
Technology (OT) convergence (Hahn 2016). However, with the ever-increasing need
to interconnect OT systems, which are clearly related to C-CPSs, the number of
points of attacks grows likewise, causing the risk of cyber-attacks to rise. This issue
is aggravated by the fact that inherently insecure OT systems become exposed to
cyber threats. The reason for the increased susceptibility of OT systems is that
stakeholders of engineering projects tend to give more weight to availability than
other security goals, such as confidentiality and integrity (Ullrich et al. 2016).
However, with the IT/OT convergence, which signifies the end of air-gapped OT
systems, information security becomes a pressing issue. Moreover, considering that
the lifecycle of technical systems is approx. 15-30 years (Macaulay and Singer
2016), legacy systems represent a long-lasting risk factor. Legacy systems often
lack fundamental security features and may also not be updatable because of (1)
the lack of patches, (2) missing testing capabilities, (3) inefficient patch deployment
techniques, and (4) the necessity of undergoing recertification upon patching (Weippl
and Kieseberg 2017, 2018). However, even if patching would be a viable option,
flaws in the design of systems may render security updates ineffective. According to
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a recent report published by Dragos, Inc. (2018), this seems to be the case for 64%
of the vulnerability patches for OT components that have been released in 2017. To
resolve this problem, engineers must consider security aspects already early on in the
systems’ lifecycle, that is, the engineering phase. While in the software industry this
is a long-established practice, as for example, McGraw (2004, 2006) and Microsoft
(Howard and Lipner 2006) proposed their concepts for the development of secure
software more than a decade ago, the industrial informatics community took the first
steps in this direction just a couple of years ago (Schmittner et al. 2015).

Challenges and Requirements The combined safety and security development
lifecycle proposed by Schmittner et al. (2015) represents a valuable contribution
that may be used as a starting point. Yet, given its generic nature, it may be
too coarse to assist stakeholders of C-CPSs engineering projects in their day-
to-day work. In particular, engineers may benefit from a variant of the lifecycle
discussed by Schmittner et al. (2015) that is tailored to the subprocesses typically
involved in the engineering of C-CPSs (e.g., plant design, electrical planning).
By rigorously following such a security development lifecycle for complex cyber-
physical systems, information security may be established as an integral part of the
engineering process and thereby foster a security-aware culture in each engineering
discipline. In this way, the industrial systems’ architecture in its entirety would
be designed with security in mind, covering the (1) hardware, (2) firmware, (3)
software, (4) network, and (5) process layer (McLaughlin et al. 2016). However, the
key challenge in this context is to identify the specific security activities that either
fit within the realm of each engineering subprocess or that do not entail a radical
restructuring of the engineering workflow. Furthermore, engineers would benefit
from tool-supported security activities or practices that augment the traditional C-
CPSs engineering process. Thus, the development of tools that aim to improve the
efficiency and effectiveness of the security development lifecycle for complex cyber-
physical systems poses a further research challenge. One emerging research area
that may prove to be beneficial in overcoming this challenge is the concept of digital
twins. For instance, Eckhart and Ekelhart (2018a, b) introduced security-related use
cases of digital twins, such as penetration testing. Although these use cases may be
applicable in the engineering phase, Eckhart and Ekelhart (2018a, b) barely touch
on the specific applications within the engineering process, leaving great room for
exploring this subject in more detail.

Furthermore, given that the connectivity of C-CPSs significantly increases in light
of Industry 4.0, securing communications technologies deserves more focus in the
engineering process. As a matter of fact, wireless connectivity seems to be one of
the building blocks of the Industrial Internet of Things (IIoT), meaning that its wide
adoption can be expected in the years to come. Yet, from a security perspective, this
may increase the risk of a cyber-attack, as adversaries no longer need to work their
way forward to the (wired) control network, nor do they require (on-site) physical
access; instead, they can launch attacks against control devices if they are within
reach of wireless networks (Stouffer et al. 2015). In response to the increased level
of risk that systems with wireless network capabilities may pose, the NIST SP 800-82
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guideline (Stouffer et al. 2015) recommends that they should only be deployed in
industrial settings that have a low impact. Still, given their susceptibility to cyber-
attacks,? research in the areas of wireless network security and IloT security, in
general, with an emphasis on engineering and design aspects, is required.

On a final note, it must be ensured that the C-CPSs to be engineered operate not
only in a secure but also safe manner. As Ullrich et al. (2016) correctly point out, this
can be achieved by considering security and safety aspects jointly in the engineering
process, such as defined in the lifecycle proposed by Schmittner et al. (2015).

1.4.2 Research Questions

As indicated in Sect. 1.4.1, improving the security of C-CPSs requires securing
the engineering process, on the one hand, and considering security aspects when
engineering these systems, on the other hand. In this way, cyber threats targeting
the engineering process (e.g., with the objective to implant vulnerabilities into
the systems’ design) can be mitigated while ensuring that these systems have
been engineered with security in mind. Since Part III of this book aims to help
organizations in achieving these security improvements by addressing some of the
challenges discussed in the previous subsection, we have defined the following two
research questions:

RQ3a: Which Security Concepts Mitigate Cyber Threats Targeting the Engineering
Process of Complex Cyber-Physical Systems? This research question deals with
the security challenges and requirements presented in the first part of Sect. 1.4.1.
In essence, the book chapters that attempt to answer this research question will
provide a guide to hardening a data logistics solution and discuss novel methods to
reduce the risk of tampering with engineering artifacts and information disclosure.
Answering this research question requires the introduction of a risk-based approach
to exchanging engineering information by means of centrally accessible data
repositories. Furthermore, an investigation of data integrity threats and information
theft is needed to fend off targeted attacks against data repositories that aim to
sabotage systems’ engineering or steal know-how of high value. This will allow
readers to gain an in-depth understanding of the threats pertaining to engineering
data logistics and how they can be mitigated with the security concepts presented.

RQ3b: How Can the Security of Complex Cyber-Physical Systems Be Enhanced
by Considering Security Aspects During the Engineering Phase? This research
question focuses on the security challenges and requirements discussed in the second
part of Sect. 1.4.1. In particular, selected security improvement approaches, which
aim at supporting engineers to develop C-CPSs with security in mind, will be

2See, e.g., Radmand et al. (2010) for a taxonomy of attacks against wireless sensor networks that
are used in industrial environments.
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discussed. To answer this research question, the book chapters will examine (1)
novel concepts that may support security activities within the lifecycle of C-CPSs, (2)
measures to protect the connectivity layer of these systems, and (3) recent approaches
to designing them in a way that they are able to tolerate arbitrary faults, which is
especially important if they are deployed in safety-critical environments. In this
way, readers will be equipped with novel concepts that can be applied during the
engineering phase in order to develop more secure C-CPSs.

1.5 Book Structure

This book discusses challenges and solutions for quality and security improvements
for design processes of long-running technical systems, such as design process
integrity, that differ from well-known processes, methods, and mechanisms from
business software engineering. The authors consider how a combination of quality
and security viewpoints can help to improve engineering processes of long-
running technical systems in a way that allows practitioners to introduce sufficient
security considerations. An example for such a combination would be a data
logistics system that improves the effectiveness and efficiency of work groups in
industrial engineering, such as mechanical, electrical, and software engineering.
The introduction of such a data logistics system raises new information security
risks as the integrated engineering models provide more information for a hacker
on the planned product that would be interesting intellectual property to leak to
competitors and would provide intelligence knowledge to plan systematic attacks on
the resulting product in operation.

Therefore, the book is structured in three parts to cover security and quality
improvements in the engineering of long-running technical systems. Application
examples for long-running technical systems will come mainly from the area of
industrial production systems such as automotive, steel works, power plant, or oil
production (including the vision of Industry 4.0), but the considerations will be
applicable to the engineering of a wide range of traditional and future technical
systems.

1.5.1 Part I: Product Engineering of Complex Cyber-Physical
Systems

Part I on Engineering Networks as application context discusses challenges and
approaches for the C-CPS engineering processes including key stakeholders,
structured engineering methods, engineering data quality, reuse of engineering
know-how, and data security in engineering. During the C-CPS lifecycle and the
installation of the system, information processing concerns the creation, change,
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exchange, and use of engineering data and artifacts in order to characterize, design,
configure, and verify the future C-CPS and its parts. C-CPSs, such as production
systems as manufacturing cells or steel mills, power generation and distribution
systems like wind mills and HVAC stations, and transportation systems like trains
control powerful and risky physical processes and must meet domain-specific safety,
environmental, and quality standards. Meeting these standards is challenging for
traditional technical systems and even more challenging for Complex Cyber-Physical
Systems according to the Industry 4.0 vision. Thus Part I collects challenges and
requirements regarding information management and exchange to ensure sufficient
quality and security of engineering data.
Chapters with their contributions to the overall book in Part I are the following.

Chapter 2: Engineering in an International Context—Risks and Challenges
This chapter discusses risks and challenges based on the increased globalization of
engineering of C-CPS. This chapter discusses possible organizational structures and
reachable performance resulting from increasing globalization and digitalization on
systems engineering. It describes best practice for internationalization strategies and
collects requirement to information management resulting from these strategies.

Chapter 3: Managing Complexity Within the Engineering of Product and Pro-
duction Systems This chapter displays the complexity problem emerging from
the required parallelization of engineering of products (i.e., cars) and production
systems (i.e., car production) in automotive industry. Starting from a detailed
presentation of the engineering process the relevance of engineering data within the
complexity management is considered and challenges to information management
to be solved to improve process management, change management (required to cope
with late product changes within the production system engineering), and knowledge
management are named.

Chapter 4: Engineering of Signaling Systems This chapter discusses the
engineering within a strongly regulated field of rail-based public transport systems
that is an example of very safety critical systems. Thus, their engineering is
very quality and security sensitive. The chapter considers the general structure of
the engineering of rail systems focusing on the engineering of signaling systems
within them. Based on this process discussion the chapter gives challenges on the
engineering tools (and tool chains), engineering processes, and engineering data.

Chapter 5: On the Need for Data-Driven Model-Based Engineering This chapter
motivates requirements for linking system design-time models to run-time models
as foundation for improving the design-time models based on the analysis of data
from operation. The chapter considers the evolutionary aspects of the engineering
data creation process and derives challenges to be tackled when integrating run-
time and design-time models and processes. As a theoretical solution a Temporal
Model Framework is presented. This framework is applied in three illustrative use
cases that discuss technology/methodology candidates to be used within a technical
architecture for connecting design-time models and run-time models to improve
design-time models.
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Chapter 6: On Testing Data-Intensive Software Systems This chapter motivates
with illustrating use cases the need for novel testing approaches beyond purely
functional behavior, in particular, as data foundations increasingly become a
significant part of the system under test, beyond input and context parameters.
The chapter discusses the role of data in testing systems and requirements for
appropriate testing approaches for data-intensive software. The chapter provides
a state-of-the-art survey on testing of data-intensive software. The chapter extends
the testing dimensions of software systems based on the observation that data quality
and systems of systems thinking become more relevant in data-intensive software
systems.

In total, the collected challenges in the chapters of Part I can be categorized as
follows:

* Challenges related to the increasing digitalization of CPS in general and C-CPS
in special including challenges of data/model integration

* Challenges related to the required guarantee of high-quality, consistent, and fault-
free engineering information within and crossing involved engineering disciplines
and lifecycle phases

* Challenges related to information management within engineering networks like
version and responsibility management

* Challenges related to knowledge use and protection like variant management and
run-time data application

* Challenges related to the confidentiality of engineering information

* Challenges related to the required business processes and their secure execution

1.5.2 Part II: Engineering Quality Improvement

Part I on Engineering Quality Improvement discusses processes, methods, models,
and mechanisms for quality assurance, analysis, and improvement in the engineering
of long-running technical systems with consideration of supporting sufficient IT
security. Quality improvement aspects in production system families include more
efficient testing, more efficient reuse, efficient refactoring, and efficient data/model
exchange between work groups in multidisciplinary engineering. This part will point
out target qualities that IT security should defend and methods and mechanisms that
introduce new IT security risks.

First, Chaps. 7 and 8 discuss the engineering process improvement in general.
Chapter 7 provides a method for product/ion-aware analysis of production
system engineering (PSE) processes to reduce risks coming from the insufficient
representation of knowledge on the product to be produced and on the planned
production process during PSE and operation. Chapter 8 introduces a method for
efficient Engineering Data Exchange in PSE to enable the frequent synchronization
of parallel workgroups in production system engineering (PSE) to reduce the risk
of diverging local data views and avoidable rework. Second, Chap. 9 considers how
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to improve testing of software-intensive systems. Chapter 9 focuses on the reuse of
test artifacts in similar but different test environments. Finally, Chap. 10 discusses
a method for comprehensive analysis of product variants in a family of production
systems for collapsing redundant parts and identifying reusable parts in order to
reduce the size of the system variants and to facilitate better quality assurance.

Therefore, readers gain insights into a variety of approaches to improve
engineering quality for addressing requirements raised in Part I of this book for
making better informed decisions in the design and improvement of PSE processes.
Further, Part II brings up security threats as input to the security methods addressed
in Part III of this book.

Chapter 7: Product/ion-Aware Analysis of Multidisciplinary Systems Engineer-
ing Processes This chapter discusses use cases that show how insufficient explicit
representation of knowledge on product and production process characteristics
can raise risks in later PSE stages and operation. Reporting on a case study, the
chapter discusses strengths and limitations of traditional business and engineering
process analysis methods. Based on these findings, it introduces a product/ion-aware
engineering process analysis (PPR EPA) method and the notation for a product/ion-
aware data processing map (PPR DPM) that enables advanced analyses of PPR
knowledge needs and gaps. The chapter considers requirements for storing PPR
knowledge as foundation for PPR knowledge retrieval during the PSE process.
Finally, the chapter discusses security issues that PPR EPA can identify as input
to a subsequent security analysis.

Chapter 8: Engineering Data Logistics for Agile Automation Systems Engineer-
ing This chapter motivates requirements of efficient Engineering Data Exchange
(EDEX) as foundation for the frequent synchronization of parallel workgroups in
production system engineering (PSE) to reduce the risk of diverging local data views,
effort for rework, and unclear project progress assessment. The chapter introduces
the illustrating use case round-trip engineering (RTE) and derives requirements for
(a) a process for negotiating data elements requested by data consumers and matching
to data elements coming from data providers; and (b) a data exchange method and
mechanism for executing the agreed data exchanges between domain experts and
their data sources and sinks. The chapter introduces the Engineering Data Exchange
(EDEX) process facilitated by an EDEXx information system (EDEXIS). As there is
no suitable out-of-the-box technology to link discipline-specific views on data, the
chapter introduces a software architecture based on AutomationML data models that
address these challenges. It reports on a case study to evaluate the data negotiation
process and the data exchange software architecture with representative use cases
from real-world engineering environments. Finally, the chapter discusses security
issues that an EDEXIS can help address and identifies new security threats as input
to a subsequent security analysis.

Chapter 9: Efficient and Flexible Test Automation in Production Systems
Engineering This chapter motivates the need for test automation in production
system engineering (PSE) and discusses strengths and limitations of traditional
testing approaches in PSE with illustrating use cases. The chapter focuses on the reuse
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of testing artifacts in similar but different PSE environments. Based on the Behavior
Driven Development (BDD) approach, the chapter introduces a BDD-to-test-code
weaving approach that allows representing BDD concepts in a language-independent
model for the efficient generation of test source code in different test frameworks. The
chapter demonstrates the feasibility of the key capabilities of the BDD-to-test-code
weaving approach based on a prototype and discusses practical application cases.
The chapter discusses security issues that reusing test automation constructs can help
address. Further, the chapter identifies new security threats as input to a subsequent
security analysis.

Chapter 10: Reengineering Variants of Matlab/Simulink Software Systems
This chapter motivates the need for a comprehensive analysis of product variants in
a family of production systems in order to identify the systems variability and their
relations. It provides illustrative use cases that demonstrate the impact of variability
on system quality and risk. The chapter introduces a technique to capture course-
grained variability as foundation for the identification of similar and redundant parts.
By collapsing redundant parts and identifying reusable parts, the approach allows
reducing the size of the system variants and facilitates better quality assurance. Based
on knowledge about the relations between system variants from the portfolio analysis,
affected software systems can be identified across variant boundaries, mitigating
security concerns for the entire product portfolio. Finally, the chapter discusses
security issues that the variant analysis of MATLAB/Simulink system portfolios can
help address and identifies new security threats as input to a subsequent security
analysis.

1.5.3 Part I11: Engineering Security Improvement

Part III on Engineering Security Improvement discusses novel methods to enhance
the security of C-CPSs. More specifically, the methods proposed in this part will
not only deal with the protection of the engineering process itself but also address
security aspects that ought to be considered when designing these systems. Thus,
the objective of this part of the book is twofold. First, Chap. 11 provides a security
assessment of a data repository used to exchange engineering artifacts, followed by
Chap. 12, which examines security concepts and technologies that may be leveraged
to mitigate industrial espionage and the manipulation of engineering data. Second,
Chap. 13 discusses the design and run-time aspects of secure C-CPSs, and thereby
lays the foundation for subsequent chapters that touch on the security-by-design
principle for C-CPSs. After that, Chap. 14 explains how the concept of digital twins
can be used to improve the security of C-CPSs throughout their lifecycle, starting
from the engineering to the operation phase. Furthermore, Chaps. 15 and 16 address
security concerns that emerge due to the increasing connectivity of these systems.
Finally, Chap. 17 provides valuable insights into Byzantine fault tolerance (BFT)
and how safety-critical distributed systems can be designed to achieve this property.
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In this way, readers gain insights into security threats and adequate countermeasures
concerning C-CPSs, allowing them to integrate profound scientific knowledge in
their decision-making process during engineering activities.

Chapter 11: Security Analysis and Improvement of Data Logistics
in AutomationML-Based Engineering Networks This chapter investigates the
security flaws of the state of practice regarding the exchange of engineering
data. Furthermore, it provides a systematic approach to designing secure central data
repositories, specifically tailored to engineering environments. To ensure that threats
pertaining to these central data repositories are adequately considered, the chapter
demonstrates how threat modeling can be applied in the context of engineering data
exchange. Based on this, the chapter proposes practical countermeasures that mitigate
the identified threats while maintaining the efficiency of engineering workflows.
Finally, the chapter provides an overview of counterexamples and mistakes to avoid,
which further supports the risk treatment process.

Chapter 12: Securing Information Against Manipulation in the Production
Systems Engineering Process This chapter discusses methods that aim to ensure
the integrity of engineering data, and to identify leakages to unauthorized parties,
which may also provide the means for holding them legally accountable for their
malicious actions. The security concepts proposed in this chapter supplement Chap.
11, as protecting the data exchange does not prevent insiders (e.g., employees) or
third parties that are involved in the engineering process (e.g., contractors) from
manipulating or stealing engineering artifacts. In particular, the chapter covers
concepts that provide proof of ownership, proof of correctness, and the ability to
track leaked engineering data. In this way, readers develop a thorough understanding
of methods that can be used to protect engineering knowledge against manipulation
or theft.

Chapter 13: Design and Run-Time Aspects of Secure Cyber-Physical Systems
This chapter provides an introduction to the principle of security by design for
CPSs and associated run-time aspects. Based on a discussion of the CPSs threat
landscape, the chapter reviews methods for detecting and preventing attacks, which
may be worth implementing when engineering these systems. The chapter then
delves into the monitoring of run-time behavior of CPSs for security purposes. In
particular, the authors discuss key aspects and requirements for implementing run-
time security monitoring in CPSs based on existing work in this field. Owing to the
use case presented, readers will be able to understand the concrete security challenges
and issues that emerge in an industrial context. Finally, the chapter discusses the
implications of the findings and suggests directions for further research in this area.

Chapter 14: Digital Twins for Cyber-Physical Systems Security—State
of the Art and Outlook This chapter explores security-specific use cases of
the concept of digital twins and provides suggestions on how they may be put
into practice. The chapter aims to demonstrate that digital twins can holistically
improve the security of CPSs by applying security measures in various phases of
their lifecycle. In particular, the chapter shows that the simulation aspects of digital
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twins can be used to conduct security tests in the design, testing, and commissioning
phases, while the replication of states to digital twins, so that they follow the states
of their physical counterparts, may reveal intrusions. The chapter completes with an
extensive analysis of challenges and open questions that are worth studying in future
work.

Chapter 15: Radio Frequency Security in Industrial Engineering Processes
This chapter addresses the need for securing wireless communication technologies
of C-CPSs. First it outlines radio frequency technologies that are used in an industrial
setting and then points out security shortcomings. Based on this analysis, practical
countermeasures against the identified attack vectors are proposed. Due to the fact
that security flaws that have its origins in the design are costly to fix, the chapter
also shows how approaches to security testing can be applied in the engineering
phase of wireless systems. As strategic initiatives, such as Industry 4.0, motivate
the adoption of wireless technologies, an in-depth analysis of the security of radio
frequency communication represents a valuable contribution to the book at hand.

Chapter 16: Secure and Safe IIoT Systems via Machine and Deep Learning
Approaches This chapter reviews security and safety challenges for Internet of
Things (IoT) applications in industrial environments. Similar to Chap. 15, this
work addresses both the security and safety concerns emerging from connectivity
capabilities, which have to be considered jointly during the engineering phase,
as both influence each other. On the one hand, security concerns arise from the
expanding attack surface of C-CPSs due to the increasing connectivity on all
levels of the industrial automation pyramid. On the other hand, safety concerns
magnify the consequences of traditional security attacks. Based on the thorough
analysis of potential security and safety issues of Industrial IoT (IloT) systems, the
chapter surveys machine and deep learning (ML/DL) methods that can be applied to
counter the security and safety threats that emerge in this context. In particular, the
chapter explores how ML/DL methods can be leveraged in the engineering phase for
designing more secure and safe IoT-enabled C-CPSs. However, the peculiarities of
IoT environments (e.g., resource-constrained devices with limited memory, energy,
and computational capabilities) still represent a barrier to the adoption of these
methods. Thus, this chapter also discusses the limitations of ML/DL methods for IoT
security and how they might be overcome in future work by pursuing the suggested
research directions.

Chapter 17: Revisiting Practical Byzantine Fault Tolerance Through the Lens
of Blockchains This chapter discusses how blockchain technologies have rekindled
an interest in the topic of Byzantine fault tolerance (BFT) that reaches well beyond
the hype behind cryptocurrencies. This topic is highly relevant for the engineering of
safety-critical systems, especially if they constitute distributed systems. Being able
to tolerate not just crash or omission failures, but potentially arbitrary and malicious
(i.e., Byzantine) behavior of a subset of a system’s components can greatly improve
its resilience and security. The vast improvement in computing power, networking,
and hardware costs over the last 20 years has greatly diminished the impact of the
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overhead that is incurred for achieving Byzantine fault tolerance (BFT) and it should
no longer be perceived as impractical or infeasible for real-world applications. It
is essential that safety-critical systems are engineered in a way that allows them
to tolerate Byzantine failures, and Blockchain technologies introduce many new
paradigms and techniques that can be seen as complementary to classical BFT
approaches. This chapter examines how blockchain technologies relate to classical
Byzantine fault tolerance and outlines which aspects need to be considered when
making design decisions.

1.6 Who Shall Read This Book?

This book is intended for several target groups. Computer science researchers
will be enabled to identify research issues related to the development of new
methods, architectures, and technologies for quality and security improvements
in multidisciplinary engineering, pushing forward the current state of the art.
Researchers on the engineering of Complex Cyber-Physical Systems will get a better
understanding of the challenges and requirements of multidisciplinary engineering
that will guide them in future research and development activities on quality and
security improvements. Engineers and managers with engineering background will
be able to get a better understanding of the benefits and limitations of applicable
methods, architectures, and technologies for selected use cases.
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Chapter 2 )
Engineering in an International Context:  guix
Risks and Challenges

Ambra Cala, Jan Vollmar, and Thomas Schéaffler

Abstract The increasing globalization has had a positive impact on multinational
companies. Their customers are often doing their business globally and require the
availability of technical services around the world. If on the one hand companies
can have access to new markets, on the other hand globalization gives companies
access to labor at cheaper prices. Outsourcing and offshoring of business activities to
countries such as India or China represent significant potential savings of labor costs.
Therefore, multinational companies should consider also some changes in the way of
working since coordinating the tasks of teams located thousands of kilometers away
or adapting to each country’s regulations and procedures represent big challenges
for the companies’ engineering.

Today, engineering and manufacturing projects are usually executed across two or
more geographically dispersed units or departments, research centers, or companies.
This requires a shift of the whole or partial engineering value chain to other
countries, a process typically referred to as “internationalization.” Based on the
experience of a multinational company, active in various technical domains, the
authors aim at identifying the challenges of internationalization in project business
for the engineering of software-intensive technical systems.

This chapter intends to provide a definition of internationalization in engineering,
pointing out its main characteristics. Challenges and impacts that industries face in
the organization and performance of internationalization in a multinational company
are discussed. Moreover, engineering best practices gathered so far to manage
internationalization in engineering are presented and further envisioned research
steps are shown.
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2.1 Internationalization

Globalization is a key trend in the business world today (Khikhadze 2019). Over the
past decades, globalization has been accelerated by the development and diffusion of
new communication, information, and work-sharing technologies (Myers and Smith
1999), which make national boundaries less important in terms of political, cultural,
technological, financial, environmental, and national security issues (Wust 2011).

Some aspects of globalization, like the removal of trade barriers among trading
countries, have brought both advantages and disadvantages to industries and
companies, particularly in developed countries. On the one hand, customers from all
over the world can be reached more easily and resources can be sourced from a global
supplier market. On the other hand, customers need local presence of suppliers, such
as Engineering, Procurement, and Constructions (EPCs), for technical services and
support. Moreover, even more companies are expanding their business worldwide,
striving to increase their global competitiveness.

To achieve global competitiveness, new ways of doing business have been
generated, for example, outsourcing, offshoring, and in-sourcing (Friedman 2005).
The business strategy of relocating internal services of a company to a company
internal partner or affiliated company across national or international borders is here
called regionalization (Schaeffler et al. 2014) or internationalization.

The reasons for internationalization of production projects are numerous.
Sometimes, the imposition of restrictions on imports by the foreign countries forces
the establishment of manufacturing facilities in other countries. Foreign countries
may have higher availability of high-quality materials and low-cost inputs. Moreover,
the relocation of production activities lowers the cost of transportation and the
complexity of logistic management resulting in a reduction of the overall costs and
project timelines (Nekpuri 2011).

The idea of lowering costs is the initial impetus for companies to outsource,
for example, businesses with overhead costs can have the excess cost cut down in
countries that have relatively deflated currencies as well as low cost of living (Apex
2007).

Moreover, by fragmenting technical operations internationally, the work load can
be shared by employees in several countries who work together on a project on the
basis of their individual background, knowledge, and experience, transmitting ideas
for new products and new ways of making goods around the world (Schaeffler et al.
2014). The location of operations and services within a geographic area has a major
impact on inventory levels in terms of speed of production and work within the area.

Besides cost-related opportunities, there are various motivational factors for
the relocation of technical services. Dunning (1993) summarizes the benefits
of internationalization for a company in the following three aspects: resource
advantages; gaining new customers; and improving efficiency. Fletcher (2001)
proposes a different classification of these factors and reviews them into four
categories: management characteristics; organizational characteristics; external
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impediments; and external incentives. Other classifications can be found in Sachse
(2002) and Deloitte (2005).

To summarize, the opportunities listed below are taken from the general relocation
literature but can be applied to engineering.

Cost Savings As stated above, lower wages and costs in the destination countries
are attractive for the management. But costs can be also reduced considering the
specialization in particular functions of the different company affiliations. Therefore,
fixed costs can be converted into variable costs by eliminating the need to reserve
capacity at any time and retrieving it when needed. The more the demand for a
service fluctuates, the greater are the savings (Pisani and Ricart 2008).

Performance Improvements By using dislocated services, a company can react more
quickly to current market development. The easy access to qualified personnel can
also avoid bottlenecks by requesting resources from the headquarters (HQ) or other
affiliated companies. Additional capacities and processing of tasks by specialists
can lead to a faster result, reducing the time to provide a service. Moreover, the
specialization of functions in different areas enhances the focus on core competencies
with strategic importance and makes the structure of the company leaner (Azuayi
2016).

Country-Related Opportunities In some cases, the creation on site is caused by the
task itself, for example, if the creation of a sales order can be physically created
only at the project site. A practical example is the construction industry, in which it
is necessary to make use of engineering services on site (Apex 2007). Besides the
availability of better quality resources and materials, tax advantages may also arise
in the provision of services abroad.

The trend of nextshoring has caused manufacturers and their local partners within
the supply chain to adapt and prepare for the changing nature of manufacturing,
leveraging the impact they are making on the area where they are located.

This chapter addresses the problem of adapting a project business process
that has to be executed by a company across different countries. Main attention
is paid on the relocation of engineering activities, highlighting the risks and
challenges for international technical companies. The following section describes
what characterizes internationalization in project business in terms of enablers
for the engineering of software-intensive technical systems. The third section
uses an example of the plant industry to represent the typical challenges in
internationalization of engineering. The fourth and fifth sections provide some
practical suggestions to deal with the issues described in the previous section. The
chapter concludes with a summary and outlook.
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2.2 Characteristics of Internationalization in Engineering
Projects

The international trade of technological services results also in an increasing demand
for the processing of engineering activities on a global scale. For companies active
in technical domains, engineering is one of the most important disciplines. In
project business (Artto and Wilkstrom 2005), to realize this requirement, engineering
activities must be relocated from the original place of performance to abroad to ensure
performance and/or cost benefits. For example, the engineering of components may
take place where the headquarters is located, while manufacturing and testing occur
where the factory plant is built (Schaeffler et al. 2014).

In general, relocation projects are very complex and usually take a period of
several months to years to be completed. Especially in plant engineering, there is
little experience with the relocation of engineering activities, so the risk of project
failure is high.

Engineering work in plant construction companies has always been considered a
core activity that had to remain tightly controlled within the home country location
of a company and conducted within the boundaries of the company. However, in
case of large international projects, companies can take advantage of transferring
some engineering activities to affiliated companies in other countries to cope with
changing market demands such as faster time-to-market for products, lower design
engineering costs, and higher product quality. This results in a shift of the engineering
value chain to other countries and, therefore, requires some specific project execution
measures to maximize the likelihood of success of such a relocation project.

Figure 2.1 represents the engineering reference process. An engineering process
is defined in the work by Artto and Wilkstrom (2005) as “a sequence of activities of
creative application of scientific principles to design or develop structures, machines,
apparatus or manufacturing processes with respect to their intended function and
economic and safe operations,” An engineering process in project business mainly
consists of four phases: concept engineering, basic engineering, detail engineering,
and installation and commissioning (Engineering Council 1941).

The concept engineering concerns the definition of a technically feasible
design. The basic engineering results in a technically verifiable design. The detail
engineering results in a design ready for implementation. Finally, installation and
commissioning concern site engineering with the definition of the final operational
design. In project business, engineering plays a fundamental and complex role since
it designs a solution out of predefined products and systems (Schaeffler et al. 2013).

Concept Basic Detail Installation &
Engineering Engineering Engineering Commissioning

Fig. 2.1 Engineering reference process
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Fig. 2.2 Enablers for the internationalization of engineering

Of course, engineering processes can be performed differently among companies
depending on the considered business model. More generally, the phases described in
the engineering reference process describe the main engineering activities required
in project business and are here described only as a reference.

To enable the execution of these engineering activities in international project
business a set of enablers should be considered, ranging from the availability of
adequate engineering expertise and required information to the use of appropriate
engineering tools. The enablers depicted in Fig. 2.2 are common for all international
plant construction projects in engineering-intensive businesses.

2.2.1 Solution Portfolio

In principle it is possible to outsource individual functional areas of engineering
or entire engineering processes for the solution considered, ranging from single
engineering activity (e.g., finite element method calculation) up to engineering
phases (e.g., conceptional design of a system). In any case, it is necessary to
determine which areas are suitable for relocation. Therefore, a solution portfolio
has to be defined. This portfolio collects the elements of the company that can
be internationalized in terms of products, systems, and modules, defining also the
related engineering activities.

Portfolio elements include engineering solutions, product-related services and
personnel, namely, technologies, processes, and competencies. Specifications and
characteristics of the portfolio elements must be clearly described in terms of core
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components, required or available interfaces, and complexity in their structure. The
better an activity is specified, documented, and standardized, the easier it is to
outsource complex engineering activities.

Usually, it is recommended to relocate activities that are not internal core
competencies of the company. In contrast, activities and processes that are uncritical
of business operations are good for an external relocation. A building construction
work would be necessarily performed on the destination country, while basic and
detail civil engineering activities could be performed elsewhere.

2.2.2 Team

The internationalization of engineering projects is characterized by the engineering
team responsible for the activities to be performed across different countries.
Typically, the size of an international engineering team ranges from few engineers
up to several hundred engineers.

Employees should be selected based on the required knowledge and skills their
intended role in the engineering project demands, allocated, recruited or delegated,
inserted into the local organization and trained in order to become valuable resources.
They should be able in the end to execute the engineering activities, which create
information reflecting the taken design decision for a specific solution.

To ensure the success of the international project, the working team should be
composed by engineers fulfilling different roles in terms of skills, competences and
physical abilities to perform a set of certain engineering activities.

Managers of global technology teams need to understand how cross-cultural
differences influence technology development. Cross-boundary skills are the most
needed since the communication across disciplinary, organizational, and cultural
boundaries is the core of engineering in international projects.

Typically, technologies and tools differ from country to country, as well as the
engineers’ working approach to different domains. Collaborative working hence
involves not only the experts and engineering team but also the project manager and
department managers that define the team structure, roles, and responsibilities and
coordinate the team during the project.

2.2.3 Artifacts

Engineers require the exchange of information of various types and data formats
among different stakeholders involved in the international project. Data are usually
related to the design specifications of the technical systems, at different granularity
of details, but also to the description of the engineered system and the documentation
of the activities conducted during the project phases.
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The exchange of information is characterized by the different sources and targets
of the information itself, according to the engineering phase considered, and by the
communication sequence resulting from the engineering steps.

Also, engineers should provide a clear documentation of all the engineering
activities in an understandable way, taking into account that people from different
countries and languages will have access to it. Guidelines are strongly recommended
but should be agreed upon at global and local levels. In addition, the exchange
of know-how across several locations of the project must be protected. To this end,
adequate measures to ensure the intellectual property of engineering activities related
to the different location units are also necessary.

2.2.4 Tools

Within an internationalization project where different engineering activities are
dislocated among different teams, only the use of appropriate tools in a defined
tool chain can ensure the correct exchange of information. Usually, highly
specialized software tools are used to support different engineering activities,
ranging from computer-aided design (CAD) tools, programmable logic controller
(PLC) programming tools, product lifecycle management (PLM) tools to vendor-
specific commissioning tools. Each of these engineering tools creates or consumes
input/output artifacts with its own semantic and specific data format (Steinmann
et al. 2014).

Clearly defined tool input and output within the entire tool chain will avoid
information loss over borders. Different teams may use different tools depending on
their engineering activity and location in which they operate. To enable a smooth
interplay across organizational units and international borders, a properly integrated
tool landscape for the different engineering activities is ensured by adequate tool
interfaces. The technology transfer is enhanced by the harmonization of the tools
and the integration of the toolchain within engineering processes, avoiding the use of
different tools by different teams in the same project that block flexibility in project
execution.

2.3 Challenges of Internationalization of Engineering
in Industry

The challenges presented in this chapter have been identified based on analysis
and interviews with stakeholders from various projects and involved organizational
units. The more generic challenges will be explained with examples from a specific
use case. This use case is based on an organizational unit that is active in project
business in process industry. The main scope of supply consists of electrification and
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Fig. 2.3 Severed industries of use case

automation equipment and related services. The organization is active in different
industries represented in Fig. 2.3 (e.g., marine, fiber, minerals). Customers are global
players as well as regional companies. The engineering organization is organized in
global engineering hubs and regional engineering centers.

Projects are always executed in a global setup, staffed with engineers from different
locations. The projects vary in terms of scope and volume. In some projects (e.g.,
modernization) only small parts of the system are within the scope of supply, whereas
in green-field projects the complete system is in the scope of supply.

One essential prerequisite to successfully deliver international engineering
projects is an adequate organization of collaboration, which ranges across orga-
nizational setup, engineering disciplines, and system architecture levels.

The challenges for collaboration can be clustered in different aspects:

*  Workflow management

* Resource management

» Information exchange and engineering change management
* System architecture

2.3.1 Workflow Management

The systems in the use case are often complex systems with a high degree of
uncertainty (e.g., varying scope of supply, new sub-supplier, unclear customer
requirements). Therefore, constant planning and rescheduling, as well as controlling,
is needed.

However, the projects face various challenges in planning and rescheduling. The
planning of workflows and related execution steps (tasks) is often complicated and
inflexible and should consider non-transparent interdependencies between tasks.
In an environment that is characterized by a high degree of uncertainty (e.g.,
changes and errors), this results in a high amount of effort for regular updates
and rescheduling. As the management of workflows is implemented with a very
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low degree of automation (mostly manual handover and resulting waiting time), the
challenges are increased even more.

When considering resource management, it is very challenging to define needed
skills/competences in global setup without clearly defined skill/competence profiles
for different engineering tasks. The planning tools often lack the support of the
multi-project environment (e.g., in terms of hours and periods for various project at
the same time).

Also, the project controlling can be challenging as the evaluation of the actual
status of the workflow progress needs a high amount of effort. It is often not possible
to predict or to identify bottlenecks in workflow execution.

2.3.2 Resource Management

When the workflow has been defined and the resource need is identified, it has to be
matched with actual resources considering the needed skills, needed qualification,
and expected experience level. If these demands cannot be matched, alternative
scenarios must be considered. Additional external resources can be acquired, internal
resources can be transferred from other project (multi-project management) or
additional workflow steps must be added (e.g., additional reviews) or design lead
time adapted (e.g., lower experience level). There is a constant adaptation of resource
needs based on changes in project schedule (e.g., offer is placed later than planned),
workflow and design (refer to engineering change management).

In the use case, the organization has regional engineering hubs that use one or
more regional Engineering Centers, which provide engineering services for certain
parts of the engineering value chain. Collaboration between the regional engineering
hub and engineering center is managed directly by the regional hub, as depicted in
Fig. 2.4. The engineering hubs are located in different countries or regions to address
engineering for customer projects in these countries or regions for specific domains
(e.g.,in Norway for oil and gas). Engineering centers are usually located in low-wage
countries to achieve cost benefits.

Managing competences of engineers is a crucial activity to enable a smooth
execution of the global projects. To ensure that engineers with the right skills are
assigned to the projects, a set of competences are defined. There are over 600
competences, clustered in engineering discipline specific groups (e.g., for automa-
tion, electrical, mechanical), cross-discipline groups (e.g., project management,
quality management) and tooling related competencies (e.g., COMOS, 3D CAD).
Additionally, different skill levels are defined (basic, advanced, expert). In this way,
it is possible to create skill profile for all engineers.
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Fig. 2.4 Setup of engineering hubs and engineering centers

2.3.3 Information Exchange and Engineering Change
Management

The information exchange logistic should ensure lossless information transmission
and use. The right information should be transferred in the adequate format to the
right human resource at the right time to interpret them and ensure interoperability
(Hundt et al. 2010). The VDI (association of German engineers) states that seamless
engineering is characterized by the facts, that a result of an engineering activity can
be used for another step in the value chain, ensuring consistency of information with
less additional effort and redundant work as possible (Foehr et al. 2013).

When considering engineering resources located across international borders,
the collaboration process and respective workflows represent a critical aspect in
terms of exchanging engineering relevant information among the different involved
stakeholders. This exchange is characterized by stakeholders’ needs and capabilities.
Moreover, different engineering activities are related to different engineering
disciplines that are supported by highly specialized software tools. As in the use case
most customers demand the use of specific tools for each engineering discipline, (for
example, NX, Inventor for mechanical engineering or PCS7, PowerCC, STEP7 for
automation engineering), it is difficult to limit the number of tools for the engineering
company. A high number of additional tools, for example, for parameterization and
configuration of devices or for document management and application for specialized
tasks (e.g., net studies) increase the complexity of tools. Thereby, all of them have
a specialized way to describe the engineering information with its own syntactical
and semantic domain, resulting sometimes in different notations for the same objects
(Steinmann et al. 2014).

Another challenge is the adequate handling of engineering-related changes. As
with complex projects the degree of uncertainty is quite high (especially in early
phases), changes are inevitable. An adequate support to analyze the impact of changes
is often missing (e.g., impact on schedule, which other systems or components need
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to be changed). In case of changes, normally previous engineering steps or phases
(e.g., from detail engineering to basic engineering) must be repeated. This kind
of round-trip engineering is only weakly supported by the tool landscape,which is
mostly designed as a “one way” tool chain. In the use case the number of changes
per day ranges from 2 to 4 for highly standardized portfolio elements up to 100 for
more complex portfolio elements.

When working in a global setup and exchanging data with various customers,
suppliers and authority data security is another big challenge. These partners
expect confidentiality of project information (e.g., encrypted data transmission,
access control), integrity of the delivered solutions (e.g., prevention of software
manipulation, prevent manipulation of data) and transparency of changes (e.g., audit
trails).

2.3.4 System Architecture

Also, the system architecture must support engineering collaboration. State-of-
the-art systems engineering demand for a system of system approach (INCOSE
2014). But often an overall system architecture is not defined or there are different
engineering discipline specific architectures in place that must be integrated in every
project (Vollmar et al. 2017).

As in the use case, usually only a part of the overall solution is in the scope
of supply (e.g., only automation and electrification) so the system architecture and
implementation concepts that are defined during conceptual engineering cannot
be influenced by the engineering organization. In this case it is difficult to use a
predefined architecture and implementation concept.

Reuse concepts are often based on copy and paste and not on modularized
reference solution with reusable modules, which results in low degree of modu-
larization and standardization, ranging from normally 20% up to 80% for few highly
standardized products portfolios elements.

From the organizational point of view, internationalization will challenge the
staffing, style, and formal and informal information systems of the organization.

Human interactions as well as IT systems and applications will need to enable
the dynamic allocation of workflow and support quality assurance.

2.4 Internationalization Process

This section describes a process showing how such internationalization efforts can
be effectively executed and managed. The process has been obtained by literature
study in combination with expert interviews and it has been validated by applying it
to real internationalization projects in a multinational company.
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Fig. 2.5 Internationalization process

The process for internationalization of engineering is depicted in Fig. 2.5 and
comprises seven process steps. Its purpose is an effective preparation, planning, and
execution of internationalization of engineering.

The process starts with the “Define Goals” phase in which clear, measurable, and
aligned goals for internationalization are defined. The purpose of internationalization
might be to extend the business to emerging countries, or to use the advantage of
lower local labor costs. In this phase, the interests of the various stakeholders need
to be balanced, taking into account cultural aspects within the different countries
involved, in order to guarantee the success of the internationalization. Also, countries
identified for regionalization should be chosen alongside the business responsibility
assigned to them. Moreover, the persons involved should define duties and schedules
required for the internationalization project.

This phase results in the definition of the scope (and non-scope) of international-
ization, thus possible elements of the solution portfolio, and sets up the team for the
analysis and preparatory phases that follow. The goals are defined taking into account
the initial situation of the engineering entities involved, concerned disciplines and
activities, possible international and local partners, and the impact on the headquarter
organization.

The second phase is the “Analyze” phase, in which the preconditions for
internationalization are analyzed based on the organization’s solution portfolio
in order to narrow the solution space and to identify models, partners, and tasks
accordingly. Especially, the models for internationalization include the setup or
extension of an engineering unit in an already existing one, the setup of a newly
incorporated subsidiary, the acquisition of a local company, or the co-operation
with an existing company. Based on the suitability of the identified model, potential
partners can be investigated. Special attention in this phase has to be dedicated to the
required permissions and certificates based on local law of the partners identified.

With the prerequisites of the first two phases, in the “Concept and Decision”
phase the analyses are combined to build possible internationalization scenarios. The
purpose of this phase is to evaluate these scenarios qualitatively and quantitatively
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and to identify the most appropriate one. A scenario consists of a set of selected
portfolio elements, tasks, partners, and models. Within this analysis phase it is
crucial to involve engineering experts. Subjects to be agreed upon are prices and
costs, responsibilities, delivery times, quality criteria, etc. The phase ends with a
signed contract or agreement among partners involved.

The following “Plan” phase performs detailed planning of the subsequent project
phases: “Set-up and Transition” and “Manage and Execute”. The plan includes a
definition of the processes and workflows between headquarter and local entities
that need to be aligned. Furthermore, the required manpower and ramp-up in the
local entities have to be planned. The know-how transfer has to be organized in
line with ramp-up and training for newly hired staff. Next to this, also procurement,
transfer and installation of infrastructure such as automation components, computers,
software and testing devices need to be identified and planned.

The objective of “Set-up and Transition” is to enable or set-up the local entities to
take over the previously agreed upon engineering steps. The emphasis in this phase
is on employees that should be selected based on the knowledge and skills required
for their intended role. These depend on the engineering project requirements.
People need to be allocated, recruited or delegated, inserted into the local entities’
organization and trained in order to become valuable resources. In general, the plans
established in the previous phase are now carried out starting with a pilot projects,
whose results are agreed upon within this phase.

“Manage and Execute” is the phase in which the internationalized operations of the
engineering project are managed according to the perspectives of progress, costs, and
quality. With increasing knowledge and experience, work load and responsibilities
in the local entities, the resolution of unforeseen situations becomes easier. Regular
meetings are recommended in this phase to build up relationships among entities
to better monitor the work execution and check and track the fulfillment of the
objectives and the achievement of milestones of the project.

In order to manage the quality of the engineering artifacts produced, suitable
quality checks and reviews are called for. All experiences gained within projects in
an internationalized environment should be collected and introduced as a part of
planned continuous improvement. This is the purpose of the “Lessons Learned and
Phase Out” phase. A phase out may be decided upon after a predefined duration in
an internationalized environment or upon termination of an underlying project.

The internationalization process iteratively defines the enablers for the interna-
tionalization of engineering identified in Sect. 2.2 during all seven phases: from the
initial definition of the scope of internationalization, thus the elements of the solution
portfolio, and the team involved, up to the identification and redefinition (with the
lessons learned) of the most suitable artifacts and tools.
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2.5 Best Practices for the Internationalization of Engineering

Internationalization of engineering is an initiative with high immanent risk. In
order to show further basic internationalization concepts, the example of an
electrical substation project (see Fig. 2.6) is used in this chapter. Substation projects
require large civil and mechanical installations (VDI 2016). These projects can
be performed on the basis of the project process shown in Fig. 2.1. Figure 2.6
shows a typical substation. In order to fulfill the customer contract to build a
substation, the commercial regulations stipulated have to be abided by. These often
require that a certain portion of the contract value has to originate from or has
to be purchased in the country where the substation will be installed [so-called
local content rules (Gremmel 2001; Bundesministerium 2013)]. For this reason,
international projects are often particularly interesting for value chain optimizations.
An internationalization initiative is a typical way to perform such an optimization.

In this example, the headquarters’ (HQ) perspective of a strategic business unit
(SBU) of a multinational company is adopted (Sarraf et al. 2012). The basic case
under consideration here is that this SBU has the intention to regionalize its business
to one or more local entities (LEs).

A value chain element of interest in the context of internationalization could be,
for example, the engineering of protection and substation control. The fact that in
electrical substations all equipment must be intensively checked and tested before
putting it into operation is one important boundary condition. Such testing will
naturally take place right before energizing the substation, that is, directly on site.
Engineering tasks such as designing the general layout of the substation control

Fig. 2.6 HYV substation in gas insulated technology (GIS)
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system, configuring automation devices, or calculating the tripping schemes of the
protection devices can basically take place anywhere. On the other hand, performing
these tasks may require certain skills, which are not available locally; they may
furthermore be dependent on other engineering tasks such as civil design or design
of high-voltage components. In addition, some tasks may be considered “core”
in the sense that the HQ wishes to keep control of these tasks because of safety,
confidentiality, intellectual property, or other considerations.

These reflections show some important aspects relevant to internationalization of
engineering. The fundamental question the SBU has to answer is to which extent
it is ready for internationalization of engineering and which actions are needed to
be performed for doing it efficiently. In the case of an ongoing internationalization
initiative, management may wish to get information about possible blocking points or
critical issues. This need is especially addressed by an internationalization readiness
check, which is subsequently described.

2.5.1 Readiness Check: Structure

The structure of the readiness check follows the topics of internationalization of
engineering (IoE) as presented in Fig. 2.7. These topics are characterized by their
applicability to several IoE phases as shown in Fig. 2.5. It is suitable to organize
them in fivecategories characterized by typical questions an organization comes
across during IoE. These categories are explained in brief, subsequently.

“Why and What for” stands for the reasons behind internationalization. Expected
cost benefits can be supposed to be key drivers; extension of capacity or customer
proximity may be others. IoE requires that significant costs are to be deployed; risks

Topics
Why& | | | [ Who& | [ Which )
y What | = | What else
_Whatfor = [ J | _Where | [Conditions/ [
Motivation / Selection of Selection of Ownreadiness, Change
Goals portfolio region/ partner | | own pre-conditions management
elements
Cost/ benefit Competencies Processes/
considerations Task selection Workflows
Human
Risks Required skills resources [T-Infrastructure
Intellectual Organization Laws &
property Regulations
Co-operation -
Regional
Transition conditions
Monitoring /
Controlling

Fig. 2.7 Internationalization topics
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have to be identified and monitored in order to proceed successfully. “What” is a
question about the portfolio elements and engineering tasks that can be regionalized.
Skills required and experiences as well as intellectual property (IP) aspects have to
be considered.

“Who and Where” are questions concerning possible partners and concerned
people. Organizational as well as operational structures of the selected partner have to
be agreed upon by share of workload in order to perform engineering tasks. Questions
concerning hiring and subsequent training of people in the LE’s organization are
dealt with in this category, as well as monitoring and controlling, which ensure that
internationalization effort is on track. The category “Which Conditions” deals with
important boundary conditions, such as own readiness, processes and workflows that
have to be adapted, and infrastructure issues. Local laws and regulations, concerning
labor or trade and commerce have to be taken care of, as well as other regional
conditions, which are generally different to the company’s HQ. The aspect of change
management deals with the influences IoE has on the people involved and their
situation. This is addressed by the category “What else.”

The readiness check should be completed at the latest by the end of the IoE phase
“Plan” (see Fig. 2.5). At this time there should not be any unidentified need for
action as significant means for IoE are going to be deployed in the phases “Setup
and Transition” and “Manage andExecute.”

It is, of course, possible and even encouraged to start with the IoE readiness
check right from the beginning of the IoE initiative. Thus, progress can be traced
and monitored; moreover, management can be informed in appropriate detail.

In Fig. 2.8, a high-level view of the IoE readiness check is given, showing the
first two structure levels “categories” and “topics.” The two subordinated structure
levels, “subtopics” and “questions,” are explained in extracts in the next section by
means of an actually performed IoE project in a big multinational company. This
validation example has been modified and anonymized for reasons of confidentiality,
but nevertheless shows important aspects of structure, contents, and utilization of
the IoE readiness check.

Typical customer projects in the power transmission and distribution domain
have the objective to build plants such as, for example, electrical substations,
or high voltage direct current (HVDC) stations, including equipment such as
transformers, circuit breakers, disconnectors, etc. All electrical equipment has to
be protected from negative influences coming from undesired operating conditions.
Moreover, operators need to have access to important data (such as voltage or current
measurands) and, by means of interventions, need to be in a position to modify
certain states of the electrical equipment, such as “open/close” operations on circuit
breakers or similar. This is taken care of by means of a control and protection (C&P)
system. Such a system is composed of programmable logic controllers, human—
machine interface equipment, and dedicated devices for special purposes, such as
measuring or closed-loop control in certain applications (see VDI (2016) for further
information).

The objective of the SBU considered here is to internationalize a part of its
control and protection engineering from HQ to another country for the sake of
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Fig. 2.8 Readiness check for [oE—overview

increased manpower and cost advantages. At the time this readiness check has
been performed, the first pilot projects were already running. Hence, from the SBU
engineering management’s perspective, the main purposes in performing an IoE
readiness check was firstly, to verify whether all important aspects for IoE have
already been considered appropriately and secondly, to identify action items if
appropriate.

The readiness check has been performed with the responsible Engineering
Manager of this SBU. In the next sections, findings of selected IoE topics are given.
The selection is such that one topic with “very high,” one topic with “high,” and
one topic with “medium” need for action have been chosen, taking confidentiality
requirements into account. A detailed presentation of IoE topics will be given in an
upcoming publication.

2.5.2 Readiness Check: Topic “Motivation/Goals”

The inquiry into this validation example starts with the consideration of motivations
and goals. Figure 2.9 gives an overview of the parts of the IoE readiness check
relevant here. Cost reduction and capacity increase have been named as reasons
for the internationalization initiative. They are relatively clear, apart from their
insufficient documentation. Based on the general reasons, concrete goals have been
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Fig. 2.9 Readiness check: topic “motivation/goals”

defined and documented. Hence, there is no need for action regarding goals, at least
not in the short term.

The situation concerning boundary conditions is less clear, as these have been
neither defined nor documented. Such boundary conditions include the availability
of suitable customer projects in number and volume or the commitment of concerned
project managers to support the IoE initiative. A further boundary condition might
be that underlying customer contracts allow enough degree of freedom for the
engineering department. Such contracts may set limits regarding allowed sub-
suppliers or allowed portion of project volume that can be allotted to third parties.

A “high” need for action has been identified with respect to the business strategy
which, at the time of the interview, was not sufficiently known by engineering
management. Therefore, the goals for IoE could not be derived from, aligned with,
or checked against the business strategy.

There is further need for action concerning different stakeholders and their
intentions. Project managers, for example, have not been sufficiently involved and
hence, their commitment is missing. On the other hand, there is a clear management
commitment to IoE. This may be helpful in case frictions occur.

2.5.3 Readiness Check: Topic “Task Selection”

For all questions in this topic, a “high” need for action has been identified. An
overview is given in Fig. 2.10.
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Fig. 2.10 Readiness check: topic “task selection”

The first question deals with methods or structures to capture engineering tasks.
This has only been done partially on the basis of available process descriptions.
Further detailing with respect to the engineering value chain is required in order
to identify more tasks suitable for internationalization. This is in line with the
observation that in order to regionalize more of work packages, these have to be
identified and described in detail (Cole 2003). Engineering in the given organization
proceeds in work streams according to today’s process; these have to be analyzed in
detail in order to find ways to split them up. Such an analysis is needed to leverage
internationalization. It gives insight into the interdependencies between engineering
tasks, shows delimitations and interfaces between these tasks and gives hints where
splits (and therefore, internationalization) can be performed. Further detail is given
in Cole (2003). It is important to consider that engineering is an integrative approach
with several activities in parallel which involve people from various disciplines, such
as control, automation, human—machine interface, measuring, communication, etc.
Therefore, new interfaces between process steps may have to be created in certain
situations. This may have consequences to lead time and effort needed.

2.5.4 Readiness Check: Topic “Co-operation”

The details of this IoE topic are given in Fig. 2.11.

The first question of the topic “Co-operation” deals with an internationalization
scenario. Such a scenario is a set of instantiations (shown in square brackets in the
enumeration below) of the following parameters (Schaeffler et al. 2014):
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Fig. 2.11 Readiness check: topic “co-operation”

* Selected portfolio elements [C&P engineering]

» Tasks [not detailed here—see previous section]

* Region or partner [external partner in pre-defined country]
¢ Internationalization model [service contract]

In the present case, as the parameters have already been set (with the exception
of “tasks”), there is no further need for action. Moreover, experience from other
SBUs in the given company has been made available and could already be used for
the IoE initiative. For example, important clauses of an already existing framework
agreement could be reused and are the basis for the co-operation model used in the
present case. This includes work split, applicable rules and regulations, and mutual
support under given circumstances.

Need for action has been identified with respect to relationship/communication
and technical regulations. Relationship and communication management includes
items such as contact persons, communication paths, and escalation routines. These
are only available on a project-specific basis. Therefore, there is a need to define
cross-project approaches. Engineering regulations set the basis for the technical
performance of tasks, limit the possible choices and document the state of the
technology in the given domain. These have been established partially during
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common trainings of local staff in HQ, but need to be further detailed, especially in
the case that new work packages are intended to be regionalized.

2.5.5 Readiness Check: Evaluation

As the readiness check has the purpose not only to ask detailed questions about the
IoE initiative, but also to give a status overview to management, a special focus has
been put on evaluation functionality. The evaluation of the IoE scenario explained
in the earlier is shown in Fig. 2.12.

The percentage value of answers with respect to the underlying scale is given for
every category and for every topic. Topics with medium to very high need for action
are indicated in a separate column and the pie charts give details per category and
overall.
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Fig. 2.12 Readiness check: evaluation
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In the given case, all questions have been answered in a consistent way. For 47%
of the questions, no further need for action has been identified. However, there is
need for action in the topics “Motivation/Goals” and “Task selection.” Further topics
with need for action, but not detailed here for lack of space, are:

» “Transition” concerning further training and infrastructure measures

* “Monitoring/Controlling,” that is, certain elements of quality management

* “Processes/Workflows” with respect to a modified engineering process in HQ
needed for further internationalization

» The aspect of “Change Management,” dealing with the influence IoE has on the
people involved.

The user feedback gathered with the IoE readiness check has been unanimously
positive. By answering 81 questions in roughly 4 hours, the user is given detailed
insight into his/her IoE initiative. Users have pointed out so far that from their point
of view, all important aspects of IoE are addressed. The readiness check has not only
proven its usefulness by confirming points the users were aware of, it has also helped
to address unknown issues deemed critical enough to evoke subsequent actions.

2.6 Summary and Outlook

This chapter focused on the effects the increasing globalization and internation-
alization has on project business for software and systems engineering. Table 2.1
summarizes the most important challenges multinational companies intending to
internationalize all or part of their engineering activities are faced with. These
challenges are organized in readiness clusters according to the internationalization
enablers, such as solution portfolio, team, artifacts, and tools.

A central approach presented here to face these challenges is an internation-
alization process. By following this process, a company can tackle the task of
internationalization in a structured way. One important element is the company’s
own internationalization readiness. This can be measured by performing the check
explained in detail in this chapter.

These two elements—internationalization process and readiness check—support
a company to perform internationalization by asking valuable questions and giving
hints to possible solutions. Nevertheless, by virtue of their nature and on account of
the inherent complexity of internationalization, the level of detail remains limited.
Moreover, some of the challenges in Table 2.1 are not sufficiently taken into account
yet, such as data security and data management. This paves the way for future research
in the domain of internationalization of hardware and software engineering.

Solutions related to engineering quality improvement and engineering security
improvement can be found, respectively, in Part II and Part III of this book.
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Table 2.1 Identified challenges of internationalization in engineering

Clusters Challenges

Solution portfolio  * Low degree of modularity
« Unclear or nonstandard interfaces
* Missing system-of-systems approach
* Missing adequate data model
Team * Find suitable and available engineers
» Ensure qualification of available engineers
« Discipline-specific system models
* Working and environmental conditions
« Safety and security
« Stability of political conditions

Artifacts » Capture/distribute knowledge
« Strategy at local/global level
* Law and regulation (ECC)
 Ensure the use of data models across value chain steps
* Ensure a common syntax and semantic
 Ensure linking data/data models, e.g., define relationships and
interdependencies between information/data
« Consistent and scalable data exchange structures and formats to ensure
collaboration within international engineering projects
» Ensure consistency in engineering change management
 Ensure data quality across different locations
» Ensure security of engineering data (confidentiality, integrity,
authenticity)

Tools * Low degree of automation of workflows
« Tool support
« Interoperability
* Missing connection of tools (tool chains), no possibility for round-trip
engineering
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Chapter 3 )
Managing Complexity Within Shethie
the Engineering of Product

and Production Systems

Rostami Mehr and Arndt Liider

Abstract Changing conditions on costumer, material, and technology market force
producing companies to decrease duration of product and production system
development. Especially in case of complex products like cars, this reduction leads to
a strategic need for parallel development of products and production systems. Thus
automotive industry organizes a complex interplay between product engineering
and production system engineering within the new product and production system
development processes (NPPDP).

This chapter discusses complexity challenges from automobile manufacturing
that NPPDP have to cope with, and surveys strengths and limitations of complexity
management methods for production system development. As no complexity
management method can fully address the NPPDP challenges, the chapter derives
types of NPPDP requirements and discusses a future framework for managing the
complexity in NPPDP.

Keywords Complexity management - Interlinked product and production system
engineering - Requirements for engineering processes

3.1 Introduction

Due to trends such as globalization and increased digitalization, manufacturing
companies today operate in an environment very different from that a few decades
ago. On the one hand, globalization has provided unique opportunities to companies
to attract customers, to split up the work among specialized contributors, and to
purchase services and materials from all over the world. On the other hand, it has
increased competition as a result of the increasing number of international players.
Hence, today customers have more choices and act in a buyers’ market.
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To respond to such global opportunities, companies must adapt their product
and/or service portfolio to be able to satisfy various customer requirements, leading to
the consideration of different market niches. The resulting market segmentation, with
sharply delineated products tailored to local needs, increases the required amount of
product/service variations and adaptations. This problem is intensified in companies
and domains that basically have a high number of product variants like the automotive
industry or home appliances.

In addition to the increasing number of products and product variants, the duration
of product lifecycles is decreasing rapidly (MirRashed et al. 2016). Apart from this,
the speed of technological changes has dramatically increased in the last few decades.
Such rapid changes have increased the time pressure on companies to develop and
introduce new products.

Furthermore, the development of new products takes place in an increasingly
international environment. Several companies and several departments collaborate
in a big network, an engineering organization (VDI 2010), to develop a product or to
adjust existing products to new markets or to new customer requirements (Lindemann
et al. 2006). The number of connected and parallelized processes in development
procedures is rising (MirRashed et al. 2016). Products are getting more complex.
The interlinking of products on production processes, their mutual impact, and the
required resources for them are growing (Lindemann et al. 2006).

In summary, market and environment conditions of manufacturing companies
are becoming increasingly complex, and, consequently, these complexities affect the
manufacturer as an organization. As a result, the complexity of new product and
production system development processes (NPPDP) increases. In this chapter, the
NPPDP is defined as the complete network of engineering activities (taking design
decisions based on available engineering information and skills and knowledge of
engineers and using appropriate tools) that are required to design a new product (or
set of product variants) and the production system required to produce this (these)
product(s). In the automotive industry, the NPPDP covers the design of a car (with
car body, power train, and all internal technical and other elements) and the different
production systems to create them. This chapter illustrates this complexity and draws
conclusions on the engineering process embedded in the NPPDP.

The dilemma of complexity has attracted growing attention as the effects on
different parts of organizations became increasingly evident. In recent decades,
an increasing number of researchers have attempted to respond to the following
Complexity-related Research Questions (CrRQ):

CrRQ1: How can an organization deal with the growing complexity within new
product and production system development processes (NPPDP)?

To answer this question, three main research activities have been combined:
literature research, collecting evidence from practice, and experiments. Together they
all have enabled the identification of available complexity management approaches,
their evaluation with respect to their applicability within the NPPDP in the
automotive industry, and the identification of required improvements leading to
the development of a new complexity management framework.
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This complexity management requires appropriate methodological and technical
support within the engineering organization. This support strongly affects the quality
of the management and, finally, the quality of the engineered systems themselves
leading to the following question.

CrRQ2: What are requirements to the engineering organizations intending to
integrate stronger complexity management within new product and production system
development processes (NPPDP)?

The answer to this question is based on the consideration of a new complexity
management framework. In this chapter, a future complexity management framework
is drafted by identifying its main building blocks and sketching required IT
technologies needed within.

While answering the “Complexity Related Research Questions,” this chapter
will contribute to the research questionsRQ/a: “What are typical characteristics
of engineering processes for long-running software-intensive technical systems?”
and RQIb: “What are requirement areas from engineering processes for long-
running software-intensive technical systems that require informatics contributions?”
mentioned in Chap. 1.

Based on the background of the authors, the automotive industry will be applied
as running example within this chapter. In this industry, complexity management has
a significant impact on the efficiency and quality of engineering and helps reduce
the cost and risk of NPPDPs.

To answer the CrRQ in relation to engineering within the automotive industry,
this chapter is structured as follows.

Section 3.1 introduces as focus of research new product and production system
development processes (NPPDP) that address the strategic need for parallel
development of products and process variants.

Section 3.2 discusses complexity challenges from automobile manufacturing that
NPPDP have to cope with.

Section 3.3 surveys complexity management methods for production system
development.

Section 3.4 summarizes NPPDP types of requirements.

Section 3.5 discusses a framework for managing the complexity in NPPDP.

3.2 Complexity Challenges

The most important driver of complexity in industry is the product (Schoeller 2009).
The product is formed on the basis of customer needs. Customer needs are affected
by trends like regionalization, fragmentation, and saturation (Maune 2011).
Regionalization can be illustrated in the example of the automobile variants sold
in different areas. The station wagons are the models that are in highest demand in
Europe, but in Asia, sedans sell much better than station wagons. Fragmentation
becomes visible in the increasing electrification of cars leading to similar cars
with different drive chain concepts, going beyond different fuels, such as petrol
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Fig. 3.1 Example of laser welding impacting product and production system engineering

and diesel, now also including completely electrical-driven cars, hybrid cars, and
hydrogen or natural-gas-driven cars. The third trend that impacts customer demand—
saturation—is a trend most prominent in west-European countries, North America,
and Japan. Here the number of licensed cars is stagnating. It requires automobile
manufacturers to differentiate and individualize their products forcing both other
trends. Premium car manufacturers could benefit from this trend (Wemhoener 2005),
but for high-volume manufacturers and manufacturers of commercial vehicles, the
trend of saturation can be very challenging.

Another factor that has a significant impact on products is regulation. As
automobiles significantly affect the environment and accordingly influence society,
the legislators stipulate the requirements that must be followed by manufacturers.
Such legislation could vary from country to country (Maune 2011). Most prominent
legislation trend is related to reducing emissions. There are two fields considered. On
the one hand, the emission of the product (the car) shall be reduced based on improved
drive chains or reduced overall mass. On the other hand, the energy consumption
of the production system needs to be reduced resulting in considerations related to
production technologies, such as low-energy car body welding or even replacing
welding by gluing. Figure 3.1 depicts an example affecting both the product and
the production system. Here new joining methods in car body production, which
contribute to reducing the weight of cars, are presented. As is obvious, legislation
is one of the important drivers for developing and deploying new technology that
affects products and production systems.

The third factor refers to the changes in technologies, such as the introduction of
a new material or new production techniques. The applications of new materials
like high-strength steel, hot-formed parts, aluminum, sandwich materials, fiber
composites, and so on, attract increasing attraction. Although the applications of
these materials have been common in the premium car segment for some time,
recently these materials have become more common in high-volume cars. The
increasing number of materials in the body of cars generates challenges in selecting
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and adjusting the production process and, thereby, the selection of appropriate
production resources within the production system engineering.

These three factors—customer requirements, rapid technological changes, and
regulations—can be categorized as factors shaping external complexity. External
complexity has a direct impact on product characterization. As a consequence,
the product shapes the organization and exerts an enormous influence on internal
complexity as depicted in Fig. 3.2. Transferring all three influencing factors to the
product and shaping the product in a way that responds exactly to all requirements
of these external factors, is challenging. The exact matching of product structure
and external requirements could create an important competitive advantage for the
organization through cost and risk reduction and efficiency increase.

3.2.1 General Problem in Practice

New product and production system development processes (NPPDP) are considered
complex processes, especially in the automobile industry. The basis for this
consideration is, on the one hand, the complexity of the product and, on the other
hand, the complexity of the production system required for the product.

Cars are complex products due to the high number of components used in the
depth and breadth of the product. Product structure breadth is defined by the number
of components used for the parent item and the depth of the product is defined by the
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number of levels in the product hierarchy (Gabriel 2007). Similarly, the complexity
of the production system depends on the number of required production process
steps and their interlinking in a process network.

Product and production system complexity can have different influences on
different parts of an organization engaged in development processes. The trends
of individualization have led to an increased number of product variants, and a high
number of variants intensify the time intensity in NPPDP. Time intensity in a complex
project intensifies the complexity because of the increased number of activities that
must be completed more or less at the same time. It also causes increases in the
received information at the same time (DeVries 2005).

Increased amounts of information do not necessarily represent the same quality
of information. Owing to time pressure, the quality of information could decrease.
Again, insufficient quality of information causes extra complexity. This is akin to
the project management triangle, as changes in the time of activity completion may
impact quality and cost (PMI 2017).

Following the increased market competition, NPPDP are accelerated to decrease
the time-to-market. On the one hand, the approach of simultaneous engineering
enables organizations to reduce time-to-market, while on the other hand it requires
starting activities in NPPDP in a partially or completely parallel manner. This,
again, results in an increasing information flow between the departments engaged in
development.

Since, in the early phase of NPPDP projects, car designs are mostly conceptual
and not completed, the required information for production system engineering is
not presented in detail. Nevertheless, production planning engineers start their task
in an early phase parallel to the designers. Therefore, the number of changes during
the development phase of the production system could rise, following the changes
in car design. The increased number of changes under time pressure could again
intensify time pressure and increase complexity levels more than before (Benedikt
et al. 2012).

Another effect of the high number of variants is the so-called recourse leveling.
In projects like the development of cars with a high number of variants and models,
companies first develop the main variant of the car—that is, the model sold the
most—and then they develop next variants and models, in sequence. This strategy
enables them to first stabilize the production line for the first variant, and then
adjust the production line for the next upcoming variants. This strategy also provides
them the ability to manage fluctuations of the required work for the development of
high variant cars. Unfortunately, this approach causes a production system planning
without having the exact information of the upcoming variants. The phenomenon
of incomplete information in production development processes generates more
uncertainty and, accordingly, more complexity (MirRashed et al. 2016).
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3.2.2 Products and Production Systems

As mentioned earlier, the overall complexity of the NPPDP comes from the
complexity of the product, the complexity of the production system, and their
dependencies. To make this complexity more visible in the following the car
production process is reviewed.

Usually, the overall car production process is chronologically divided into four
fields: press shop, body shop, paint shop, and assembly shop (see Fig. 3.3).

This division of labor supports the car production companies to manage their
internal organization and processes within and between these fields.

The production starts with the press shop where the necessary metal sheets for
a car are stamped out of steel coils. A typical body of car includes approximately
200 sheet metal parts for passenger cars and almost 250 sheet metal parts for light
commercial vehicles.

In the subsequent body shop, these metal sheets are joined together. The
most common joining methods include spot welding, stud welding, weld bonding
(combination of adhesive and spot welding), clinching, MIG arc welding, and laser
welding.

Next, the created car body is coated within the paint shop. Here, different layers
of different materials are applied and dried in coating and oven lines. Finally, within
the assembly shop, the car body is assembled with all necessary further car parts,
including car wire harness, seats, power trains, lights, and windows. Up to 10,000
additional parts may have to be mounted to the car.

It shall not be neglected that the parts to be mounted and their production are also
complex, especially for the power train.

The above-mentioned four fields of production constitute more detailed orga-
nizational divisions, for instance, the body shop is divided into four segments for
platform, side walls, main body, and hang-on parts, while the assembly shop is
subdivided into suspension system, engine, gearbox, seats, glasses, and plastic parts.

This division of the manufacturing process activities also forms the development
processes and finally impacts the design of the organizational units for production
development. Thus, the production development processes are segmented similar to
the production processes.
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3.2.3 New Product and Production System Development
Process

The NPPDP in the automotive industry, designed for the joint development of car
and production system, is established by six teams of engineers:

» The project management team has the job of coordinating and controlling the
whole planning processes including the support of other planning team during the
product development through the construction of prototypes, feasibility studies,
and tests of the production technologies and processes.

» The car engineering team is responsible for the development of the product, that
is, the car including the design and the evaluation of required manufacturing
processes.

* The production systemengineering teams of press shop, body shop, paint shop,
and assembly line are responsible for determining the required tools, machinery,
technologies, and processes of manufacturing for the product developed. They
also influence products in order to ensure the manufacturability, reduce the total
project cost, and achieve the desired quality of the product.

The inner part of Fig. 3.4 depicts the work of these engineering teams.

Usually, the car engineering team starts the product engineering with design
and construction of the product, which is accompanied by building first prototypes.
Mostly at the same time production system engineering teams of the four different
production system fields start to plan production facilities. When the car engineering
team has reached the product release state, the production system engineering teams
can finish the production system planning and start with supplier acquisition, detailed
engineering, building and commissioning the production system. After product
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Fig. 3.4 General structure of NPPDP
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release and in parallel to production system detailed engineering and commissioning,
the prototyping and testing of product will take place by the car engineering team.

It becomes clear that the engineering activities of the different engineering teams
run in parallel and constitute sequences of activities to conceptualize, construct,
and commercialize a product. These activities are mostly mental and organizational
instead of physical (Oyama et al. 2015), and, in addition, interlinked with each
other. Two examples are the identification of problems or optimization possibilities
within product engineering that change the product (like reinforcement of car
body for optimization of crash test behavior) and lead to necessary changes in
production system detailed engineering and, consequently, the identification of a
problem regarding manufacturability by a supplier (like discovering the collision
of manufacturing tools with the product) leading to a product change within the
product construction. In addition, the named engineering processes are linked with
additional functions of the overall company like quality management, purchase, and
marketing on the product side and change management, technology management,
and human resource management on the production system side.

It shall not be neglected that the described process is in some sort iterative.
By quasi-parallel product and production system release prototyping and testing of
product will take place. Thereafter, design engineer can start to discover problems
or optimization possibility related to the product. The emerging product changes
can have impact on the production system design. For example, the reinforcement of
car body for optimization of crash test behavior can lead to additional handlings in
car body welding. In addition, also on the production system side, improvement
possibilities related to manufacturability or economic issues can be identified,
possibly leading to requests for product change. An often relevant example is the
identification of collisions of the welding tool with the car body requiring a shift of
the welding spot location.

Beyond these overall company function, the information management has an
important impact on the overall engineering organization, as it is responsible for
the creation, exchange and storing of engineering information along the complete
life cycles of product and production system. Information management covers all
IT hardware and software such as Product Life Cycle Management (PLM) systems,
databases, and servers.

The number of individual activities related to each named organizational unit
might be very high. In automobile industries, this number can exceed a thousand
activities (Kirchhof 2003). This results in enormous flow of information. One
illustration for this fact could be the engineering of the body shop. The VDI
Guideline 4499 (VDI 05/2011) introduces more detailed subphases for the planning
phase mentioned in Fig. 3.4. This guideline defines the concept planning phase
covering activities like finding production concepts, joining sequence planning, and
geometrical validation, all intending to detail the production process to be executed.
The next subphase is the detailed planning targeting the discussion of required
production resources covering, for example, jigs and fixtures planning, material flow
planning, and ergonomics analysis. This phase is closed by cost calculation and
offline programming (see Fig. 3.5).
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Originating from the changing market conditions, the complexity of the NPPDP
has additionally increased by uncertainties regarding time to market, market
demand, fluctuation of demand, available technology, speed of development of
new technologies, and required resources such as human resources and capital
(Grussenmeyer and Blecker 2013). With the presence of features, like a high number
of involved engineering decisions (diversity) that are strongly interrelated by required
information exchange (connectivity), and frequent changing bordering conditions
(uncertainty), NPPDP can be categorized as a complex. In addition, their duration,
dynamics, and human labor-intensiveness makes NPPDP time intensive. NPPDP are
usually turbulent following the high dynamics and the strong dependencies between
engineering activities and increasingly show a tendency to become chaotic (see Fig.
3.6). Thus, there is a strong need for management mechanisms to handle complexity
before becoming chaotic.
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3.3 Complexity Management for Production System
Development

Several research studies have worked on complexity and approaches to deal with
complexity. In the following, some studies shall be discussed opening up the existing
broad scope and summarizing the main features applied in these approaches.

In complexity management sciences, there are approaches based on a holistic
view of a system/organizationthat recommend steps to manage complexity. As these
approaches are based on the strategy of a comprehensive view of systems, the
applications of these approaches in praxis are very challenging. Two examples in
this field are the work of Vogel (2017) and the work of Budde (2016).

Vogel (2017) introduced a comprehensive complexity management approach
for resource planning, which has the following four steps: complexity analysis,
complexity evaluation, application of complexity strategies, and complexity planning
and control. The application of such approaches in praxis requires supporting tools
to evaluate or identify a suitable strategy of complexity, which could vary drastically
from case to case.

Budde (2016) introduced a parameter that provides better visualized understand-
ing of complexity named Complexity Value Level (CVL). This parameter delivers
a quantitative value that shows whether an organization is a complexity master
or outperformer, market performer, and complexity underperformer. Based on this
complexity index, an organization can define actions to improve its CVL and improve
complexity management. Even though providing a quantitative index for complexity
is very helpful, still this index could not help in defining strategies for specific
complexity drivers to manage or reduce complexity.

On the other hand, there are several approaches addressing predefined complexity
drivers and providing methodologies to handle them. For instance, the variant
management strategy is a common approach to solve the problem of complexity
caused by variants (Thiebes and Plankert 2014). Since these strategies are based on
single complexity drivers, usually the overall complexity of the production system
will remain unaffected. This is known as remaining complexity. The limitation
of variant management in solving complexity in the early phase of production
development processes is an example of this deficit for such approaches.

Finally, there are approaches addressing sets of complexity drives. Schuh (2005)
and Schuh et al. (2011, 2015, 2016) introduced a framework to evaluate the
complexity in NPPDP. This framework includes three main sections: evaluating
complexity by using complexity drivers, analyzing the interdependencies between
drivers, and segmenting or rating the drivers. This evaluation of complexity drivers
serves as a basis to define proper methods to manage complexity by dealing with its
causes and origin.

Meier et al. (2005) suggested a comprehensive approach for managing the
complexity of products by means of, inter alia, variant management and managing
the complexity of processes through lean management.
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Daryani and Amini (2016) drew a five-step process for complex organization
management by understanding the complexity type, investigating the causes of
complexity, identifying solutions, selecting an effective solution, and implementing
and evaluating the selected solution. They intended to provide decision-making
assistance in complex situations.

Lasch and GieBmann (2009) introduced a complexity management method
enhancing the well-known PCDA cycle. They aggregated existing engineering
methodologies like variant management, ABC analysis, failure modes and effect
analysis (FMEA), and impact matrices to one larger methodology.

For production organizations, Marti (2007) introduced a complexity management
model with three steps: strategy and product lifecycle assessment, product complexity
management, and driving guidelines for action. The first step includes analyzing the
strategy of the company and product positioning in the market and its lifecycle. The
second step analyzes product details for optimization of its architecture. And the last
step provides guidelines for action in accordance with the findings in the first two
steps.

In total, there is no approach available that addresses the intensified dynamic
complexity caused by time pressure, incomplete information, and strong linking of
engineering activities as given in the NPPDP.

To gain an essence of the available approaches in complexity management science,
the next section investigates the common features of these complexity management
approaches.

3.3.1 System Thinking

The system engineering sciences have strong interrelations with complexity
management sciences. Within systems engineering, a system is defined as a collection
of elements that are interrelated and distinct from the environment (Chen et al. 2009).
A system is designed for a purpose, that is, predefined goals or objectives (Fuchs
2018). The term “element” is applied to any part of a system (e.g., organizational
units, employees, documents) and, therefore, can also be used for subsystems
(Checkland 1999). A system may have interconnections with its environment.

As mentioned earlier, the definition of complexity has strong interconnection
with system definition. Complexity of systems is defined as a high number of
interconnected elements that have a variable status. This variation can include but is
not limited to the number of elements, their interaction within the system, and their
interaction with the environment. To better understand the complexity of a system, it
is strongly recommended to consider the system within its interacting elements and
its environment, that is, to consider complexity from the systems thinking side.

Especially Maurer (2007) emphasizes a systematic approach toward complexity
management to resolve the challenge of missing clarity. The identification of the
system with elements and interactions as well as its environment helps to define the
origins of complexity and their impact.
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Thus, understanding the NPPDP as a system with its structure and behavior is the
first main requirement within complexity analysis and management.

3.3.2 System Analysis

System analysis provides tangible fundaments to identify the origin of complexity.

The structure of interactions among system elements can be, for example, more
modular oriented, forming clusters of elements that are stronger linked while
interactions among clusters are only sparse. Another example is the integral structure
where all elements interact with each other more or less equally strong. It is obvious
that changes in the behavior of one element will have different impacts on the behavior
of the other elements in both structures (Fuchs 2018). Therefore, the structures may
provide information on complexity.

Analyzing the system reveals also the type of interactions between the elements.
Elements can be disconnected from other elements, have one-way connection, or
can be connected which each other in both directions. These interactions can be
represented by dependency structure matrices (Jacob and Paul 2016) or by graph-
based methods (Maurer 2007). Different interaction types will impact complexity in
a different way.

Nevertheless, it is difficult, up to impossible, to identify all interactions among
the elements of an NPPDP (Malik 2016). Therefore, a method has to be considered
to collect relevant information or sort gathered information in an effective manner.

In addition to the static analysis of the system also the dynamic features of a system
(especially in the case of an NPPDP) are relevant. During the system lifetime, the
status of system elements as well as interactions of system elements may change.
The speed of changes is one of the determining factors in complexity. In some works,
this factor is called “fast flux,” expressing the transient nature of the organization
and its environment (Schwandt 2009).

System analysis by itself does not result in complexity management, but represents
the fundament of the system under consideration, enabling better interpretation,
management, and (finally) improvements (Maurer 2007). System analysis also
reveals potentials in two ways: optimization of the system structures such as
eliminating redundant elements or dependencies, clustering of elements to build
modules, and building a path to trace complexity effects on the system.

3.3.3 Drivers and Effects Analysis

As mentioned earlier, the system analysis shall be the foundation for an analysis of
the complexity drivers and their impact on the system or subsystems. Successful
analysis of complexity drivers and effects is a mandatory enabler for appropriate
complexity management methods. Indeed, an initial concern regarding the system
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definition is the origin of complexity. Sources of complexity and their impact can be
located in different system parts (Brosch 2014; Maurer 2007; Velte et al. 2017).

Several methods have been developed to find the origin of complexity. The first
step of all methods is collecting information. Based on information gathered in the
system analysis [from available documents and experts (Weber et al. 2014)] methods
from Cause and Effect Analysis or Root Cause Analysis (RCA) can be applied (Lee
et al. 2018).

Beyond the application-case-related, cause-and-effect analysis, there are also
generalizations of complexity causes. For example Velte et al. (2017), surveyed
complexity management and categorized complexity drivers. Thereby, three groups
of complexity drivers related to production systems have been identified: internal
complexity including product, organization, process, order fulfillment; interface
complexity including purchase, communication, and sales; and external complexity
covering customer, competition, and legislation.

Wildemann (2012) has also categorized the complexity drivers in three
groups: company structure based drivers, information systems based drivers, and
communication system based drivers.

Similar to complexity causes the complexity impacts are various. Most often,
high-level impacts are related to project costs (Sinha 2014), production (Kieviet
2014), and quality (Lasch and Giemann 2009).

3.3.4 Summary

Summarizing the considerations in this section, there are two main types of methods
relevant within complexity management for NPPDP: holistic methods and special
driver related methods. These methods all share the same basic structure depicted
in Fig. 3.7. Usually, they start with modeling and analyzing the system of interest.
Based on this analysis, complexity drivers and complexity effects are identified and
used for the definition of complexity management measures.

However, both approaches mentioned have their specific drawbacks. The holistic
approach lacks details for industrial usage. These methods are too general and
face many unclear situations, making them hard to apply in industrial practice.
The methods targeting special complexity drivers might not take care of relevant
complexity drivers for the system of interest. Thus, they may be too detailed and
miss a comprehensive overview. This can be considered as a research gap that must
be investigated. To close this gap for NPDDP a two-step approach is applied, where
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the two steps reflect requirement modeling and complexity management framework
configuration.

3.4 Requirements

The classical requirements of NPPDP are related to criteria like production cost,
investment, cycle time, optimal layout, flexibility, and meeting general project
goals (time, cost, and quality) (Schady 2008). As shown, besides these classical
requirements, it is vital to define the complexity management related requirement.
They are categorized in three main groups.

Process-related requirements are related to the engineering process execution.
Here transparency, modularity, reusability, adaptability, and finally standardization
of processes and their corresponding outputs as well as their predictability are
relevant.

Interconnectivity-related requirements focus on the information exchange along
the engineering process chains. The quality of the information exchange related
to correctness, completeness, and appropriateness shall be ensured. Thus, misin-
terpretation, or extensive retreatment of information shall be prevented along the
engineering chain.

Dynamics-related requirements face the dynamics within the engineering chain
and its volatility. They include NPPDP monitoring and agile change management.

3.5 Complexity Management Framework

Figure 3.8 illustrates the main parts of a framework for NPPDP complexity
management that shall address all characteristics of complexity. As shown earlier,
the interaction of and dependencies between the involved engineering steps and
their volatility cause high information flow and are the main complexity drivers
(MirRashed et al. 2016). These information flows have two mainstreams: information
flows within product engineering and information flows within production system
engineering. They require a detailed understanding of the engineering chains (that
may be based on an appropriate process model) (Gadatsch 2015). In addition, both
engineering chains are accompanied by knowledge management activities to ensure
effective reuse of engineering data.

As product engineering results in changing product design, change management
is required to ensure the transmission of relevant impacts to production system
engineering and back. The availability and completeness of product data strongly
depend on the number and position of quality gates and product-release strategies
defined within the project management as quality assurance mechanisms.
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The tool chains applied within the engineering processes and their volatility are
another complexity driver. Especially the increasing digitalization leads to relevant
impacts on engineering quality and efficiency (Biffl et al. 2017).

Finally, standardization and modularization is an important driver in NPPDP. It
affects both the modularization and standardization of the product as well as the
production system leading to component catalogues to be applied by engineers.

3.5.1 Engineering Processes

Gadatsch (2015) defines a process as a regular repeating activity set that has
determined starting and end points. This activity set processes predefined input
information to provide output information. There are many methods for modeling
engineering processes such as flowcharts, RACI (Responsible, Accountable,
Consultedand Informed) charts, activity diagrams, and SIPOC (Supplier, Inputs,
Process, Output, Customer) diagrams. These methods provide an appropriate
overview of the whole system and the interconnection between system elements.
Thus, they help to obtain transparency.

Within the proposed NPPDP complexity management approaches, the first step
shall be related to modeling the engineering processes. As the model and the
illustration of whole engineering processes in NPPDP must be transparent and
understandable to ensure clarity and easy inside, the level of details must be
corresponding.
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Even if a swim-lane diagram may initially seem appropriate for a large-scale
project like NPPDP, where milestones and responsible organizational units can be
added to the diagram to increase perception of the whole system, this kind of
diagram is only one option. It is up to further research to find appropriate modeling
mechanisms for reflecting the necessary information exchange within the engineering
chain covering required engineering data quality.

3.5.2 Data Management

Product engineering data and production system engineering data are both main
pillars of the NPPDP and main complexity drivers. They must be timely exchanged
within NPPDP owing to the gradual development of product and production system
variants, simultaneous engineering, and technical changes in the development phase.
Incomplete information or time-delayed information could mislead and intensify
complexity.

The issue of information management is addressed in many studies. A common
approach for information management in NPPDP processes is the use of Product
Lifecycle Management (PLM) tools interconnected with the different tools within the
engineering tool chain (Sindermann 2014). In the PLM tools, the product data act
as core model including direct and indirect relations to process and production
system information. Recently PLM data tend to be enriched to overall system
engineering models covering product, production process, and production system
engineering information (Biffl et al. 2017). An example of such information are
product data related to the car body components that include main assembly,
subassembly structures, geometries, and joining information as basis for process
and for production system engineering.

In multivariant NPPDP used in the automotive industry, the completeness of
required engineering information is essential for the work of all production system
engineers. Hence, a dedicated product data release strategy is required to manage the
complexity coming from the interconnectivity of planning processes. These release
strategies are mostly compatible with approaches in the ramp-up process. Therefore,
recent ramp-up strategies (Schuh et al. 2015) can be adjusted for product release. In
the early phase of NPPDP proper product data release supports to avoid unnecessary
complexity in the production system engineering by eliminating uncertainty due to
incomplete or time-delayed information. The quality and accuracy of product data
help to reduce misunderstandings and increase transparency.

Quality gates (QG) assure the quality of delivered data from product engineering
by means of a set of measurable criteria that were initially agreed upon within the
complete NPPDP (Richter and Walther 2017). The challenge of defining quality
gates (QG) for product data is characterized by three factors: a set of measurable
criteria, placing the QG in the proper phase of NPPDP, and the frequency of QG.
QG help to identify and correct errors in product data in the early phase and to avoid
costly changes later on.
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Due to the increasing number of variants handled within NPPDP, quality criteria
are increasingly relevant issues within the definition of QG. These quality criteria
may range from simple completeness check-ups to detailed reasonability criteria for
the consistency of engineering information within the multidisciplinary engineering
of an NPPDP. Here, appropriate means for modeling, integration, and evaluation of
complex and discipline-crossing consistency rules within PLM systems are required
and still not well addressed.

3.5.3 Technical Change Management

According to DIN 69901, change management includes five activities: record,
evaluate, decision making, documentation, and implementation of changes. Fol-
lowing the increasing complexity of products and the fast evolution of customer and
technology markets, it is almost impossible to avoid technical changes in NPPDP. A
research study revealed that approximately 20% of the product engineering and
40% of the production system engineering efforts were dedicated to technical
change management (Kohler 2009). As presented in the sections above, the strong
interconnectivity of engineering activities within NPPDP requires a detailed change
propagation making changes to complexity drivers.

The cost of technical changes, depending on the phase of occurrence, could vary
and affect the cost of NPPDP. Therefore, it is very important to distinguish and
communicate changes. The faster the change identification and change information
propagation process, the more cost-effective is the technical change management.
Monitoring and tracing changes in the overall set of engineering information,
therefore, provides a reasonable basis. Hence, the engineering data need to be
enriched by appropriate data management information covering thinks like version
and revision management information, data owner information, etc. This is still an
open issue within engineering data management systems.

3.5.4 Knowledge Management

Knowledge management refers to the ability of identifying, collecting, sorting,
storing, and retrieving a set of scientific and technical information (Carayannis
2013), which can be reused. Within NPPDP that can cover product and production
system data from previous projects, which can be combined with production system
component data from suppliers. In the traditional approach, thisinformation is not
applied in the early phases of NPDP. The early engagement of this knowledge in
NPPDP can reduce complexity.

However, the collection and quick evaluation of such information is a challenging
task due to the big information flow (big data), missing structure, and the
corresponding IT system (Olsen 2017). Thus, structured information in combination
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with agile data management shall be considered within the integrated information
management system of NPPDP in order to avoid and manage complexity.

3.5.5 Tool Chains

Digital engineering tools are the foundation of NPPDP (Biffl et al. 2017). Providing
engineering data in an overall engineering data logistics that extends PLM systems
helps to reduce the development time and provides the essential data for the
work of engineers within all engineering phases. Especially, the engineering data
logistics enables the connection between product engineering and production system
engineering (Bracht et al. 2017). Simplifying the communication between product
and production system engineering enables the production system engineers to be
involved in very early phases of NPPDP, giving bordering conditions also for the
product engineering.

NPPDP operate in a more agile manner and engineers analyze numerous scenarios
in a very short period by means of simulation. In the automobile industry, an engineer
spends approximately 60% of their capacity to obtain information (Reijers and
Mendling 2008). Digital engineering tools provide the possibility of perceiving the
data in a way that would be suitable for further processing and save the time of
engineers for engineering activities.

Nevertheless, these tool chains can only appropriately interact if they all support
the interaction with the envisioned engineering data logistics based on appropriate
engineering data exchange technologies (Biffl et al. 2017).

3.5.6 Standardization and Modularization

The last part of the framework, like many other approaches in complexity
management, recommends the standardization and modularization of the product,
production processes, and production systems, especially for multivariant production
as in the automotive industry. Using the standard and modular elements in NPPDP
generally speeds up the development and ensures the termination of activities within
planned time (Reijers and Mendling 2008).

Standardization and modularization approaches reduce the possible variability
within the objects to be engineered (product and production system) by enabling the
definition of generic system architectures and system components (VDI 2010).

However, standardization and modularization require a modeling methodology
for system components, in case of NPPDP components of products and production
systems with their interrelation over processes. This modeling methodology shall go
beyond currently existing methodologies defined, for example, in PLM tools or ISA
95 standard.
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3.6 Summary

Increasing globalization and technological improvement have resulted in a change
to customer markets also in the automotive industry. This has a major impact on
the joined engineering of products and production system within this industry as
it enforces system complexity increase und development time reduction. It can
be stated that the joined engineering of products and production system tends
to become dynamically complex with three main characteristics of complexity:
diversity, connectivity, and uncertainty.

Currently, there is no holistic complexity management framework available
applicable for the joined engineering of products and production system within the
automotive industry. Thus, this chapter has addressed Complexity-related Research
Questions (CrRQ) that shall assist the development of such a framework.

The first research question (CrRQ1) has addressed means for complexity
management, enabling organizations to deal with the growing complexity within
new product and production system development processes (NPPDP) while the
second one (CrRQ2) has concentrated on requirements to engineering organizations
intending to integrate an increased complexity management NPPDP.

To address these questions, Sect. 3.2 collected complexity challenges arising in
the joined engineering of products and production systems in the automotive industry
within an NPPDP, characterized as dynamic complexity. Section 3.3 reviewed
existing complexity management methods and evaluated how they can contribute to a
holistic NPPDP complexity management. Section 3.4 discussed requirement groups
for such a holistic complexity management. Finally, Sect. 3.5 presented the first ideas
for such a framework, which consists of the six main pillars of defining and modeling
engineering processes, data management, technical change management, knowledge
management, standardization, and modularization, and tool chain management.
The modeling of engineering processes provides a clear overview of the NPPDP
as a system and creates a better understanding. The combination of product
and production system engineering data management and knowledge management
supported by appropriate engineering tools helps to resolve the main part of
complexity by providing integrated information management. This combination
provides transparency and eliminates unnecessary dependencies between two
NPPDP engineering activities. Finally, standardization and modularization again
reduce dependencies by means of proven and commonly known approaches. All
these parts of the framework follow the common approach to avoid, reduce, and
manage complexity.

Nevertheless, there are still some challenges to tackle by research and development
to make this framework applicable. This chapter has identified the following
challenges:

* Providing appropriate modeling mechanisms for engineering chain modeling and
analysis reflecting the necessary information exchange within the engineering
chain covering required engineering data quality
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* Providing modeling, integration, and evaluation means for complex and
discipline-crossing consistency rules applicable in multidisciplinary engineering
data management systems

* Enhancing multidisciplinary engineering data management systems by appropri-
ate data management information modeling means covering thinks like version
and revision management information, data owner information, etc.

» Integrating multidisciplinary engineering data management systems with agile
data management

* Providing appropriate engineering data exchange technologies for multidisci-
plinary engineering data management systems

* Providing modeling methodologies for system components applicable in multi-
disciplinary engineering data management systems

The subsequent chapters of this book take up most of these challenges and provide
means for their solution.

By discussing the named CrRQs, this chapter has contributed to the RQla:
“What are typical characteristics of engineering processes for long-running
software-intensive technical systems?”’ and RQ1b: “What are requirement areas
from engineering processes for long-running software-intensive technical systems
that require informatics contributions?” named in Chap. 1 discussing especially
challenges related to complexity management.
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Chapter 4 )
Engineering of Signaling Systems s

Johannes Lutz, Kristofer Hell, Ralf Westphal, and Mathias Miihlhause

Abstract Rail system products demand high standards on safety, security, and
quality. To guarantee this, the design of such a system including its processes,
utilized engineering tools, and produced data must be approved to meet the strict
requirements. Engineering of signaling systems can be utilized as a use case to derive
industries’ safety and quality challenges regarding engineering tools and data flows.

To understand these challenges in a comprehensive way, this chapter gives an
overview about the general signaling business, its engineering processes, and its
engineering tools including aspects of data flows and semantics. Based on the
author’s findings in these subjects, requirements and respectively challenges are
derived and summarized in the last section of this chapter. Each list entry is classified
as quality and/or safety challenge. Furthermore, this chapter enables the link between
industrial needs regarding engineering tool chains and current research in this field.

Keywords Rail automation - Signaling system - Rail system engineering -
Integrated data management - Quality-safety and security management

4.1 Introduction: Signaling Industry

The transport of people and goods can be accomplished in various ways. One efficient
option is traveling by train. On September 27, 1825, the world’s first public steam-
powered locomotive, the Locomotion No. 1 began a new era of carrying people
and goods. Just 5 years later, also the world’s first intercity railway line connecting
Liverpool and Manchester was established (Jeans 1875). Since then, the evolution
of railway industries continued from mechanical and later electrical systems into
fully integrated digital solutions. Expensive construction costs but also increasing
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popularity and increasing demand of railway transports pushed developments for
signaling systems to make traveling by train safer and more efficient.

In this chapter, the engineering process of these signaling systems is presented
with focus on quality, security, and safety challenges regarding engineering data in
this domain. To understand the field of signaling system engineering, it is necessary
to introduce the main components of a rail system as well as its stakeholder and
processes. A detailed overview about rail systems is given in Pachl (2018) and Theeg
and Vlasenko (2017). While the first section introduces the basic terms in signaling
systems, Sect. 4.2 describes the general engineering process of rail systems with a
specific focus on signaling systems. Section 4.3 describes the engineering tool types
and their relations to each other in establishing the engineering tool chain. Section
4.4 gives an overview on data flows and explains the different roles. Finally, Sect.
4.5 summarizes the domain-specific challenges on safety, security, and quality.

4.1.1 Classification of Signaling Systems

A signaling system can be distinguished into its life cycle phases and target
markets based on the considered track distances and transportation type which were
commissioned (see Fig. 4.1).

A signaling system has different life cycle phases: the phase of planning and
engineering and the phase of operation. In the phase of operation, there are two
stakeholders involved: on the one hand, the rail operator (e.g., DB, SNCF), which
runs trains and transports passengers and goods and, on the other hand, the rail
network operator (e.g., DB Netz, Network Rail), which provides the infrastructure
and defines and ensures the overall operating procedure.

In the life cycle phase of engineering, there are two groups of players:
the contractors/manufacturers (e.g., Siemens Mobility GmbH, Bombardier Trans-
portation, Thales) that deliver trains to rail operator or trackside equipment

System Life
Cycle
Rail Operators
Operator
Rail Network
Operators
Subcontractors
Engineering Contractor/
Manufacturer .
Freights & . L "
Cargo Mass Transit Mainline Markets

Fig. 4.1 Analysis of signaling systems by life cycle phases and target markets
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like electrification, civil works, or the signaling system. Besides, there are
subcontractors/submanufacturers who supply parts, modules, or engineering services
to contractors/manufacturers. The content of this chapter is limited to the engineering
phase of signaling systems and will be described from a contractor’s point of view,
as in Fig. 4.1.

A further dimension to classify signaling systems is the target market. Thus, it can
be distinguished between freight traffic, urban metro lines, and mainline traffic, due
to specific product requirements. While mainline products focus on moving people
as well as goods on long distances with high speed and various train types, mass
transit provides signaling systems for cities and regional customers on short distances
like metro or light rail with special focus on high operational capacity. Freight traffic
covers particularly highly automated freight terminals with special components, for
example, weight and speed detections and rail brakes as well as special signaling
systems, such as for mines. By means of typical engineering processes for mainline
signaling products, this chapter will present challenges regarding quality and security
in signaling engineering data flows. Even if metro or freight systems have specific
requirements and dedicated products, the principles of the mainline examples can
be transferred into these application areas.

4.1.2 Signaling Products and Systems

Even if the typical lifecycle of a signaling system is longer than in other domains of
automation, the impact of digital products and services has changed business rapidly
in the last decade. Starting in England with the first mechanical interlocking patented
in 1856 (Theeg and Vlasenko 2017) continuously new interlocking types were
developed over decades according to the latest technological standards. Nevertheless,
digitization also started here with electronic and digital interlockings that were
already developed. However, a huge amount of older interlockings is still in
deployment and moreover, new products like track vacancy detection systems or
automatic train control systems were introduced. Thus, signaling systems became
more and more complex. But a modernization of the whole railway infrastructure
to the latest state-of-the-art products is very cost-intensive. This gives a first idea
of the complexity of the interaction of older mechanical and electromechanical
products with new software-controlled and microprocessor-equipped products and
components. Depending on its concrete function, the safety integrity level of those
products may vary from Safety Integrity Level 1 (SIL1) to SIL4 according to
CENELEC standards. Within the control level, interlocking systems as well as train
control systems can be used.

ZVEI (2010) compares different domains of automation systems and summarizes
that signaling systems in average have longer lifecycles than systems, for example,
in the process or automotive industry. The overall life time of equipment is different
based on its purpose. It can be determined in outdoor equipment (e.g. signals)
and indoor systems like interlockings. Furthermore, the demands from various
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Fig. 4.2 Key drivers of signaling systems (TUEV-SUED 2017)

stakeholders on rail transportation systems, mostly achievable by signaling products,
have also become more complex, as shown in Fig. 4.2.

These general demands on key drivers of signaling products are independent
of the target market of the products. Several products relating to infrastructure are
required to provide a modern signaling system that meets the customer expectations
(see Fig. 4.3). Here, only main product groups are shown as every manufacturer has
an own portfolio belonging to each product group. The classification will help to
understand the general correlation between the functionality of signaling systems
and their quality, safety, and security requirements. A detailed view about demands
and principles is given in Theeg and Vlasenko (2017).

Operations Control Center Overall control of railway operations in the assigned
railway network section. These functionalities cover the allocation of trains as
well as its timetables, optimization of operational capacity of railway networks,
intervention in failure scenarios like blocking routes, real-time monitoring, and
providing passenger information at stations.
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Fig. 4.3 Main products of a mainline system (Siemens AG, 2015)

Interlocking System Setting of safe routes based on logical rules. Therefore, the
interlocking controls points and signals that are linked by fixed logical rules to
provide a safe route, that is, guarantee route locking, flank protection, opposing
route locking, track vacancy. Due to its safety-critical functionality this product
group is typically classified SIL4.

Automatic Train Control System Safety system to decrease the risk of accidents
made by human factors. Therefore, the automatic train control can supervise the
train and automatically reduce the speed or follow a speed profile as well as stop the
train. Towards a higher realized automation level (e.g. automatic train protection up
to automatic train operation), the number of functionalities as well as the required
equipment is increasing. The figure shows the automation control system called
European Train Control System (ETCS), which consists of signals, axle counter
sensors, or track circuits to detect the track vacancy, Eurobalises, and according to
the ETCS level it will be complemented by radio block centers (RBC) and train radios
(Global System for Mobile Communications—Rail(way), GSM-R) for continuous
wireless communication and/or signals. Train control systems allow a higher degree
of automatic train control up to driverless operation that is already in use for urban
metro systems and expected in the upcoming decade also for mainline systems.

The field level can be distinguished between sensors to detect trains on a track
and actors to control movement of trains.

Level Crossing Safe crossing of railway tracks and motorways. A level needs to
detect an approaching train and needs to lock the motorway to ensure that nobody
enters the railway tracks until the train has passed. The approach detection can
be realized with different technical methods and data. The level crossing can be
enhanced with further safety devices like radar.
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Track Vacancy Detection System that evaluates the track vacancy, for example,
based on axle counter sensors or based on track circuits. The track vacancy is a
necessary information for an interlocking to lock/unlock a certain safe route.

Components Devices that are directly built on or next to the track. Thus, signal,
axle counter sensor, balises are examples of single components that are essential
parts of superior systems like interlockings or automatic train controls.

Additionally, it is required to interact within the trackside control system and the
train. For this, positions are transferred via balises to the train and commands from
the Radio Block Center (RBC) with GSM-R technology to the train (ETCS Level 2).
Besides, the train itself is equipped with sensors like odometrical pulse generators,
radars, etc., and controlled by an On-Board-Unit.

4.1.3 Requirements and Challenges of Signaling Products

In this section, general requirements and challenges for engineering rail industry
products are listed. This collection will give the reader an understanding of this
industry to further derive demands toward safety and quality of engineering data in
signaling (see also (Falkner and Schreiner 2014) or (ZVEI 2010)).

4.1.3.1 Challenge 1: Product Variety and High Degree of Product
Customization

While it looks easy to point out the overall product groups, it is much harder to get an
overview about certain products that belong to a product group. Since every country
in the world and even sometimes the different signaling systems within a country
have their own regulations, a wide range of products emerged often specially adapted
to the customer needs of the rail operator or rail network operator.

4.1.3.2 Challenge 2: Very Long Lifecycles of Products

One additional typical characteristic is the very long product lifecycle of the products
in the rail domain. Product lifecycles of signaling systems are typically up to at
least 30 years; especially outdoor equipment is used longer. Common demands
for new products are coexistence, compatibility, migration, or interoperation to
existing installed products, which will remain. Thus, realizations of technology
leaps are highly challenging due to high amount of brown field projects. Availability,
timeliness and digitalization of engineering data have to be considered in brown
field projects and especially against the background of very long product lifecycles.
Concepts regarding handling, archiving, and updating engineering data including
its configuration tools are also needed to fulfill long-term service and maintenance
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contracts according to products’ lifecycles with respect to future-proof data format
and data update capability.

4.1.3.3 Challenge 3: Large-Scale Railway Network

A crucial reason why the rail industry is such a complex field is the open cross-border
railway network. But with respect to the passenger needs, the transnational railway
network allows fast and comfortable journeys through different countries. If a train
crosses a country border it still must fulfill all requirements on mechanics, electrical,
control logic, regulations, etc. That means that rail systems are not closed systems
and need to be interoperational or at least a consideration of system transitions is
necessary, which applies to both passenger as well as freight transport.

4.1.3.4 Challenges 4: Country-Specific Laws, Regulations, Operational
Guidelines, Authorities, and Infrastructure

Considering this background, signaling products need to be developed and adapted
for cross-national railway regularities, for long-term reliability as well as high-level
safety integrity level. Regarding the long-term use, products need to be developed
and built as simple and robust as possible to guarantee long-term maintenance and
availability. Due to the long service demands as well as high demands on safety, spare
parts based on commercial off-the-shelf (COTS) are typically limited on nonsafety
parts and thus they need to be developed as generic as possible as well to fulfill these
requirements.

As mentioned above, the diversity of country-specific regularities is a huge
challenge for the manufacturers and their engineering departments as well as for
the manufacturing process. Although every rail network of several countries need
the same product portfolio of special product types out of the portfolio of a single
country, they often cannot be reused in other countries and need to be reengineered
or at least adapted to the new customer requirements. As a result of individual
country-specific requirements, usually, the manufacturer deals with hundreds and up
to thousands of different products—each with a very small manufacturing lot size.
This leads to a high complex engineering and manufacturing process, which needs
to be coordinated and synchronized very efficiently and effectively.

4.1.3.5 Challenge 5: Diversity of Rolling Stock

A characteristic of mainline railway networks is the occurrence of different train types
in mixed traffic operations that use the same infrastructure and need to interact with
the same signaling systems. Examples are high speed trains, local trains, freight trains
or special trains for shunting, construction, etc. Parameters to consider are among
other things platform height & length, maximal speed, train length, communication
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and signaling equipment onboard the trains, acceleration & braking characteristics,
route gradients, technique for completeness check of trains to avoid loss of wagons.

4.1.3.6 Challenge 6: Data Security in Networks

Compared to terminated area of automotive or process sites, large-scaled signaling
systems have advanced demands on IT-security and data integrity. With respect
to an increasingly connected world with strong impacts of network effects and its
unauthorized manipulation, data security of all assets in the field are of the highest
priority and are in focus right from scratch of product development (IEC 62443 3-3
SL 3, 2013). The continuous process of product improvement guarantees also the
latest security standards for older installed products.

4.1.3.7 Challenge 7: Safety of Engineering and Run-Time Data

At the very end, all efforts guarantee the required level of integrity, availability,
traceability, and confidentiality. The field applications, products, systems, and
services are developed and used in accordance with the applicable legal and
normative standards meeting highest standards in all relevant phases of the lifecycle
(see Fig. 4.4).

Fulfilling highest safety requirements (Safety Integrity Level, SIL) and specific
customer demands because of different regulatory requirements of each country,
a seamless collaboration of each participating project partner is strictly necessary.
Thus, all engineering tools and generators of run-time data have to be assessed and
if necessary approved against the assigned safety level. Thus, components of the
shelf cannot be simply used or integrated in the engineering workflow. Extensive
safety and quality assessments and approvals are mandatory for tools as well as for
generated data.

‘ CENELEC Standards

‘ Railway System ‘ EN 50126 A

ikl EN 50159

4

‘ Signalling System ‘ EN 50129

A i
‘ Subsystem Software ‘ EN 50128 !
A h 4

Fig. 4.4 Main products of a mainline system
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4.2 Engineering Process of Signaling Systems

A typical engineering process for a system can be divided into four phases: project
kick-off and bid phase, preliminary design, civil works, operation and service(see
Fig. 4.5). Civil works can be refined into subdisciplines like the installation of tracks,
concrete works, electrification, or the signaling system that is analyzed in this chapter.
The concrete set of process steps as well as required roles must be tailored depending
on systems newly built up (green field projects) and extension/refurbishment of
existing sites (brown field projects).

Furthermore, the size or complexity of the project influences the chosen process
approach. The bandwidth of project duration differs from a few months for small
updates or installations with less complexity up to frameworks with several years.
In terms of the engineering processes, small projects requires fewer engineering
steps whereas large projects must be orchestrated into different engineering and
commissioning stages as well as much more synchronization steps in between the
involved disciplines.

On an abstract level there are different parties involved: customer (rail operator),
engineering offices/subcontractors in charge for the preliminary planning, and the
contractor. Depending on the project, contractors may be distinguished into further

Customer and

. . . Contract
Engineering Offices ontractor

System Engineering

Preliminary
Design

| |
| |
: Signalling :
| T | (Real-time)
| Electrification W Lifecycle data
| |
» 4
—_——— - -

Operation &

Bid-Phase ,
Service

Customer Data,
track survey, Building Information
Modeling (BIM) ...

-

|
| | Signalling Contractor |
[
Tests and Factor
Basic Design ‘ M Installation
acceptance Test

Generate target
layout based on
as-built layout

As-built
documentation,
| onsite test,

Supervision,
Integration test installation and
field validation

Product |
configuration, |
routes, signal tables M
|

Design accepted

by customer

Fig. 4.5 Phases of the engineering process of signaling systems
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roles, for example, engineering, construction, or commissioning. Of course, each
main discipline may be refined to its organization specific roles.

During the bid phase, the customer defines requirements to be fulfilled with the
new or refurbished project. The main drivers are:

* The improvement of the systems performance (increase the capacity to transport
passengers and goods)

* Improvement of systems efficiency (e.g., reduction of energy consumption,
resources, maintained assets)

* Improvement of services and customer or internal processes

The preliminary design includes the basic characteristics of the system like basic
characteristics of the railway topology (geographic, gradients, location of points,
etc.). It is the basic input for the disciplines summarized in the civil works.

From the signaling contractors’ point of view, the first planning steps are initiated
in the bid phase. Depending on the size of the project this phase can last between
few weeks up to years. The railway companies publish a bid invitation including
basic information about the project, requirements on the solution as well as basic
information about topology and—in case of brownfield projects—about existing
installations.

Bidding signaling companies create a first architecture proposal how to fulfill the
customers’ requirements. This submits an initial proposal how to equip the railway
track as well as corresponding installation locations, e.g. for the main hardware (HW)
assets (signals, point machines etc.) including the cabling concept for power supply
and data communication. For signaling systems requiring interaction with the train
(e.g. train control systems), the according on-board equipment and its requirements
must be considered as well. Additionally, simulations are done to ensure that the
offered system can fulfill requirements on capacity and timetable or—especially for
urban systems—the headway which means in this context the actual distance between
two consecutive trains on the same track in the same direction. Among commercial
aspects, technical aspects are also part of the bid like system architecture in which
the performance of the technical system is described.

In case the contract is awarded, the signaling contractors need more accurate
input data than given in the preliminary planning. Among the requirements itself
the signaling contractor gets the refined preliminary planning data, such as type and
number of installed objects, and if available position data and status of these objects,
latest as built maps as well as schematic track layouts. If necessary, track surveys are
done additionally to increase data quality (e.g., detailed lists of installed equipment,
accurate locations) required for the basic design.

One trend to be observed is that data exchange between railway company,
measurement campaigns, and contractor is more and more supported by digital
interfaces. Concerning the process, the interaction of data exchange between contract
partners is not clarified. Typically, the data exchange format only covers syntax and
semantics. Compared to the paper-driven process, the sender of data is responsible
for their correctness, which is specified in the associated regulation processes. Thus,
digital data exchange must also guarantee the data quality. A possible approach is
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defined by Buder (2017) to embed the data exchange format PlanPro into an exchange
process.

The basic design phase refines the architecture that was created for the bid. As
one example, the preliminary track layout includes only basic signaling elements
like points, signals, axle counters, as well as important installation locations like
stations, etc. The complete track layout includes every element with impact on the
signaling system, for example, emergency plungers, platform screen doors, etc. (see
Fig. 4.6).

Furthermore, the system architecture is extended, for example, to determine
borders of the interlocking system, communication concept, etc. as well as
safety/RAMS (Reliability, Availability, Maintainability, Safety) evaluations. The
basic design phase is finished if the railway company accepts the contractor’s
proposal.

The design phase can be subdivided into product design processes (see Fig. 4.7).
Depending on the contractor’s setup the team is organized in different engineering
groups contributing to the overall systems solution.

Focusing on the detail design of interlockings, here, two technical disciplines
can be distinguished: interlocking hardware design and software design. Tasks
in hardware design are, among others, the configuration/engineering of various
electrical cabinets, related circuit diagrams and other technical drawings, bill of
material to order the equipment, and the hardware interconnection between the
various cabinets.

Typical tasks in interlocking software design are definition of routes, of logical
dependencies, signal tables, and enhancement of track layouts with attributes needed
for interlocking software, for example, directions, neighbor objects. Finally, the
software or its configuration files are generated to integrate and commission the
system. The detailed design phase is followed by the factory acceptance test phase,
which contains extensive integration tests.

The last phases are the construction phase, in which the signaling system is
installed in the field, and the commissioning phase. Here, the engineering outputs
of the detailed design phase are integrated. They must interact together and meet
all the customer requirements. Finally, the system must be validated by the railway
regulatory authority to be handed over to the customer and start the operation phase.

4.3 Engineering Tools and the Engineering Tool Chain

To finish the design of complex systems, engineers must be supported by tools in
order to ensure the quality of the solution as well as to fulfill the different engineering
activities efficiently. Thus, they support the assembling of all single products into a
system that meets all the customer requirements (see Fig. 4.8).

Among other industries, the tool support during the engineering process of
signaling systems is a mandatory measure to get rid of paper-driven work and
processes—of course, various engineering activities still require documentation as
an output, for example, to fulfill customer requirements or regulations. Nevertheless,
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Fig. 4.8 General overview of signaling system engineering

the tool support has to be automated as much as possible to reduce manual extra
work and to decrease process duration.

The engineering tool enables an activity or user-centered view to design the model
of the system. Thus, different tools’ aspects can be identified:

e CAE/CAD-centered tools to document the design
* Software (SW) configuration tools to generate the files for the run-time system

The variety of solutions and their architecture depend on the organization needs.
For standard CAD-design tasks often the COTS solutions on the market are used.
The data exchange with those interfaces is typically document driven. This is
accompanied by a loss of meta data, besides, dependencies within engineering data
may not be transferred. This missing information has to be potentially restored in the
subsequent tool chain. Within the engineering process this class of tools is typically
part of a tool chain—data is exchanged sequentially. Depending on the engineering
activity this tool chain is combined with SW-configuration tools. The data exchange
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is organized by means of interface files. For this, proprietary formats are used,
frequently combined with domain-specific content (see Linder and Grimm (2012)
and Maschek (2018)). Nevertheless, harmonization on domain-specific semantics
such as railML (Nash et al. 2004), Eulynx (www.eulynx.eu), Industry Foundation
Classes (IFC) (DIN EN ISO 16739 2017), as well as 3D-based (Deutsche Bahn
2018) formats, is getting more important. This architecture enables a higher degree
of standardization of engineering semantics as well as reuse of tool assets, that is,
the different disciplines are coupled closely and share their data directly.

Holm et al. (2012) propose an integrated CAE tool concept (see Fig. 4.9) that
combines both—CAD-functionality as well as SW-configuration. This tool class
organizes its semantics explicitly in its data management, that is, documents are
treated as “intelligent view” on engineering semantics like a table-based graphical
user interface (GUI) (see Fig. 4.10) (Holm et al. 2012). Furthermore, they stated
that this approach causes higher requirements on data integrity as well as version
and workflow management. Decoupled, single tools manage their own particular—
and most times—terminated scope on one engineering discipline. Data integrity
and version management are allocated externally. Compared to this, integrated
tool approaches have a high demand to have the manage functionality internally.
Seidel et al. (2017) propose how to extend the integrated approach with workflow
management systems known, for example, from commercial market platforms to
guide customers through the order process. Bigvand and Fay (2017) verify this
strategy for the domain of process automation.

Another characteristic of engineering tools used in this domain is the high level
of data integrity checks as well as automatic derivation to ensure data integrity to
fulfill safety-relevant needs and foster efficient engineering. Falkner and Schreiner
(2014) and Haselboeck and Schenner (2014) define an expert system—as known
from other domains like medical processes or predictive maintenance systems.
Engineering knowledge is formalized in a data model as well as constraints to check
data correctness and rules to derive new data automatically. Duggan and Boraelv
(2015) describe a mathematical proof of an automated environment that ensures data
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Fig. 4.10 Data views based on engineering discipline and role

integrity for interlocking systems. The precondition in both approaches is the ability
to describe the engineering domain in a formal and all-embracing model. It ensures
data correctness but restricts flexibility in case of customer-specific needs. From
the authors’ point of view, this is partially achieved in the engineering process if
model and logic is standardized and repeatable. The unwanted side effect is shrinking
responsiveness of engineering activities with higher needs on flexibility.

To reflect the engineering process the scope of engineering tools can be classified
in general within the main process steps (see Fig. 4.11).

Basic design tools enable the design of the railway target topology based on
the preliminary design data. The level of detail is broken down so that both
customer and involved disciplines are able to understand the main installations
on the railway track. Furthermore, tools are used to define the system architecture
and document basic characteristic of the systems (train control, interlocking) as well
as its interconnections. Finally, simulation tools are used to ensure that the design
fulfills the customer requirements, for example, for customer capacities or headways.

If the basic design is accepted, the product design tools are used to configure
and document its specifics. Depending on the product type and its functions this
tool class requires a higher level on safety critical development specified in the tool
classification of (DIN 50128 2012) typical outputs of product design tools are:

¢ Refinement of the basic design architecture

¢ Documentation of HW for the construction and commissioning staff as well as
for the customer

 Bill of materials to initiate order processes

¢ Data configuration to generate target files
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Test and simulation tools are mainly used in factory acceptance tests. These
tests must ensure the correct data configuration in the product design process.
This includes virtual commissioning of the configured software and HW-tests, for
example, to approve the correct assembly of HW-modules in the cabinets.

Depending on the used product, the data quality must meet the requirements up
to SIL 4. This is ensured either by process-oriented measures like 4-eyereviews or
the engineering tooling being designed based on the required tool classification level
(DIN 50128 2012) to guarantee that the data is not corrupted. Further measure to
ensure correctness on approved data is the usage, for example, of checksums for data
integrity.

Furthermore, the impact on I'T-security is rising due to the fact that organizations,
including their IT-systems, are getting more and more global. Also, modern tool
architectures are being changed from local file-based installations to client-server
architectures up to cloud solutions with global usage. This leads to the demand
to protect engineering tools, its data, and of course the embedded IT-environment
against unauthorized access.

4.4 Engineering Model

It is important to define required engineering data, its flows, as well as the different
roles of stakeholders dealing with the data. The previous chapters introduced the
process aspects including tool support to design complex signaling systems. With
respect to the semiotic triangle of the model theory (Odgen and Richards 1923),
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the process as well as the stakeholder of a process step reflect the pragmatics (see
Fig. 4.12). The engineering tool is an instance of a semiotic triangle because it:

* Defines the basic of available signs and symbols that can be used to describe an
engineering artifact (syntax)

» Structures the aspects of each engineering entity and its relations based on a
model (semantics)

* Transfers and visualizes relevant semantics in the graphical user interface for
the different engineering roles and enables interaction to design the system
(pragmatics)

Each facet of the system design needs to be specified in the engineering model.
Similar to DIN EN 81346-1 (2013), it is possible to distinguish each entity in the
categories of function, location, and product, which is used in various classification
systems, for example, power generation or process automation. Functional entities
specify the signaling system in a generic and product-independent manner. Typical
examples are elements on railway track layouts like signals, switches, buffer stops,
or axle counters (see also Fig. 4.12). The location is an aspect to define a position of
an entity, that is, it is another product-independent perspective on the railway design
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and thus important, for example, for construction or ensuring that distances between
elements fulfill the safety requirements.

The product perspective includes the semantics of each asset installed in
the signaling system and is typically captured by the life cycle data (PLM
data). Also, the PLM perspective is typically aggregated by sets of data, for
example, electricals, mechanicals, SW-configuration, commercials, or graphical
representation for documents as well as 3D-applications.

The coherency of these aspects is ensured within the design process. Depending
on the engineering activity the according project discipline is interested in a subset
of design data. The basic designer’s perspective typically covers functional as well
as locational aspects by defining the generic elements on the railway layout as well as
the overall systems architecture including its interfaces. The succeeding disciplines
specify the concrete products and their detailed data.

The following example illustrates the refinement of data based on a signal. The
functional or safety-related demand to control start/stop positions of trains is typically
part of the preliminary design (e.g., start/stop in railway stations, control the sequence
of train runs within the signaling system). Depending on the signaling companies
system it may be possible that this information is refined in the basic design process
and depending on the customers and safety acceptance.

The basic designer creates the railway track layout, the control table defining start
and stop points, as well as possible paths for trains and assigns the signal to the
interlocking system from where it is controlled.

Within the product design, the HW-designer defines the mechanical and electrical
relevant data by assigning the concrete trackside signaling equipment as well as the
indoor equipment to be installed in the cabinet and its wiring in between. The view
of the SW-designer is to set the data required to control the signal, for example,
setting of the IO-configuration to display the correct signal aspect. The designer of
the control center uses the set of data to display it for the dispatcher, set up the time
table system or interpretation of the diagnostic messages, etc.

4.5 Conclusion and Challenges on Engineering Tools,
Processes, and Data

In Sect. 4.1.3, challenges of the business and therefore on the domain-specific systems
are summarized. Of course, they also have an impact on the engineering process as
well as on its tools and data. With respect to the engineering of signaling systems,
the following challenges or main drivers on quality, safety, and security need to be
considered.
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4.5.1 Challenge: Long Lifecycles of Signaling Systems

Since signaling systems are in operation over several decades, also the accessibility of
its engineering data must be ensured. This demands high requirements on archiving
as well as on the ability to open and update data at each point in the lifecycle. For
this, either the original tools must still be available—that is challenging in rapidly
changing IT-infrastructures—or a safe and reliable data migration strategy is used
(see also Kuny 1997).

4.5.2 Challenge: Safety

Safety needs to be proven for final products, thus, tools providing engineering or run-
time data have to be approved according to safety requirements. To ensure this, the
safety standards accordingly describe technologies and processes for its development
and maintenance. A possible solution to ease the development of safety-critical tool
environments is a modular approach to distinguish between safety and non-safety-
related parts.

Furthermore, the design of a safety-critical signaling system must follow rules to
ensure the correctness of data. For this, the process and its engineering tools must
follow principles of user roles, process milestones, and approved data integrity.

4.5.3 Challenge: Digital Twin

Railway and rail operators shall be able to access and reuse up-to-date operational
as well as engineering data through the whole product life cycle of each product
at any time, for example, for optimization or maintenance scenarios. Thus, the
engineering data generated by tools has to be maintainable and accessible over
the very long product life cycle by several different stakeholders. Furthermore, they
must be capable of being integrated and to combine with other data sets, for example,
operational data, asset management data to derive new inferences.

4.5.4 Challenge: Variant Management

Signaling projects must ensure a high degree of flexibility on country or customer
needs, that is, the main systems are not COTS and information to be engineered
often differs. For this, the engineering tools must also support a high flexibility to
configure and integrate product variants for engineering tools and keep the high
degree regarding process automation. The basis for this is a generic metamodel on
data representation and semantics like, for example, railML or eCl@ss (Nash et al.
2004).
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4.5.5 Challenge: Reuse of Data

Tools shall support and enable the reuse of existing engineering data in upcoming
engineering processes, for example, for refurbishments of systems, for new products
or for other life cycle phases of the same product. Thus, the engineering processes
and used tools shall provide premises for reuse like product-independentengineering
processes; processes and tools to find, access, and select existing engineering data;
and processes to ensure data quality and validity (see VDI 3695 2010).

4.5.6 Challenge: Integrated Data Flow

Engineering data shall be consistent at any time through the tool chain/in different
tools. Thus, the tools must be integrated to enable the consistency requirements
without process interruptions or manual processes in-between. Possible solutions
are: a monolith system architecture or a common data exchange format that must be
able to represent all data types required in the signaling industry.

4.5.7 Challenge: Version Management and Updates

Parallel working within a discipline as well as interacting with other stakeholders
shall be enabled. Thus, the tools themselves require functionality to support
the processes (Holm et al. 2012) or require embedded measures like workflow
management systems (Seidel et al. 2017) or an engineering service bus (Sudindyo
et al. 2013) within processes that could be used. This data management contains
archiving of outdated data, traceability of changes, inconsistency checks especially
for parallel working, rule out data changes by third-party disciplines which are not
writer of this particular data, display of updated data made by others and notify users
about impact for tasks dedicated to the responsible engineer.

4.5.8 Challenge: Global Business and Collaboration

Due to increasing global supply chains, availability and accessibility became
important drivers. The possibility to access the engineering data from multiple
destinations, multiple parties with different roles and to create an underlying process
to ensure the quality, traceability, and especially security is a steady growing demand.
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Table 4.1 Impact matrix on quality, safety, and security

Challenge Quality Safety Security
Long lifecycles of signaling systems X X
Safety X

Digital twin X X
Variant management X X

Reuse of data X

Integrated data flow X X X
Version management and updates X X

Global business and collaboration X X
Data integrity between railway operator and constructor X X
Security on access of tools and data X

4.5.9 Challenge: Data Integrity Between Railway Operator
and Constructor

Exchange of digital engineering data between the railway operator and contractors
must ensure integrity. One challenge is the commitment on common data semantics
like railML. Furthermore, the sender must ensure correctness of data to be transferred
as it is guaranteed in a paper-driven process (see also Buder 2017).

4.5.10 Challenge: Security on Access of Tools and Data

Due to the increasing availability of engineering tools and their data, the
protection against unauthorized access becomes a higher demand compared to paper
documentation that is only available locally. Encryption technologies and methods
to restrict access are possible solutions.

A summary of the impact of the mentioned challenges with respect to quality,
safety, and security an overview is shown in Table 4.1.
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Chapter 5 )
On the Need for Data-Based s
Model-Driven Engineering

Alexandra Mazak, Sabine Wolny, and Manuel Wimmer

Abstract In order to deal with the increasing complexity of modern systems such
as in software-intensive environments, models are used in many research fields as
abstract descriptions of reality. On the one side, a model serves as an abstraction
for a specific purpose, as a kind of “blueprint” of a system, describing a system’s
structure and desired behavior in the design phase. On the other side, there are
so-called runtime models providing real abstractions of systems during runtime,
for example, to monitor runtime behavior. Today, we recognize a discrepancy
between the early snapshots and their real-world correspondents. To overcome this
discrepancy, we propose to fully integrate models from the very beginning within
the life cycle of a system. As a first step in this direction, we introduce a data-based
model-driven engineering approach where we provide a unifying framework to
combine downstream information from the model-driven engineering process with
upstream information gathered during a system’s operation at runtime, by explicitly
considering also a timing component. We present this temporal model framework
step-by-step by selected use cases with increasing complexity.

Keywords Model-driven engineering - Data-driven engineering - Model
repositories - Model profiling - Sequence mining

5.1 Introduction

The evolutionary aspect of engineering artifacts refers to the fact that they change
over time. Models in engineering processes are usually developed from initial ideas
to first drafts. They are then continuously revised, often by taking into account
feedback from engineers, until they are finally released. However, the feedback after
the release from the ongoing operation should also be reflected in those models to
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cover the complete life cycle of a system, meaning from design through runtime
and backward. This means that models should be used throughout and beyond the
life cycle of a system. For this purpose, we envision a new kind of adaptive model,
which we call “liquid model.” This term, firstly introduced in (Mazak and Wimmer
2016b), is used to stress that models as any kind of engineering artifact should not
be isolated and static but cooperative and evolutionary.

To realize this vision, models should be hosted in enhanced model repositories.
In such repositories, models are storable as integrated artifacts leading to a set
of interconnected models. Having this as a baseline, services for cooperation and
reactivity can be directly implemented and offered within the repository and, thus,
are reusable for all modeling tools that provide connections to the repository. The
same is true for collecting runtime information. Instead of building bilateral solutions
between each engineering tool and runtime environment, the central repository acts
as a mediator between the engineering tools and runtime environments. Overall,
the model repositories are becoming an engineering and operation backbone for
software-intensive systems, such as Cyber-Physical Systems (CPS), and may present
the next generation of modelware platforms in general.

In particular, the focus is on connecting runtime environments, such as different
Internet-of-Things (IoT) platforms, to model repositories to extract operational
models (i.e., models derived from data gathered during a system’s operation) and to
enable their connection to design models (i.e., models built during the design phase
of a system). Thus, specific services are needed to connect to runtime environments
and to deal with data streams, for example, in order to be able to efficiently react
to events occurring in highly distributed systems, however, not at data level but at
model level. This enables runtime models to be compared to design time models,
and if required to enhance the latter one with meta-information collected during a
system’s operation, which may be useful for decision-making. Therefore, the aim of
our approach of liquid models is to combine model-based downstream information
derived from the design phase with measurement-based upstream information
of an operating system by combining model-driven and data-driven techniques.
However, the implementation of such liquid models is not straightforward. The
implementation of this kind of models is highly interdisciplinary and can only
succeed if different techniques, methods, and approaches from various research
disciplines are interweaved.

The intention of this chapter is to present parts of our work, which we have
conducted within the scope of our 2-year research activities in the module Reactive
Model Repositories of the Christian Doppler Laboratory for Model-Integrated Smart
Production (CDL-MINT). In Sect. 5.2, we discuss related work and present research
challenges in each of the presented research fields. In Sect. 5.3, we present a unifying
framework to combine data-driven and model-driven techniques. For demonstration
purposes, Sect.5.4 presents selected use cases with increasing complexity for
illustrating the implementation of this framework. Finally, Sect. 5.5 concludes this
chapter and outlines future work.
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5.2 Related Work and Research Challenges

Several research directions are relevant to realize our goal to combine downstream
information from the model-driven engineering process with upstream information
gathered during a software system’s operation. This section summarizes approaches
and discusses challenges in the scientific communities related to model repositories,
runtime models, as well as process mining and data analytics. Firstly, we discuss
emerging model repositories as well as modeling approaches considering runtime
aspects in addition to model-driven design. Secondly, we survey techniques to deal
with operational data and to turn it into abstracted model representations. In this
context, we specifically highlight process mining and runtime models and give
insights in new directions of data analytics.

5.2.1 Model Repositories

Research concerning model repositories comprises mainly two areas: concurrent
modeling using a central repository to coordinate the editing of models (Brosch
et al. 2010; Koegel and Helming 2010) and scalability in storing and retrieving
models (Kolovos et al. 2013). The general services offered by a model repository
is to load a complete model from a repository and to store a complete model to a
repository. Other services, such as more fine-grained model loading or manipulation,
are often missing in most repositories (Basciani et al. 2014). Hartmann et al. (2014)
tackle this challenge by a versioning system for model elements, but the versions
must be explicitly introduced and managed in the versioning systems.

The scalability problems of loading large models represented by XML-based
documents into memory have been already recognized several years ago. One of the
first improved solutions for models is the Connected Data Objects! (CDO) model
repository, which enables to store models in all kinds of database back ends, such
as traditional relational databases as well as not only Structured Query Language
(NoSQL) (Davoudian et al. 2018) databases. CDO supports the ability to store and
access large-sized models due to the transparent loading of single objects on demand
and caching them. If objects are no longer referenced, they are automatically garbage
collected.

There are also several projects for storing very large Eclipse Modeling Framework
(EMF) models such as MongoEMF? or Morsa (Espinazo Pagan and Garcia Molina
2014). Both approaches are built on top of MongoDB.3 Furthermore, graph-based
databases and map-based databases are also exploited for model storage, such as

thttp://projects.eclipse.org/projects/modeling.emf.cdo.
2http://code.google.com/a/eclipselabs.org/p/mongo-emf.
3https://www.mongodb.com/de.
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done in Neo4EMF (Benelallam et al. 2014; Gomez et al. 2015) where also different
unloading strategies for partial models are explored (Daniel et al. 2014). Clasen
et al. (2012) elaborate on strategies for storing models in a distributed manner by
horizontal and vertical partitioning in Cloud environments. A similar idea is explored
in (Deak et al. 2013) where different automatic partitioning algorithms are discussed
for graph-based models. In addition to these research works, (Bergmayr et al. 2018)
conducted a systematic review on cloud modeling languages.

Challenge 5.2.1: Temporal Model Repositories

All mentioned approaches have in common that models are residing behind the walls
of the model repository without an appropriate connection to the environment, as
it is required, for example, for enabling to immediately react on anomalies within
a system’s operation during runtime. Thus, temporal model repositories are needed
to shift “static” models to evolutionary artifacts, where the focus is not only on the
current state to steer the system but also on the history of changes. Such temporal
model repositories are highly needed in application fields where models have to be
used throughout the complete system life cycle.

5.2.2 Runtime Models

There are several different approaches for runtime modeling. Blair et al. (2009)
show the importance of supporting runtime adaptations to extend the use of model-
driven engineering (MDE). They propose models that provide abstractions of systems
during runtime, the so-called operational models. These models are an abstraction
of runtime behavior. Due to this abstraction, different stakeholders can use the
models in various ways for runtime monitoring. Hartmann et al. (2015) combine the
concept of runtime models with reactive programming. Reactive programming aims
on enabling support for interactive applications, which react on events by focusing
on real-time data streams. For this purpose, a typical publish/subscribe pattern, well
known as observer pattern in software engineering (Vlissides et al. 1995), is used.
Khare et al. (2015) show the application of such an approach in the IoT domain.

Hartmann et al. (2015) define runtime models as a stream of model chunks, as it
is common in reactive programming. The models are continuously updated during
runtime; therefore, they grow indefinitely. With their interpretation that every chunk
has the data of one model element, they process them piecewise without looking at
the total size. In order to prevent the exchange of full runtime models, peer-to-peer
distribution is used between nodes to exchange model chunks. In addition, automatic
reloading mechanism is used to respond on events for enabling reactive modeling.
As the models are distributed, operations like transformations have to be adapted.
For this purpose, transformations on streams as proposed by Cuadrado and de Lara
(2013) as well as David et al. (2018) can be used.
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Challenge 5.2.2: Hosting Runtime Monitoring

The paradigm Models@run.time refers to the runtime adaptation mechanisms
that leverage software models to dynamically change the behavior of the system
based on a set of predefined conditions. While these approaches provide a model
infrastructure to instantiate models, they are not focusing on the history of changes
(e.g., state changes, value changes) during the system’s lifetime. For this purpose, a
framework is required that enables an automatic monitoring of systems by using the
aforementioned temporal model repositories.

5.2.3 Process Mining

Process mining (PM) techniques (van der Aalst 2012; van der Aalst et al. 2011)
analyze processes based on events stored in the so-called event logs. Therefore, these
techniques involve both event data and process models. In PM, logs are sequential
events recorded at runtime by an information system (Dumas et al. 2005). In this
context, Mannhardt et al. (2018) address the problem that low-level events recorded
by such information systems may not directly match high-level activities, which build
the basis of process owners for decision-making activities. Therefore, the authors
present a so-called guided Process Discovery Method (GPD) based on behavioral
activity patterns to translate low-level events into high-level ones. This approach
seems very similar to Complex Event Processing (CEP) introduced by Luckham
(2001). Generally, approaches based on CEP assume a stream of events over where
queries are evaluated. Whenever such a query matches a higher level, an activity
is detected. However, CEP does not consider the notion of process instance (i.e.,
case) like GPD, and in case of overlapping queries (e.g., shared functionalities), both
high-level activities would be detected (Cugola and Margara 2012). In addition, most
of the approaches based on CEP (e.g., in Biilow et al. 2013; Hallé and Varvaressos
2014) do not provide a complete discovery model as output like GDP.

For an efficient capturing of behavioral patterns, van der Aalst and his research
group introduce specialized algorithms (e.g., alpha-algorithm, inductive miner) to
extract knowledge from event logs (e.g., in van der Aalst 2012; van der Aalst et al.
2004). These algorithms produce outputs, for example, in the form of a Petri net,
which can then be easily converted into an appropriate process model such as a
BPMN model, UML activity diagram, etc. To automatically learn a control-flow
model from event data is challenging, but in recent years, many powerful discovery
techniques have been developed, as presented and discussed, for example, in (van der
Aalst 2018; van der Aalst et al. 2011). However, PM is not limited to a control-flow
perspective. There are further perspectives as introduced in (van der Aalst 2012) and
again summarized in (van der Aalst 2018), namely, (1) the organizational perspective
focusing on information about resources (e.g., people, systems, departments) hidden
in event logs, (2) the case perspective focusing on properties of cases, and (3) the
time perspective concerned with the timing and frequency of events.
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PM operates on the base of events that belong to cases (i.e., process instances)
that are already completed (van Dongen and van der Aalst 2005). Since such an
off-line analysis is not suitable for cases which are still in the pipeline, in (van der
Aalst 2012), the author proposes to support both on-line and off-line analyses by
mixing current data with historic data.

Challenge 5.2.3: Execution-Based Model Profiling

In PM, each event should have a case identifier (case ID), an activity name, and
a time stamp as a bare minimum. Unfortunately, logs generated during monitoring
automation systems such as software controllers or log documentations of model
executions do not meet this required minimum. Thus, it is hard to determine a case
ID for sensor data streams. Therefore, logs or data streams have to be preprocessed
in order to usefully apply PM algorithms appropriately for analyzing purposes. In
addition, current event processing technologies usually monitor only a single stream
of events at a time. Even if users monitor multiple streams from different sources,
they often end up with multiple “silo” views. A more unified view is required that
correlates with events from multiple streams of different sources as well as in different
formats.

5.2.4 Data Analytics

The term “data analytics” subsumes techniques examining big datasets to uncover
hidden patterns, unknown correlations, and other useful information that is used to
make better decisions. This motivates a technology shift to data-centric architectures
and operational models (Demchenko et al. 2014).

The steps that data passes through in most applications are the following:
acquiring, cleansing, storing, exploring, learning, and predicting (Pedersen 2017).
Mostly, the acquisition of information that derive from a big amount of data gathered
from heterogeneous sources is challenging. Since, there are very large data volumes
(Volume), data arrives very fast in the form of data streams (Velocity), and data
has varied and complex formats, types, and meanings (Variety) (Anagnostopoulos
et al. 2016; Laney 2001). These three big data properties (i.e., the 3Vs) put high
requirements on data storage (e.g., NoSQL, RDBMS), data processing (e.g., batch,
incremental, interactive), orchestration (scheduling, provisioning), and interfaces for
offering access points (e.g., SQL, script, graphical), to mention only four of six
pillars of the big data analytic ecosystem as introduced in (Khalifa et al. 2016).

As discussed in (Pedersen 2017), new data cycles are needed to handle big
multidimensional data, such as merging steps (doing several steps in combination),
hierarchical steps (steps inside steps), models in all steps (models for data acquisition,
storage, etc.) as well as a step for combining prediction and optimization, and the
new step prescribe. The goal of this latter step is to prescribe the right course of
action for optimizing a given goal (Pedersen 2017). All these steps are combined in
an iterative manner.
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For analysis purposes, the fulfilment of the 3Vs common data processing
technologies are not sufficient (Yaqoob et al. 2016). Therefore, there are a multitude
of techniques such as data mining firstly introduced in (Fayyad et al. 1996), machine
learning (Bishop 2007), anomaly detection (Chandola et al. 2009), predictive
analytics (Shmueli and Koppius 2011), and prescriptive analytics (Pedersen 2017).
At the end, the aim is to recognize new data models within big data, for example, to
recover existing patterns and to discover new ones (Domingos and Hulten 2001).

Challenge 5.2.4: Data Model Integration

An important challenge when linking data to runtime models is how to integrate data
from various sources with different formats (Microsoft Excel, XML, databases) to
get a useful representation. For this purpose, it is important to combine data analytic
technologies with model-driven technologies, such as model transformation engines.
For instance, the transformation of log files to models enables appropriate analysis
of statistical information such as anomaly detection or pattern mining.

Synopsis

One important open challenge, for linking design models to runtime models, is how
to combine advanced data analytics technologies and modeling technologies, such
as model transformation engines or model checkers, in order to get the best of both
worlds. This is a particular challenge toward a moving target, since there are still
some unsolved problems in these areas to be combined.

5.3 Approach for Enabling Data-Based Model-Driven
Engineering

In this section, we present from a theoretical point of view how to connect runtime
environments, for example, a traffic light system to temporal model repositories.
Additionally, we present specific techniques needed for dealing with data streams
to react efficiently to events occurring in physically distributed data sources at
runtime (see Sect. 5.4). We have investigated the research issues about the extended
usage of models also during operation to enable temporal model repositories for
allowing runtime monitoring, execution-based model mining, as well as design
model enhancement in order to address the challenges discussed in Sect.5.2. The
approach is divided into two main contributions.

Contribution 1: Managing Temporal Models

For managing temporal models, we need a framework that deals with the challenges
of temporal model repositories and hosting runtime monitoring (see Challenge 5.2.1
and Challenge 5.2.2 in Sect. 5.2). To tackle these challenges, we consider them from
two different perspectives: (1) a model-driven perspective and (2) a data-driven one.
In addition, communication from models to the environment should be enabled
at runtime. For instance, events can be used to establish a reactive exchange of
messages.
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Table 5.1 Assignment of the contributions to the challenges including the associated use cases

Contribution 1  Contribution 2 Usecase 1  Usecase2 Use case 3

Challenge 5.2.1 Vv v

Challenge 5.2.2 Vv v v v
Challenge 5.2.3 v v v

Challenge 5.2.4 v v

Contribution 2: Evolutionary Model Mining

Evolutionary model mining is an umbrella term covering the evolutionary aspect of
engineering artifacts (i.e., class diagram, state machine) for describing their changes
over time (e.g., state changes, value changes). Monitoring this evolution bases on
data collected over time from executions. The integration and unification of this
observed data is a cross-disciplinary challenge, where MDE techniques have to be
combined with mining techniques, such as process mining and multivariate statistics,
for enabling an incremental evolutionary model mining process. Thereby, the so-
called model profiles are automatically generated from execution logs of running
systems (see Challenge 5.2.3 in Sect. 5.2). Using this execution-based model profiling
as transformation of log files to models enables appropriate model mining, for
example, to check whether the code generator works as intended (see Challenge 5.2.4
in Sect.5.2). Table 5.1 shows the assignment of our contributions to the identified
challenges and the selected use cases.

It should be mentioned that for the implementation of our contributions, basic
technologies are applied to collect data from different data sources. These data
streams are combined into topics, which are used for further investigations and
analyses. All contributions therefore work with data from the extended system.

5.3.1 Temporal Model Framework

First, we analyzed research directions in the field of temporal models. Current
evolving models are stored in model repositories, which often rely on existing
versioning systems or standard database technologies. These approaches are
sufficient for hosting different versions of models, which are stored separately.
However, the time dimension is often not explicitly represented and accessible
(Bill et al. 2017a). In order to support use cases where models are used not only
in the system design phase but also in simulation and runtime environments, a
more explicit representation of time is needed in order to reason about temporal
aspects such as model element changes (Bill et al. 2017a). Thus, a framework is
needed where such temporal aspects are explicitly taken into account. Thereby, there
are certain challenges to be dealt with such as storage, consistency, access, and
visualization (Bill et al. 2017a,b). The need for an explicit time component is also
identified by standardization bodies such as the Object Management Group (OMG).
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Currently, the OMG is working on a new version of the Systems Modeling Language
(SysML) where enhancements are planned to have a timing component in models,
which is an important issue, for example, for modeling continuous and discrete
systems.

This development coincides with the findings from our systematic mapping
study (Wolny et al. 2019). On the basis of these findings, we develop a temporal
model framework dealing with downstream information from the MDE process with
upstream information gathered at runtime through system executions (Mazak et al.
2016). Figure 5.1 presents this framework starting with an MDE perspective and
ending up in a data-driven one.

Starting with an MDE perspective at design time, we choose a modeling language
such as UML, SysML, or a domain-specific language (DSL) for describing a domain
of interest, for example, a software controller for a multipurpose machine. The output
of this model engineering process is a model that has to conform to this language.
This means that all elements of this model can be instantiated from the corresponding
classes of the metamodel (see Fig.5.1 on the left hand side, the relation between
modeling and metamodeling level) (Brambilla et al. 2017). In a next step, this design
model acts as input for a code generator by which an artifact, for example, code in case
of software, is automatically generated. For such a vertical transformation from the
modeling to the realization level, we employ a Model-to-Text (M2T) transformation
(see Fig.5.1 on the left hand side, the arrow from automation level to realization
level). By deploying this M2T transformation, model elements are automatically
transformed to corresponding code statements (Brambilla et al. 2017).

In order to be able to access data logs from a currently running code at an
execution platform, we need a special language for specifying specific runtime
models over time. We call this language “runtime history language” (see Fig. 5.1 in
the middle, data-driven perspective). Since we are interested in all model elements

Model-driven Perspective Data-driven Perspective

«refersTo»

Lo Sl
Level Modeling Language Language

| «conformsTo»

Mining Layer

Process Mining
Tools
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g =/
(Hidden) Markov
Models
Realization D D Artifact D D
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EA Sequence Miner
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Fig. 5.1 Overview of the temporal model framework
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that could change during runtime, this language has to refer to the operational
semantics of the used modeling language (see Fig. 5.1, «refersTo» relation between
runtime history language and modeling language). As discussed in (Brambilla et al.
2017), the operational semantics defines the meaning of the used modeling language.
In particular, running systems can only be generated from executable models. A
model is executable if its operational semantics is fully specified (Brambilla et al.
2017). This means that operational semantics defines everything that is changing
in a system at runtime, for example, attribute values, or the current state of the
system or its components. Therefore, we have to define a so-called «observe»
stereotype for annotating selected model elements to ensure that these elements
are automatically recognized by the code generator as additional log information.
Thus, the runtime history language determines which runtime changes should be
logged (e.g., state changes, attribute value changes, etc.) by influencing the logging
of the code generator as a kind of meta-logging language (see Fig.5.1, the arrow
from the runtime history language to the extended code generator). In addition to
operational semantics, the approach is based on translational semantics in the form
of code generators to produce code for a concrete platform to realize the software
system (see Fig.5.1 on the left hand side, automation level to realization level). By
this, it is feasible to continuously monitor system changes at the model layer than as
usually common at the data layer so far.

This modus operandi enables to generate specified model profiles already at design
time (Kadam et al. 2017; Mazak and Wimmer 2016a) and could be seen as a kind of
embedded data wrangling. Thus, we do not need time-consuming algorithms in the
preprocessing phase of data analytics for extracting profiles afterward at the mining
layer from massive datasets (see Fig. 5.1 on the right hand side, mining layer). This
means that the generated runtime history models have already a specific meaning
when used as input at this layer. For instance, these models can be used as input
(1) for PM tools to discover process models out of the running code (Mazak and
Wimmer 2016a); (2) for an object-oriented visualization of communication among
systems components by employing the Enterprise Architect Sequence Miner, a plug-
in of the Enterprise Architect that we developed and implemented in the course of
our research work (Mazak and Wimmer 2017); or (3) for computing Hidden Markov
Models to analyze information, which is not directly observable or measurable at
runtime (Mazak et al. 2017).

5.3.1.1 First Realization of the Temporal Model Framework

Figure 5.2 presents a first version of realizing our temporal model framework
approach at the metamodeling level (see Fig.5.1, model-driven perspective). We
choose a simple subset of UML for modeling class diagrams and state machines,
which we call CSC (Class State Chart) modeling language. The upper part of Fig. 5.2
defines the structural as well as behavioral aspects of a system to be modeled at design
time. The lower part of Fig. 5.2 shows the runtime history language, corresponding
to the CSC language, which defines the structure of the model profiles to be logged
at runtime.
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The class LOG represents a logging session of a running software system with a
registered start and end (see Fig.5.2, observationStart, observationEnd).
A log is a composition of process instances related to the state machine (see Fig. 5.2,
the relationTo relationship symbolized by the arrow from ProcessInstance
to StateMachine). In cases where we do not have a clearly defined start/end, as itis
the case in our first example of a traffic light system, the stereotypes «<case _start»
and «case_end» are defined for capturing single runs of a state machine during
operation. A ProcessInstance represents a composition of log entries (see
Fig.5.2, LogEntry) with a time stamp for sequential order. The time stamp
indicates when the entry is registered. The specific types of the generalized log entry
has to refer to the operational semantics of the modeling language (see Sect. 5.2).
Through the annotated «observes stereotype, AttributeValueChanges,
TransitionFirings,OperationCalls,and StateChanges areautomat-
ically logged as model profiles for further analysis at the mining layer (see Fig. 5.1,
mining layer).

In the following section, we demonstrate the temporal model framework based
on selected use cases.

5.4 Realization by Selected Use Cases

In this section, we demonstrate the usefulness of the temporal model framework
for enabling data-based model-driven engineering on three selected use cases with
increasing complexity. We are starting with a simple use case of a traffic light system
for pedestrians and cars (Mazak et al. 2016), followed by a use case of a self-driving
car (Mazak and Wimmer 2017) provided by our project partner in the CDL-MINT,
and ending up with a lab-sized production system provided by the Otto von Guericke
University Magdeburg (Artner et al. 2017; Mazak et al. 2018, 2017).

5.4.1 Use Case I: Traffic Light System

The first use case of a traffic light system mainly bases on preliminary research work
presented in (Mazak and Wimmer 2016a; Mazak et al. 2016). Figure 5.3 shows
a picture of the hardware and two perspectives on this system, which are early
blueprints. The class diagram contains the class TrafficLightController
describing the structure of the traffic light system. This controller consists of lights
for pedestrians (pedG for pedestrian green, pedGR for pedestrian red), lights for cars
(carGforcar green, carR for car red, and carY for car yellow), and a blink counter
(bc). The state chart describes the states the TrafficLightController can
take during runtime with different light settings. The controller starts in an initial
SafetyState, which is only reached during initialization, and then switches
through different states based on which the lights should be switched on and off during
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TrafficLightController
bc:int=0
carG: {on,off}
carR : {on,off}
carY : {on,off}
pedG : {on,off}
pedR : {on,off}
1sec [bc<=5] /be++
N ( 1)
SafetyState |, .. ( Car -> green 1sec Ped -> red 1sec [bc>5] /be=0 Ped -> blink
carG = off carR = off pedR =on entry /pedG = on
@ cary =off carG=on J/ - J
carR =on Ssec
pedG = off 2 ( 1
pedR =on ( Car -> yellow 2sec Car -> red 1sec Ped ->red
carG = off carY = off pedR = off
carY=on \carR =on )

edG = on

Fig. 5.3 CSC model: class diagram and state machine of the traffic light system (Mazak et al.
2016)

operation. Both models conform to the CSC metamodeling language presented in
Sect.5.3.1.1.

Based on this CSC metamodeling language and the extended CSC runtime history
language (both presented in Fig.5.2), we develop an M2T transformation as code
generator to transform CSC models to executable Python code. This enables us to
automatically logging At tributevValueChanges and StateChanges during
the system’s operation by the «observe» stereotype (see Sect. 5.3). Figure 5.4 shows
the implementation workflow for realizing the data-based model-driven engineering
approach for this use case.

Firstly, the CSC model of the traffic light system is used as input for the code
generator (CSC2Python) to produce automatically Python code for the Raspberry
Pi execution platform (see Fig.5.4, vertical transformation on the left hand side
from the CSC model to the Python code running at Raspberry Pi). Secondly, during
execution, the Raspberry Pi generates JSON“ logs which are further processed
in a log recording microservice, which we have implemented as data collector
(see Fig. 5.4, in the lower part). This service stores the log information as runtime
history models in the model repository Neo4EMF,> a NoSQL database. Thirdly,
for analyzing these runtime history models, selected as model profiles, we use
ProM Lite® (a PM tool) at the mining layer (see Fig. 5.1, mining layer). For loading
the model profiles in ProM, we have to transform them to a specific workflow
format basing on an XSD schema. For this purpose, we employ a Model-to-Model
(M2M) transformation (Brambilla et al. 2017) for transforming the model profiles to
appropriate workflow instances. Based on this M2M transformation, we are able to

“https://www.json.org/.
Shttps://www.neoemf.com/.
Shttp://www.promtools.org/doku.php.
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Fig. 5.4 Deployed traffic light system (Mazak et al. 2016)

discover different kinds of PM models for analyzing structural as well as behavioral
aspects of the traffic light system at the mining layer. For more insights into PM and
its techniques and algorithms, we refer the interested reader to (van der Aalst 2012,
2018; van der Aalst et al. 2004, 2011).

Figure 5.5 shows a Petri net as output generated by ProM Lite based on the
alpha++ algorithm. Through a manually performed alignment, we could check if
the model profile of state changes corresponds to specified parts of the state chart
(see Fig. 5.3, at the bottom). In addition, this enables us to validate the implemented
CSsc2Python code generator for correctness. In a further example, we checked if
the condition (i.e., invariant) holds by logging the AttributeValueChanges
(see Fig. 5.2, CSC_Runtime History Language) of the blink counter of the pedestrian
light (see Fig. 5.3, Ped—blink). This enables us to detect, for example, if there
were any unexpected events during runtime, such as failures of the blink counter,
etc.

5.4.2 Use Case 2: Self-Driving Car—PiCar

The second use case of a self-driving car, the so-called PiCar, mainly bases on
our research work presented in (Mazak and Wimmer 2017). PiCar is a simple
automated system equipped with a software controller, sensors, and two actuators
MotorControl and ServoControl. Figure 5.6 shows the modeled behavior
of this car described by a state machine at design time using SysML as modeling
language.

In this use case, from a mining layer perspective, we are interested in the
frequency of actual executed operations of the two actuators, MotorControl
and ServoControl (see Fig.5.2, OperationCalls). The state machine
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Fig. 5.6 SysML state machine of the PiCar at design time

presented in Fig.5.6 shows that there are in total nine possible sequences of
operation calls such as drive forward — steer left,drive forward
— steer straight, and drive forward — steer right, to show
exemplary three of it. We call these sequences “episodes” according to common
sequential mining approaches (Han et al. 2007; Tax et al. 2016).

Similar to the traffic light example, we present in Fig. 5.7 the technical realization
of the PiCar use case. As input, we take the SysML state machine for the so-called
“VanillaSource” code generator, a product provided by our project partner in the
CDL-MINT. We extended this code generator by a logging component based on the
«observe» stereotype in order to log automatically operation calls during runtime.
The VanillaSource code generator generates the Python execution code of the PiCar-
software controller running on a Raspberry Pi. At runtime, the car is autonomously
driving in an environment and stops, reverses, and changes its direction whenever
barriers are detected by the sensors. Based on the predefined logging structure in
the code generator, we get the data of realized episodes between the two actuators in
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Fig. 5.8 Realized episodes of the PiCar in a certain environment setting

a CSV format, as following: a caselD, a time stamp, a lifeline, an activity, message
parameters, and the information if the method call is a request (REQ) or a response
(RES) (see Fig. 5.7, excerpt of the CSV file at the bottom).

In a first variant (see Fig. 5.7, circled 1), we use model profiles as input for our
Enterprise Architect Sequence Miner (Hafner et al. 2018), a plug-in which we have
developed for the Enterprise Architect” (EA). The EA is a modeling tool distributed
by our project partner of the CDL-MINT. The EA sequence miner performs a Text-
to-Model (T2M) transformation by transforming runtime history models, in the form
of CSV files, automatically into sequence diagrams, which can be visualized in the
EA. An excerpt of such an automatically generated sequence diagram for our use
case is presented in Fig.5.7, on the right hand side at the top. Such a diagram
visualizes an object-oriented communication among the system components of the
car. The software controller (see Fig. 5.7, first lifeline) acts as a kind of interaction
manager. It continuously reads data from the sensors and sends operation calls to the
two actuators, which then execute these operations.

Unfortunately, such a sequence diagram can become very long, confusing, and
unreadable. Therefore, we adapted our approach in a second variant (see Fig.5.7,
circled 2). For this purpose, we use the runtime history models as input of an
M2M transformation to transform them into an adjacency matrix and further into
a Markov chain. This second variant mainly bases on preliminary research work
presented in (Mazak and Wimmer 2017; Mazak et al. 2017). The Markov chain in
the form of a digraph (see Fig. 5.8, at the right hand side) shows the realized episodes
between MotorControl and ServoControl. For better readability, we present
a textual summary on the left hand side of Fig. 5.8. In a certain environment setting
(we let the car drive in the corridor of our institute and set up some barriers), six of
nine possible episodes were actually realized. In addition, the transition probabilities
on the digraph may be used, for example, to predict the driving behavior of the car for
certain settings. As opposed to the EA-based sequence diagram, this graph provides
a clear overview and makes it easier to compare the outcome with parts of the initial
SysML state machine (target/actual comparison).

7https://www.sparxsystems.de/uml/neweditions/.
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5.4.3 Use Case 3: Lab-Sized Production System

In this last use case, we present a reverse engineering approach where we gather
logs from machines during operation in the form of raw sensor data. As case study
example, we employ the lab-sized production system hosted at IAF® of the Otto
von Guericke University Magdeburg. This use case is based on our research work
started in (Artner et al. 2017; Wimmer et al. 2017) and continued in (Mazak et al.
2017). In this third use case, we are interested on properties which cannot be directly
measured during operation, such as workload and performance bottlenecks. These
properties are also known as nonfunctional properties. For this purpose, we collect
data through sensors attached on machines, turntables, and conveyor belts in each
area of a lab-sized production system (see Fig. 5.9). In this example, we focus on the
resources of area 2 as follows: one multipurpose machine, four turntables, and three
conveyor belts. In order to compute certain workload characteristics, we are analyzing
the utilization of these resources based on the duration of executed operations, the
so-called operation durations.

By logging and recording these operation durations per resource in a time series
database (TSDB), we are able to compute the utilization of each resource as hidden
states by a Hidden Markov Model. Based on this model, we are able to automatically
generate a workload matrix for all resources of area 2 (Artner et al. 2017; Mazak
et al. 2017). We use InfluxDB® as TSDB to handle the massive amount of time-
stamped data generated in this use case. Figure 5.10 presents the outcome for which
we build a model editor!® to get a probabilistic finite state automaton for enabling
a better overview as well as decision support. The figure shows this automaton
for an exemplary manufacturing process, which we have really executed in area 2.
We routed workpieces through this area to process them on the turntables (T1 to
T4), the conveyor belts (C1 to C3), and the multipurpose machine (M1). Thereby,
each workpiece coming from area 1 as input was routed and processed through
the individual work units before they were transported to area 3 as new input (see
Fig.5.9).

The think time (Fig.5.10, thinkT) is the average time of requests (start of an
operation) and responses (completion of an operation) for a single workpiece. The
total time (Fig.5.10, totalT) is the sum of think time, this means the time all
workpieces are processed at a specific resource (e.g., Turntable T2)in a certain
scenario. The total time is taken for approximating the utilization of each specific
resource of area 2.

As shown in Fig. 5.10, the conveyor belt C1 and the turntables T2 and T3 have a
high processing frequency, which indicates a longer waiting time for workpieces to
be processed. This fact may increases the need for a higher buffer size. Additionally,

Shttp://www.iaf-bg.ovgu.de/en/lueder.html.
https://www.influxdata.com/.
10https://cdl-mint.big.tuwien.ac.at/case-study-artefacts-for-case-2017/.
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the figure shows one bottleneck. There is a backward routing from turntable T3 to
the multipurpose machine M1 and further to turntable T2 and the conveyor belt C1.
However, it does not make sense, since there is no further backward routing possible,
only forward routing (see Fig. 5.10, red circle).

In an additional scenario of the lab-sized production system, firstly presented
in (Mazak et al. 2018), we implemented the t-digest algorithm introduced by Dunning
(2014). This algorithm is a kind of probabilistic data structure especially used for
anomaly detection. This means to detect unexpected behavior or outliers. In this
scenario, we use it for detecting performance bottlenecks. For this purpose, we
approximate a so-called perfect timing for processing workpieces made of various
materials (wood, aluminum, and titanium) for the process of transportation as well
as the machining operations drilling and milling. These approximations are based on
SPS cycle time and domain expert knowledge. For the computations, we used each
with a dataset of 50.

In a next step, we applied the t-digest algorithm to calculate an anomaly detector.
Based on this anomaly detector and the datasets, we additionally calculate acceptable
deviations as upper and lower bounds for each material and working process
(transportation, drilling, and milling). We used the anomaly detector as well as the
lower and upper bounds for defining monitoring alarms by Grafana!! for our TSDB.
Based on these benchmarks, an alert is given whenever one of the thresholds will be
exceeded or fallen below. In one of the scenarios, alerts occurred for workpieces of
aluminum with a thickness of 125 mm. We found out that this alarm appeared due
to a delay sometimes occurred during transportation at the conveyor belt C2, caused
by a jamming of the workpiece.

5.5 Conclusion and Outlook

In order to meet the challenges we discussed in Sect.5.2, a well-defined mix of
MDE, data-driven engineering, reverse engineering, PM, performance engineering,
and data analytics is required. We presented that there is currently emerging research
work in progress focusing on runtime phenomena, runtime monitoring, and runtime
analytics for enabling a high assurance in software and systems engineering. All
these techniques, methods, and approaches aim at better understanding the concrete
data and events used in or by a system as well as to be able to focusing on particular
aspects whenever needed.

In this context, we have shown that we could further advance the research work
in this direction by introducing a unifying temporal model framework dealing with
downstream information from the model-driven engineering process and upstream
information gathered during a system’s operation at runtime. For realizing such a
framework that combines two perspectives with each other, one at design time and

Uhttps://grafana.com/.
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one at runtime, we presented two contributions: (1) managing temporal models and
(2) evolutionary model mining. In the presented use cases, we were focusing on
the difference between design models, needed for realizing a system, and runtime
models, used for describing how a (software) system is actually realized and how
it is operating in certain environments. Thereby, model profiles are generated
automatically from execution logs of software systems during operation. First
outcomes of our different use cases showed the feasibility and usefulness of a
temporal model framework as well as the analyzed data of operating systems at
model level instead of data level.

In future work, we will extend this framework by query components based on, for
example, Complex Event Processing (CEP), firstly introduced in (Luckham 2001) for
implementing a continuous behavior mining during runtime. Thereby, event queries
are used to automatically validate states of continuous systems by producing time
series for their observable variables based on sensor value streams. This further
approach allows us to identify and verify system states/events based on various raw
sensor data. A first promising approach in this direction is presented in (Wolny et al.
2017).
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Chapter 6 )
On Testing Data-Intensive Software Shethie
Systems

Michael Felderer, Barbara Russo, and Florian Auer

Abstract Today’s software systems like cyber-physical production systems or big
data systems have to process large volumes and diverse types of data which heavily
influences the quality of these so-called data-intensive systems. However, traditional
software testing approaches rather focus on functional behavior than on data aspects.
Therefore, the role of data in testing has to be rethought, and specific testing
approaches for data-intensive software systems are required. Thus, the aim of
this chapter is to contribute to this area by (1) providing basic terminology and
background on data-intensive software systems and their testing and (2) presenting
the state of the research and the hot topics in the area. Finally, the directions
of research and the new frontiers on testing data-intensive software systems are
discussed.

Keywords Data-intensive systems - Data engineering - Cyber-physical
production systems - Software testing - Data quality

6.1 Introduction

Information technology is evolving toward a kind of software-intensive systems that,
more and more extensively, collect, integrate, process, and analyze large data volumes
that have to be processed with high velocity coming from a number of diverse data
sources, the so-called big data. Examples for such data-intensive systems can be found
in all domains (e.g., finance, automotive, production) and all types of systems (e.g.,
information systems and cyber-physical systems). Especially also, large and long-
running cyber-physical systems that can be found in manufacturing plants are today
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data- and software-intensive as they are controlled by software and have to process
large volumes and different types of data in realtime (see Sect. 6.4). The rapid growth
of such systems is generating a paradigm shift in the field of software engineering.
We are moving from traditional software engineering, which is functionality-centric,
toward modern software and data engineering, which is data-centric and where
the functionality is driven by the availability of data. Modern systems collect raw
data from the users and their personal devices (like smart watches) and from the
environment and its smart objects (like sensors in industrial plants), as well as
higher-level data coming from information providers like social platforms, open-
data sites, and data silos. Also, different types of data like image, sound, video, or
textual data have to be taken into account. Beyond functionality, the success (and
added value) of such systems is tied to the availability of the data that is processed
as well as its quality.

Data-intensive (software) systems are therefore becoming increasingly prominent
in today’s world, where the collection, processing, and dissemination of ever-larger
volumes of data have become a driving force behind innovation. However, data-
intensive systems also pose new challenges to quality assurance (Hummel et al. 2018)
and especially testing. Testing software-intensive systems has traditionally focused
on verifying and validating compliance and conformance to specifications, as well as
some general nonfunctional requirements. Data-intensive systems require a different
approach for testing and analysis, moving more toward exploring the system, its
elements, behavior, and properties from a big data and analytics perspective to help
decision-makers respond in realtime (e.g., for cyber-physical systems). The behavior
and, therefore, the expected test result can often not be specified precisely but only
with a statistical uncertainty. For instance, the movement of a robot to assemble a
part of a car can often not sufficiently be specified in an explicit way but based on
machine learning algorithms with uncertainty.

As the area of data-intensive (software) systems and their testing is not well
investigated so far, this chapter contributes by defining the main terminology and
exploring existing approaches and promising future directions.

The chapter is structured as follows. Section 6.2 presents background on software
testing and data quality. Section 6.3 defines what a data-intensive (software) system is
and what main challenges to its quality assurance exist. Section 6.4 discusses cyber-
physical production systems as an example for data-intensive systems. Section 6.5
presents an exploratory literature study on testing data-intensive software systems.
Section 6.6 discusses existing approaches to testing data-intensive systems and future
directions. Finally, Sect. 6.7 concludes the chapter.

6.2 Background

In this section, we cover background on software testing and data quality.
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6.2.1 Software Testing

Software testing (or software-intensive system testing) is a part of the overall
engineering process of cyber-physical systems and can be defined as the process
consisting of all lifecycle activities, both static and dynamic, concerned with
planning, preparation, and evaluation of software-intensive products, systems and
services, and related artifacts to determine that they satisfy specified requirements,
to demonstrate that they are fit for purpose, and to detect defects (ISTQB 2012).
This broad definition of testing comprises not only dynamic testing activities like
classic unit or system testing but also static testing activities, where artifacts are not
executed, like static analysis or reviews. The tested software-based system is called
system under test (SUT). Traditional dynamic testing evaluates whether the SUT
behaves as expected or not by executing a test suite, that is, a finite set of test cases
suitably selected from the usually infinite execution domain (Bourque and Dupuis
2014). In a generic sense, dynamic testing can also be defined as evaluating software
by observing its execution (Ammann and Offutt 2016), which may also subsume
runtime monitoring of live systems.

After executing a test case, the observed and intended behaviors of an SUT
are compared with each other, which then results in a verdict (Felderer et al.
2016). Verdicts can be either of pass (behaviors conform), fail (behaviors don’t
conform), or inconclusive (not known whether behaviors conform) (ISO/IEC 1994).
A test oracle is a mechanism for determining the verdict. The observed behavior
may be checked against user or customer needs (commonly referred to as testing
for validation) or against a specification (testing for verification). So the oracle
compares an expected output value with the observed output. But this may not
always be feasible, especially in the context of data-intensive software systems.
For instance, consider data-intensive systems that produce complex output, like
complicated numerical simulations or varying output based on a prediction model,
where defining the correct output for a given input and then comparing it with the
observed output may be nontrivial and error-prone. This problem is referred to as
the oracle problem, and it is recognized as one of the fundamental challenges of
software testing (Weyuker 1982). Metamorphic testing (Segura et al. 2016) is a
technique conceived to alleviate the oracle problem. It is based on the idea that often
it is simpler to reason about relations between outputs of a program than it is to fully
understand or formalize its input-output behavior.

A failure is an undesired behavior. Failures are typically observed (by resulting
in verdict fail) during the execution of the system under test. A fault is the cause of
a failure. It is a static defect in the software, usually caused by human error in the
specification, design, or coding process. During testing, it is the execution of faults
in the software that causes failures. Differing from active execution of test cases,
passive testing only monitors running systems without interaction.

Refining previous classifications (Utting and Legeard 2007; Felderer et al. 2016),
testing can be classified utilizing the three dimensions: test objective, test level, and
execution level (see Fig. 6.1).
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Fig. 6.1 Testing dimensions: test level, test objective, and execution level of traditional software
testing

Test objectives are reasons or purposes for designing and executing a test. The
reason is to check either the functional behavior of the system or its nonfunctional
properties. Functional testing is concerned with assessing the functional behavior of
an SUT, whereas nonfunctional testing aims at assessing nonfunctional requirements
with regard to quality characteristics like security, performance, conformance,
reliability, maintainability, or usability.

The test level addresses the granularity of the SUT and can be classified into
component, integration, and system testing. It also determines the test basis, that
is, the artifacts to derive test cases. Component testing (also referred to as unit
testing) checks the smallest testable component (e.g., a class in an object-oriented
implementation or a single electronic control unit) in isolation. Integration testing
combines components with each other and tests those as a subsystem, that is, not
yet a complete system. System testing checks the complete system, including all
subsystems. A specific type of system testing is acceptance testing where it is
checked whether a solution works for the users of a system. Regression testing is a
selective retesting to verify that modifications have not caused side effects and that
the SUT still complies with the specified requirements (Radatz et al. 1990).

The execution level addresses whether and how the SUT is executed. Static testing
checks software development artifacts (e.g., requirements, design, or code) without
execution of these artifacts. Dynamic testing actively executes a system under test
and evaluates its results.

The process of testing comprises the core activities test planning, design,
automation, execution, and evaluation (ISTQB 2012). According to (ISTQB 2012),
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test planning is the activity of establishing or updating a test plan. A test plan is a
document describing the objectives, scope, execution levels, approaches, resources,
and schedule of intended test activities. It identifies, among others, concrete
objectives, the features to be tested, the test design techniques, and exit criteria
to be used and the rationale of their choice. A test objective is a reason, which can be
to check either the functional behavior of a system or its nonfunctional or (software)
quality properties, for designing and executing a test. Exit criteria are conditions
for permitting a process to be officially completed. They are used to report against
and to plan when to stop testing. Adequacy criteria like coverage criteria aligned
with the tested feature types and the applied test design techniques are typical exit
criteria. Once the test plan has been established, test control begins. It is an ongoing
activity in which the actual progress is compared against the plan which often results
in concrete measures.

During the test design phase, the general testing objectives defined in the test
plan are transformed into tangible test conditions and abstract test cases. In criteria-
based test design, one designs test cases that satisfy specific engineering goals such
as coverage criteria. In human-based test design, one designs test cases based on
domain knowledge of the system and human knowledge of testing. Test automation
comprises tasks to make the abstract test cases executable. This includes tasks like
preparing test harnesses and test data, providing logging support, or writing test
scripts which are necessary to enable the automated execution of test cases. In the
test execution phase, the test cases are then executed, and all relevant details of the
execution are logged and monitored. Finally, in the test evaluation phase, the exit
criteria are evaluated, and the logged test results are summarized in a test report.

6.2.2 Data Quality

Quality, in general, has been defined as the totality of characteristics of a product
that bear on its ability to satisfy stated or implied needs (ISO 1994). This generic
definition can be instantiated to software and data quality, as capability of a software
and data product, respectively, to satisfy stated and implied needs when used under
specified conditions. For software systems, according to ISO/IEC 25010 (ISO/IEC
2011), these quality characteristics are functional suitability, performance efficiency,
compatibility, usability, reliability, security, maintainability, and portability for
product quality as well as effectiveness, efficiency, freedom from risk, and context
coverage for quality in use. According to ISO/IEC 25012 (ISO/IEC 2008) data quality
characteristics in the context of software development can be classified into inherent
and system-dependent data characteristics.

Inherent data quality refers to the degree to which data quality characteristics have
the intrinsic potential to satisfy stated and implied needs when data is used under
specified conditions. From the inherent point of view, data quality refers to data
itself, in particular to data domain values and possible restrictions (e.g., business



134 M. Felderer et al.

rules governing the quality required for the characteristic in a given application),
relationships of data values (e.g., consistency), and meta-data.

System-dependent data quality refers to the degree to which data quality is reached

and preserved within a system when data is used under specified conditions. From
this point of view, data quality depends on the technological domain in which data are
used, and it is achieved by the capabilities of systems’ components such as hardware
devices or sensors (e.g., to make data available or to obtain the required precision)
as well as system and other software (e.g., backup software to achieve recoverability
or data processing software).

According to ISO/IEC 25012 (ISO/IEC 2008), inherent data quality characteris-

tics are:

Accuracy, that is, the degree to which data has attributes that correctly represent
the true value of the intended attribute of a concept or event in a specific context
of use.

Completeness, that is, the degree to which data has attributes that are free from
contradiction and are coherent with other data in a specific context of use. It can
be either or both among data regarding one entity and across similar data for
comparable entities.

Credibility, that is, the degree to which data has attributes that are regarded as
true and believable by users in a specific context of use. Credibility includes the
concept of authenticity (the truthfulness of origins, attributions, commitments).
Currentness, that is, the degree to which data has attributes that are of the right
age in a specific context of use.

According to ISO/IEC 25012 (ISO/IEC 2008), inherent and system-dependent

characteristics are :

Accessibility, that is, the degree to which data can be accessed in a specific
context of use, particularly by people who need supporting technology or special
configuration because of some disability

Compliance, that is, the degree to which data has attributes that adhere to
standards, conventions, or regulations in force and similar rules relating to data
quality in a specific context of use

Confidentiality, that is, the degree to which data has attributes that ensure that it
is only accessible and interpretable by authorized users in a specific context of
use

Efficiency, that is, the degree to which data has attributes that can be processed
and provide the expected levels of performance by using the appropriate amounts
and types of resources in a specific context of use

Precision, that is, the degree to which data has attributes that are exact or that
provide discrimination in a specific context of use

Traceability, that is, the degree to which data has attributes that provide an audit
trail of access to the data and of any changes made to the data in a specific context
of use



6  On Testing Data-Intensive Software Systems 135

* Understandability, that is, the degree to which data has attributes that enable it
to be read and interpreted by users and are expressed in appropriate languages,
symbols, and units in a specific context of use

According to ISO/IEC 25012 (ISO/IEC 2008), system-dependent characteristics
are :

* Availability, that is, the degree to which data has attributes that enable it to be
retrieved by authorized users and/or applications in a specific context of use

* Portability, that is, the degree to which data has attributes that enable it to be
installed, replaced, or moved from one system to another, preserving the existing
quality in a specific context of use

* Recoverability, that is, the degree to which data has attributes that enable it to
maintain and preserve a specified level of operations and quality, even in the event
of failure, in a specific context of use

Big data is a term used to refer to data sets that are too large or complex for
traditional data processing software to adequately process them. It is high-volume,
high-velocity, and high-variety information assets that demand cost-effective,
innovative forms of information processing for enhanced insight and decision-
making. Big data can be described by the following characteristics:

* Volume refers to the quantity of generated and stored data that determined the
value and potential insight.

» Velocity refers to the speed at which the data is generated and processed to meet
the demands and challenges.

» Variety refers to the different types of data that have to be processed, that is, text,
images, audio, and video.

» Veracity refers to the data quality and the data value that can be measured based
on the quality criteria highlighted before.

6.3 Data-Intensive Software Systems

Systems that process large volumes of data have commonly been referred to as “data-
intensive.” However, the amount of data that is considered as large is relative and
changes over time. Thus, information systems that stored and retrieved large volumes
of data at their time may be no longer considered as “data-intensive” today. This made
the concept of “data-intensive” systems relative to time and recent developments in
storage capacities and processing capabilities.

Today, data-intensive systems do not only process large volumes of data but differ
from other systems with respect to the following aspects:

* The data is stored and retrieved but depending on the context also collected,
generated, manipulated, and redistributed (i.e., processed).
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* The data is “big” data and fulfills the characteristics described in the previous
section (i.e., volume, velocity, variety, and veracity).

* The datadoes influence in addition to the operation phase also the analysis, design,
implementation, testing, and maintenance phase of the system lifecycle.

These data-intensive systems are more than large data stores that allow the
storage and retrieval of large volumes of data. Data-intensive systems additionally
comprise the collection of data from different sources, the generation of new data,
the manipulation of existing data, and the redistribution of data to data consumers.

The data itself fulfills the characteristics of big data. The different data sources
that are used by data-intensive systems provide large volumes of data (volume) in
varying formats (variety). Furthermore, the data is processed timely to meet the
demands of its users (velocity). Finally, the high dependency on data requires the
maintenance of high data quality (veracity) throughout the system.

With respect to the central role that data has in all phases of the system lifecycle
(with the consequence that the system behavior is determined by the data), data-
intensive systems can be opposed to specification-driven systems where the behavior
is explicitly specified and coded in (deterministic) algorithms.

To summarize, data-intensive systems are defined as follows:

Data-intensive systems are systems that may handle, generate, and process a large volume

of data of different nature and from different sources over time orchestrated by means of

different technologies and with the goal to extract value from data for different types of

businesses. They pose specific challenges in all phases of the system lifecycle, and over

time, they might evolve to very large, complex systems as data, technologies, and value
evolve.

In the following sections, the architecture and quality assurance of data-intensive
systems are discussed.

6.3.1 Architecture of Data-Intensive Systems

Recent years have seen the rapid growth of interest on developing data-intensive
systems. These systems include technologies like Hadoop/MapReduce, NoSQL,
or systems for stream processing (Casale et al. 2015). Specific technologies like
databases, caches, search indexes, stream processing, or batch processing enable
the development of data-intensive systems. They provide services like decision
support and system behavior monitoring or reporting applicable in different business
domains. Thus, a data-intensive system is typically built from standard building
blocks that provide commonly needed functionality. For example, many systems
need databases, search indexes, or batch processing. As there are various options
for database systems, or approaches to caching, the most appropriate technologies
for the respective system have to be chosen among the numerous possibilities. Key
quality attributes for these decisions are, according to Kleppmann (2017), reliability,
scalability, and maintainability.
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Fig. 6.2 Conceptual structure of a data-intensive system

The building blocks that assemble a data-intensive system are visualized in the
conceptual structure of a data-intensive system given in Fig. 6.2, which is based on
the system lifecycle of data-intensive systems presented in (Mattmann et al. 2011).
Following the path of the data through the system, first, the data is collected from
the different data sources with possible varying protocols (e.g., ftp, http) and data
formats like domain-specific exchange formats (“Data Sources”). Second, in the
staging area, it is ensured that the data conforms to a unified interpretation, sharing,
and preservation (Curation). This includes describing the data with meta-data to ease
further processing. The meta-data are created, organized, and classified according
to the information modeling of the data-intensive system. Thereafter, the data and
its meta-data are stored into an archive system (“Data Management”). This part of
the system supports searching on the data and further prepares the data for its later
usage in the workflow management component. Following the data management,
the workflow management is responsible for processing the data. It includes tasks to
process the data (e.g., calculations) and workflows that align tasks into a processing
pipeline that can make data-based decisions on which concrete tasks to execute. In
the last step, the data leaves the data-intensive system as part of a data product.
Examples therefore are reports, prediction models, analyses, and recommendations
or generated data. It represents the data output of the data-intensive system that
may be further processed within a system. The four big data characteristics (see
Sect. 6.2.2) that are next to the system components highlight that volume, velocity,
variety, and veracity are inherent in every part of the system. Each component and
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activity (e.g., collection, curation, or processing) has to take these characteristics
into account. This reflects the intensive dependency of these systems on data.

6.3.2 Quality Assurance of Data-Intensive System

Data-intensive systems process large volumes of data and provide through the
processing of it high value to the business. Thus, failures and other quality issues
in data-intensive systems are incredibly costly (e.g., production failures), because
of their effect on the business. As a result, new types of quality assurance activities
and concerns arise. For example, data debugging, that is, discovering system failures
caused by well-formed but incorrect data, is a primary issue in the quality assurance
of data-intensive systems.

Hummel et al. (2018) identified eight challenges of quality assurance in the
context of data-intensive systems.

e Challenging Visualization and Explainability of Results. Data needs to be
visualized with the right balance between data dimensions and resolution, in order
to support the user to understand and assess the validity of the data. Furthermore,
the processing that leads to a particular result is difficult to explain (e.g., in deep
learning). Thus, trustworthiness and understandability are important challenges
for data-intensive systems.

* Nonintuitive Notion of Consistency. The large volume of data that is processed
by data-intensive systems requires to weaken the notion of data consistency for
performance reasons. These inconsistencies are confusing for users not used to
softened consistency notions.

e Complex Data Processing and Different Notions of Correctness. The numerous
processing steps and interconnections between data make the processing of data
in data-intensive systems complex. The notion of correctness becomes difficult to
define, which complicates the testability of such systems.

* High Hardware Requirements for Testing. Data-intensive systems are expected
to process large volumes of data. Thus, testing requires to consider issues like
performance or scalability that are related to processing of big data. However, this
requires hardware similar to its later application environment, which may be not
possible because of involved operating costs of such environments.

* Difficult Generation of Adequate, High-Quality Data. The data provided for
testing should represent realistic and application-specific data in order to
meaningfully test a data-intensive system. Thus, all big data characteristics
described in Sect.6.2.2 should be covered, which makes test data generation
and management a challenging task, especially when also taking data quality
aspects into account.

e Lack of Debugging, Logging, and Error-Tracing Methods. The architecture
of data-intensive systems results into a distributed system that complicates
debugging. Furthermore, logging is scattered over the different components of a
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system. As a result, tracing errors back to their origin or understanding system
behavior based on the logs become inherently difficult.

o State Explosion in Verification. The processing of large volumes of data that
requires distributed computing to process its requests results into an exponential
state explosion that makes verification approaches complex to apply.

* Ensuring Data Quality. The data quality of the large volumes of data that are
collected, processed, and aggregated by data-intensive systems is difficult to
assess computationally and semantically.

6.4 Cyber-Physical Production Systems as Data-Intensive
Systems

Industrial production systems like robots, steel mills, or manufacturing plants are
large and long-running cyber-physical systems that generate and process large
volumes of data from various sources (see Fig.6.3) and types (e.g., order data,
personnel data, or machine data). Data sources of typical production systems are
among others technical production data (like machine or process data), organizational
production data (like order or personnel data), and messages from the ERP system.
Thus, cyber-physical production systems represent data-intensive systems that are of
high value to the business and require testing. The production is tightly coupled to
the data-intensive systems, which puts high requirements on the standard of quality
assurance of the system and the data it operates on.

The architecture of a large cyber-physical production system as used in
manufacturing plant is conceptually consistent with the architecture described in
Sect. 6.3.1. Data of various sources (e.g., sensors, orders, processes) is collected,
unified, and organized according to the later information needs of the production
system (e.g., order status). Employees or intelligent systems (as envisioned by
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Industry 4.0 (Wang et al. 2016; Foidl and Felderer 2015)) can search within the
data and extract relevant information for their specific data needs. Finally, every
production system has some kind of workflow management that processes the data
in order to generate data products like aggregated reports or prediction models (e.g.,
for predictive maintenance) to support decision-making.

Production failures or unintended production stops are possible results of software
faults in the cyber-physical production system and consequence of inappropriate
testing. A cyber-physical production system in a manufacturing plant, which
represents a complex and large production system that processes large volumes of
data, is a critical business asset that requires careful testing to mitigate production-
related risks. Furthermore, the software and data quality of the system has a strong
effect on the production itself. Higher-quality standards can lead to optimizations
and improvements of the overall production, whereas quality problems can lead to
a decline in production. Challenges to the quality assurance (see Sect.6.3.2) like
high hardware requirements for testing (e.g., related to robots or production line) or
the difficulty to ensure the quality of the data from various sources (e.g., machines,
orders, processes) are specifically present in production systems. Moreover, the trend
to smart factories, which, for example, encourage the intelligent communication
between robots, further increases the requirements on quality assurance. As a result,
the research on testing of data-intensive software systems (see Sects. 6.5 and 6.6) is
of great importance for large cyber-physical production systems in general and their
quality assurance in particular.

6.5 Testing Data-Intensive Software Systems

Research on testing data-intensive systems is becoming of high academic and
practical importance. Only few recent papers (e.g., Hummel et al. (2018) as presented
in Sect. 6.3.2) discussed challenges and derived open questions to start guiding
research in that field. However, primary studies contributing approaches on testing
data-intensive systems are still rare. In this section, we report the result of our
literature study on existing research on testing data-intensive systems. The study is
not intended to be systematic but rather exploratory to get an initial insight on the
aspects of the research that are currently under investigation.

6.5.1 Literature Study on Testing Data-Intensive Systems

We performed an exploratory and preliminary literature study to get initial insights
into the research on testing data-intensive systems. Papers have been collected
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from Google Scholar! and the IEEE Xplore Digital Library? by searching with
keywords “Data-Intensive System” (or “Data-Intensive Systems”) and “Software
Testing.” Included papers are written in English and are journal articles, conference
or workshop papers, book chapters, technical reports, or thesis works that cover at
least one testing activity as well as big data or data processing aspects. The search
initially returned 133 papers. After reading the title and abstract and eventually the
body of the work, papers were removed if they:

* Misused the search terms (e.g., “Data-Oriented Systems” as “Data-Intensive
System”)

* Only used the search term “Data-Intensive System” or “Software Testing” in their
citations

* Only referred to data-intensive systems as one of the systems under analysis
with no specific discussion or exploitation of the characteristics of data-intensive
systems

* Mention “Data-Intensive System” only in the related work section or as an example
context in which an approach can eventually work

Taking these criteria into account, we could finally include 16 relevant papers. This
indicates that software testing of data-intensive systems is not yet an established and
clearly defined term. The 16 papers were further classified according to three major
areas (i.e., Testing, System, Data), related categories (e.g., Level of Testing), and
factors (e.g., Component, Integration, and System for Level of Testing) based on the
following criteria:

e Testing

— Level of Testing (Component, Integration, System)

— Test Activity (Test Management, Test-Case Design (Criteria-Based), Test-Case
Design (Human Knowledge-Based), Test Automation, Test Execution, Static
Analysis, Test Evaluation (Oracle))

* System

— System Quality (Security, Performance, Conformance, Usability, etc.)
— System Artifact (SQL Query, System Code, User Form, etc.)

e Data

— Big Data Aspect (Volume, Velocity, Variety, Veracity, Value)

— Data Processing Aspect (Collection, Generation, Manipulation, Redistribu-
tion)

— Data Quality Aspect (Integrity, etc.)

— Data Technology (Database, Cache, etc.)

thttp://scholar.google.at.
2https://ieeexplore.ieee.org.
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The applied classification scheme was derived from established classifications
as presented in Sects. 6.2 and 6.3, experience of the authors, and an analysis of
relevant papers. Open coding (to identify the categories) and axial coding (to relate
categories) of grounded theory (Corbin and Strauss 1990) on titles and abstracts of
such papers have been used to verify and refine the initial categorization.

6.5.2 Classification of Papers

The 16 relevant papers were classified according to the categories and factors defined
in Sect. 6.5.1. The classification has been performed by reading the body of each
paper. Papers may be classified into multiple factors of the same category or multiple
categories of the same area.

Figure 6.4 illustrates the resulting classification of the included papers by
comparing categories and factors characterizing software testing with the ones of
data-intensive system (i.e., categories classified as System and Data in Sect. 6.5.1).
One may immediately recognize that not all factors are included in the figure. For
instance, Velocity for the Big Data aspects or Cache for the Data Technology aspects
are never considered when it comes to software testing in the investigated set of
papers. For each factor, the maximum count is four (i.e., a quarter of the investigated
papers), which is attained for (1) Database in the Data Technology category at
Component and System Level of Testing; (2) Test-Case Design (Human Knowledge-
Based) and Test Automation in the Test Activity category for what concerns SQL
Query in System Artifacts and at the System Level Testing and Security in System
Quality, respectively; and (3) Volume in Big Data aspects concerning System Level
of Testing.

6.6 Discussion

In this section, we discuss the current state of testing data-intensive software systems
and present directions of research that have the potential to significantly contribute
to solving key challenges of testing data-intensive software systems.

The initial literature survey presented in the last section revealed that the automatic
search in digital libraries returns a large number of false positives (i.e., 117 out of
133 papers) where the terms of the search are used only marginally, often to mention
only future application or related work of a proposed approach. However, we also
need to acknowledge that our approach is just exploratory and may have missed
some relevant papers. In particular, we decided not to perform snowballing from
the papers retrieved from the digital libraries as research on data-intensive system
is rather new and backward snowballing seemed not to be promising after a first
check of the references of the retrieved papers. With the classification of the relevant
papers, we found that some aspects that commonly refer to testing or data-intensive
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Fig. 6.4 Classification of relevant papers

software system are not yet explored when it comes to testing of data-intensive
systems. For instance, for velocity as a big data aspect, suitable testing approaches
for data-intensive systems are not available. Velocity is of paramount importance in
modern data-intensive systems, especially in the context of real-time analytics, where
results are delivered in a continuous fashion and results are only useful if the delay is
very short. However, before focusing on testing for velocity, the research community
is still struggling with the uncertainty of the output of test cases and the definition
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of suitable oracles (de Bayser et al. 2015) and the volume and variety of data that
data-intensive systems can potentially handle (e.g., Russo et al. 2015; Gadler et al.
2017). A certain number of papers concern testing the correctness and the integrity
of the data stored in databases by data-intensive systems. For instance, static analysis
has been used to test SQL statements embedded in the code of data-intensive systems
to ensure database integrity (Nagy 2013).

However, there are several promising directions of research and new frontiers that
are highly relevant in the context of data-intensive systems that have not yet been
fully exploited.

Testing of data-intensive software systems is problematic because these systems
belong to the class of “non-testable” software, where typically no test oracles
exist for verification (Otero and Peter 2015). A proven approach for testing such
systems is metamorphic testing (Segura et al. 2016), which requires the discovery
of metamorphic relations that can be used to test the validity of machine learning
algorithms. For instance, Xie et al. (2011) provide an approach to metamorphic
testing of machine learning-based classification algorithms. The authors enumerate
the metamorphic relations that classifiers would be expected to demonstrate and then
determine for a given implementation whether each relation is a necessary property
for the corresponding classification algorithm. If this is the case, then failure to
exhibit the relation indicates a fault.

Testing of machine learning algorithms, especially for sophisticated algorithms
like deep learning systems, requires specific testing approaches. To that end, recently,
several adequacy criteria for deep learning systems like neuron coverage (Pei et al.
2017), surprise adequacy (Kim et al. 2019) or criteria derived from modeling deep
learning systems as abstract state transition systems (Du et al. 2018) were defined.
However, testing algorithms is not sufficient as the integration of algorithms into
systems can be complex, leading to problems and defects being injected along the
way. Specific concerns mentioned in the literature include untrustworthy data, bad
assumptions, and incorrect mathematics among others (Shull 2013). Tian et al.
(2018) propose an approach based on metamorphic testing to test deep learning
systems in the context of autonomous driving. As especially the environment is very
complex, also simulation plays an importantrole for testing data-intensive systems as
used in the context of autonomous driving, where large, complex, and independent
system interact and form the so-called Systems-of-Systems (Dersin 2014).

One step further, testing can even be shifted to the running system. This novel
approach to testing of data-intensive systems performs monitoring of the runtime
environment to assess system behavior and changes. System changes under test
are exposed to a limited number of users. The runtime data generated through their
interaction of such users with the changes are compared to the ones generated by users
that were not exposed to such changes. The analysis of the collected experimentation
datareveals the influence of the chance on predefined characteristics like performance
or usability. System change assessment follows also a continuous experimentation
approach (Fagerholm et al. 2014) and is promising especially in the context of testing
data-intensive systems (Auer and Felderer 2018).
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Observing unexpected execution behavior is also used to build self-assessment
oracles, a new type of oracles introduced in the anticipatory testing approach (Tonella
2019). Such an approach aims at detecting failures before they even occur. Its oracles
can be crucial for data-intensive systems where the volume of the input and the
uncertainty of the output are key challenges in designing test cases (Hummel et al.
2018).

Taking the discussion into account, the categories on the testing dimensions for
traditional systems shown in Fig. 6.1 have to be extended for testing data-intensive
software systems. The testing dimensions and their values for data-intensive software
systems are shown in Fig. 6.5. The added categories are shown in italic.

The dimension test level is extended by the values Algorithm and System-of-
Systems. On the one hand, the testing of algorithms in isolation becomes essential
(e.g., for classification algorithms or deep learning algorithms). On the other hand,
also Systems-of-Systems, for instance, in the context of autonomous driving, require
new testing approaches where especially simulation of the environment plays an
important role. The dimension execution level is extended by Runtime Monitoring,
where a running system is passively observed to test changes or unspecified system
behavior, in contrast to active penetration in case of dynamic testing. Finally, the
dimension test objective is extended by Data Quality, which comprises testing of
data and big data quality properties like correctness or velocity.

Test Objective
Data Quality O Test Level
System-of-Systems
Usability

Maintainability System
Reliability
Integration
Conformance
Performance Component
Security

Algorithm

Functionality

O  Execution Level
Static Testing Dynamic Testing Runtime Monitoring

Fig. 6.5 Testing dimensions test level, test objective, and execution level of testing data-intensive
software systems
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6.7 Conclusion

Software engineering research is needed to fully understand the role of testing in
data-intensive software systems (like large cyber-physical production systems) and to
provide approaches and frameworks to properly address this challenging and critical
issue. The goal of this chapter is to contribute into this direction by providing basic
terminology, an overview of the literature, a discussion, and future directions of
research.

In this chapter, we first presented the background as well as the basic terminology,
and then we discuss the current state and new frontiers on testing data-intensive
software systems that are also relevant for testing cyber-physical production systems.
To this end, we first provided a definition of data-intensive system (Sect. 6.3) that
clearly distinguishes them from other types of software systems and characterized
cyber-physical production systems as data-intensive systems. The definition also
helped us to derive the major factors characterizing such systems and drive the
investigation on the existing research (Sect. 6.5.2). We further discussed the current
state and new frontiers on testing data-intensive software systems (Sect. 6.6). The
frontiers include metamorphic testing, algorithm testing, testing systems-of-systems,
data quality aspects, runtime monitoring, and anticipatory testing. Finally, we
extended the testing dimensions for data-intensive software systems accordingly.
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Chapter 7 )
Product/ion-Aware Analysis Shethie
of Collaborative Systems Engineering

Processes

Lukas Kathrein, Arndt Liider, Kristof Meixner, Dietmar Winkler,
and Stefan Biffl

Abstract Flexible manufacturing systems, as a vision of Industry 4.0, depend on
the collaboration of domain experts coming from different engineering disciplines.
These experts often depend on (interdisciplinary) results from previous engineering
phases and require an explicit representation of knowledge on relationships
between products and production systems. However, production systems engineering
organizations, which are set in a multidisciplinary environment, rather than focusing
on process analysis and improvement options ranging over multiple disciplines,
focus mostly on one particular discipline and neglect collaborations between several
workgroups. In this chapter, we investigate requirements for the product/ion (i.e.,
product and production process)-aware analysis of engineering processes to improve
the engineering process across workgroups. We, therefore, consider the following
three aspects: (1) engineering process analysis methods; (2) artifact and data
modeling approaches, from business informatics and from production systems
engineering; and (3) persistent representation of product/ion-aware engineering
knowledge and data. We extend existing work on business process analysis methods
and BPMN 2.0 to address their limited capabilities for product/ion-aware process
analysis. We evaluate the resulting contributions in a case study with domain experts
from a large production system engineering company. We conclude that an improved
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product/ion-aware knowledge representation facilitates traceable design decisions as
foundation for better quality assurance in the engineering process.

Keywords Production systems engineering - Product-production
process-production resource (PPR) relationships - Engineering process analysis -
Engineering knowledge representation - PPR knowledge persistence requirements

7.1 Introduction

Production system engineering (PSE) organizations pursue the goal of creating
(automated) manufacturing systems satisfying the requirements toward time and
cost while meeting quality criteria imposed by customers or standards. In addition,
PSE organizations need to tailor their solutions for their customers (Wiesner and
Thoben 2017). The insufficient representation of important relationships between the
product, the production process, and production resources (PPR) (Schleipen et al.
2015) in the PSE process can increase the risk of poor quality and unanticipated costs
during the operation phase of an automated manufacturing system. Even though PSE
organizations build on experienced domain experts, surprisingly, PPR relationships
are not explicitly modeled by default throughout the PSE process.

The relationship of product, production process, and production resource can also
be expressed in an information systems engineering (ISE) or software engineering
(SE) context (Humphrey 1995). The product is equivalent to code produced by
developers, which can be anything from a small script to an integrated graphical user
interface for an application. In SE, it is considered a best practice to test code early
with explicit test setups that closely represent the production environment (Beck
2003). (Staging) environments (Humble and Farley 2010) executing the code can
thus be seen as the equivalent of a production process, which executes according
to the capabilities of a resource. The concept of a production resource can be
expressed for example with web servers or interactive development environments
(IDE), which are used by a developer producing/executing code as the product.
The risk of miscommunication in PSE translates as follows to the software
engineering context: If nonfunctional requirements, such as performance or security,
are not communicated to the developers, it may be hard or impossible to add
these requirements later on to code or production environments. To address these
challenges, the ISE and SE communities have developed methods like SCRUM
(Schwaber and Beedle 2002), DevOps (Zhu et al. 2016), rapid prototyping, or test-
driven development (Beck 2003).

PSE is conducted in a multidisciplinary environment (Biffl et al. 2017; Jager
et al. 2011), involving, above others, disciplines like mechanical, electrical, and
software engineering (Moser et al. 2010; Schafer and Wehrheim 2007). Further,
PSE is usually more complex than information systems engineering due to risky
hardware, which cannot be rapidly tested and has often much longer feedback cycles
than software systems. In addition, it is, most of the time, simply not possible to build
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a whole (physical) test system that reflects the imagined production system. These
factors make it harder to engineer and test the target system. Domain experts tend
to deal with these challenges by focusing on their discipline-specific contributions,
and may consider product or production process aspects only implicitly throughout
the engineering process. This domain-centered view often leads to information
silos (Rilling et al. 2008), where workgroups do not optimize their interfaces to
other engineering experts for collaboration or coordination. The need to collaborate
closely in all stages of the development process in a multidisciplinary engineering
environment is critical (Paetzold 2017) for project success. Working in silos increases
the risks of miscommunication and loss of access to essential knowledge during the
PSE process and the operation phase of a production system.

In this chapter, we build on and extend previous research (Kathrein et al.
2018, 2019). We focus on the capability for the analysis and improvement
of multidisciplinary engineering processes that exchange knowledge between
workgroups. We are interested in the product/ion (i.e., product and production
process)-aware analysis of engineering processes as there is significant potential
for improvement in the collaboration and coordination of PSE workgroups by
considering and explicitly representing PPR knowledge.

Based on the knowledge hierarchy (Rowley 2007), we define the following terms
for further use. An engineering artifact is a document, in a digital or non-digital
form containing data. These artifacts are potentially hard to process for machines
and might contain data. The term data refers to all kinds of symbols, ranging from
simple text to more complex data, like drawings in proprietary software tools. Data
has, however, an underlying data model, which is described using datatypes. An
example would be a simple table where each column defines the basic datatype,
like integer, for the rows, or a graph, defining which objects are nodes and what
the semantics, expressed by edges, are (Sabou et al. 2017). Engineering information
defines the stakeholder groups that have access to the engineering data, how the
underlying data can be processed and gives insights into what, who, where, and when
questions. Finally, knowledge expresses concepts and provides applications of the
underlying data and information models. For this chapter we utilize the PPR concept
(see Sect. 7.2) to define PPR knowledge. We further define the term PPR knowledge to
express (a) success-critical attributes, such as parameters for production processes
or configurations for production resource and (b) relationships between products,
production processes, and production resources, such as constraint dependencies.

We illustrate the PSE process with the simple use case: fragile product, as the
use case highlights common challenges in the engineering process and the current
situation in many engineering organizations. We assume that a customer requires a
production system for producing a fragile product. Therefore, the customer creates
plans of the product and its characteristics and hands them over to a PSE company.
In the PSE company, a basic planner receives the product lifecycle documents
provided by the customer and specifies the production process and system according
to the product requirements. Throughout the engineering tasks, the basic planner
transforms product and process knowledge into resource knowledge, resulting in first
sketches of the manufacturing system. A team of detail planners then takes over and
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Fig. 7.1 Common challenges in an engineering process

derives discipline-specific detailed plans from the specifications for constructing and
operating the production system. This includes a high-throughput transport system,
which is required to meet the customer’s specifications of parts per minute produced.
Unfortunately, during operation of the system, the high acceleration of the transport
process damages fragile product parts. This flaw of the production system has many
negative effects, such as: extra efforts in rework, uncoordinated communications,
and high risk of project failure. These effects all could have been avoided if the
missing explicit PPR knowledge on product fragility would have been conveyed in
the specifications of the basic planner to the detail planner.

Figure 7.1 illustrates the described engineering process on a high level including
the involved stakeholders with their respective challenges. The domain experts for
basic and detail planning (orange), represent the operational part of the engineering
process, whereas the engineering management with the engineering manager (blue)
and quality assurance (green) are more concerned with process planning and
improvements.
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Figure 7.1 depicts several of the challenges in the use case fragile product, which
we describe briefly.

Cl. The Engineering Process Between Discipline-Specific Workgroups Is Hard
to Trace and Analyze In PSE, workgroups traditionally focus more on intra- than
on interprocess improvements. The collaboration of multiple workgroups originates
from project needs. Over time, the workgroups may evolve, with new team members
joining or team members leaving for another project. Figure 7.1 indicates this through
the absence of process/task boundary, which would clearly allow identifying which
stakeholder is responsible for which task. There is also no formal process that guides
the cooperation or collaboration spanning over multiple disciplines. For the domain
experts, this lack of a formal process description makes it hard to trace design
decisions throughout the engineering process.

C2. Unclear Benefit of Representing PPR Knowledge Domain experts, who hold a
lot of information like the basic planner, are unaware of who would benefit from
sharing PPR knowledge. In the described use case this would be the case with
the knowledge about the fragility of the product. This knowledge is available to
the basic planner through the specifications from the customer. However, the basic
planner does not convey this information to the detail planner. In Fig. 7.1, there
is no outgoing knowledge from planning into conceptual design. The engineering
management again lacks knowledge about the existing knowledge and how it is
represented, conveyed, and transformed through the engineering process. This lack
of representation makes it also impossible for a quality assurance stakeholder to
track or improve engineering artifacts or identify possible reuse scenarios, leading
to an improved engineering process.

C3. Unclear Impact of PPR Knowledge Because domain experts do not know
what benefit explicit PPR knowledge has (challenge 2), domain experts also do
not externalize or document design choices based on product requirements or
product design decisions. The product engineer responsible for these decisions
simply does not know what impact his decisions might have in the later phases of the
engineering of the production system or the operation. In Fig. 7.1, we illustrate this
by the two separate “silos” for domain experts and engineering management. The
engineering management is not able support the domain experts with this knowledge
because they are not aware of project-specific outcomes with possible positive or
negative impacts. Explicitly representing PPR knowledge would help both, domain
experts and engineering management, to facilitate the analyses of such impacts and
highlight dependencies between workgroups that have interfaces for coordination
and collaboration. Quality assurance stakeholders have no means on how to improve
an engineering process, because they do not know positive or negative impacts that
possible new solution approaches might have.

C4. Unclear Use Cases with PPR Knowledge Categories That Require Persistence
For software developers, who design and adapt engineering tools for engineering
process, it is not clear which are the primary use cases that define requirements
for persisting PPR knowledge. Furthermore, it is not clear which categories of PPR



156 L. Kathrein et al.

data and knowledge exist that may have an impact on the design of data persistence
solutions. Addressing the challenges C1-C3 with PPR knowledge representation is
not sufficient as the PPR knowledge is not necessarily efficient to search or reuse.
For example, engineering managers would require means to query persisting PPR
knowledge on project-related information, such as the overall production rate or the
percentage of goods with poor quality of projects that include fragile products.

To address challenges C1-C4, we investigate in this chapter a product/ion-aware
engineering process analysis (PPR EPA) method, based on and extending Kathrein
etal. (2018, 2019), resulting in a graphical visualization of the engineering process,
classified engineering artifacts and engineering workgroups as a product/ion-
aware data processing map (PPR DPM). We also investigate use cases to derive
requirements for persisting PPR knowledge. The following research questions
address these challenges.

RQI. What Are Main Elements of a PPR EPA Method? To address this research
question, we investigate existing EPA solutions and their elements, from both
information systems/business informatics and production systems engineering
communities. The outcome of this RQ allows identifying buildings blocks for reuse
in a new PPR EPA as well as limitations and gaps that a new approach should fill.

RQ2. What Are Main Elements of a PPR DPM Method and Notation? Through
applying a PPR EPA, we derive a visualization of the overall engineering process.
Because this newly designed artifact is success-critical for the overall application of
the PPR EPA, we investigate the main elements that are common, for example, in
business process representations from again business informatics and productions
systems engineering. In this chapter, we try to close the gap between standard
business process representations and extensions that are custom to the PPR DPM
approach.

RQ3: What Are Primary Use Cases That Require the Persistence of Different
Categories of PPR Knowledge? To address this research question, we build on the
use cases coming from RQ1 and RQ?2 to elicit primary use cases that stakeholders
face in the engineering workflow related to persisting PPR knowledge. The use cases
focus on different categories of PPR knowledge present throughout the engineering
process and help to define high-level requirements for PPR knowledge persistence.

Main contribution of the conducted research in this chapter allows both ISE and
SE as well as PSE communities to gain insights into the other domain. These insights
highlight common ground for further research and possible approaches, applicable
in both communities, and motivate future research.

The remainder of the chapter is structured as follows: Sect. 7.2 summarizes
related work on process analysis approaches, business process notations, and data
storage design options. Section 7.3 motivates the research questions and the research
approach. Section 7.4 introduces the main elements for the PPR EPA method and
PPR DPM artifact, and the treatment designs. Section 7.5 presents the case study
conducted with domain experts in a large PSE company. Section 7.6 evaluates the
proposed artifacts from RQ1 and RQ2. Motivated by Sects. 7.5 and 7.6, Sect. 7.7
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presents PPR knowledge persistence aspects. Section 7.8 discusses the research
findings and their limitations and Sect. 7.9 concludes and outlines future work.

7.2 Related Work

This section summarizes related work on product/ion awareness (PPR), on
approaches for engineering process analysis, and on notations for representing the
analysis results.

7.2.1 Productfion Awareness in Multidisciplinary Engineering

Technical systems are often distinguished into products and production systems (Biffl
et al. 2017). The reason a company exists is often because of its products, that is,
products are created in a value-adding process to make profit by selling them (Stark
2015). A production system, however, focuses on creating the products by combining
suitable production factors (ElMaraghy 2009). Materials, work-in-progress parts,
and production resources (machines) are the most prominent production factors.
The product and production system, therefore, have strong dependencies. Schleipen
et al. (2015) coined the product-process-resource (PPR) concept for the relationships
between products and production systems based on the production process.

This concept of PPR helps to answer questions about the application of
engineering data and information and thus, derived from Rowley (2007), is the
main building block for the term PPR knowledge used in this chapter.

Figure 7.2 illustrates the relationships between the PPR aspects. We describe
the elements of Fig. 7.2 based on the fragile product use case, introduced in
Sect. 7.1. The product the customer commissioned contains fragile parts and
requires several processes like, gluing, pressing, and transportation. The product
has special requirements regarding the transport process, namely, the acceleration
of the conveyor belt. Furthermore, the fragile product is processed on an industrial

< requiredBy executedBy >
Process
usedFor > ( ableToExecute
Product Ressource
processedOn >
< processing

Fig. 7.2 Product-process-resource (PPR) relationships
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machine (resource). The link between product and resource has also requirements.
For example, the pressing force applied after gluing the fragile parts must range
between one and two kilo newton. The resource provides the capabilities that a
process needs to be executed with, closing the triangle of Fig. 7.2.

All three concepts can be composed of inner elements, meaning, for example, that
a product consists of multiple product parts that are assembled together and make
up the final product. This nesting of elements can be described with a pen consisting
of the outer shell, the refill, the spring mechanism, and so on. Furthermore, all three
concepts of product, process, and resource are interlinked, meaning that they form
a graph-like structure, where nodes represent the individual PPR elements and the
edges represent links between the individual concepts or hierarchies.

The VDI 3682 standard (VDI 2005) introduces this concept of recursive
composition of individual concepts, like the pen example. The standard is further the
only visual representation form that has three distinct elements to express, product
(parts), processes, and resources.

Other concepts like the ISA95 standard (International Electrotechnical Commis-
sion 2003) indirectly allow representing the PPR concept, but are more concerned
with describing the interfaces between enterprise resource systems (ERP) and
manufacturing execution systems (MES). The goal of the ISA95 standard is to better
describe and transfer production order relevant information into the manufacturing
system. Furthermore, the standard originates more from batch processing and not so
much from discrete manufacturing, which is the primary focus of this chapter. Thus,
we do not further consider this option for a solution in this research.

AutomationML (AML) was developed as glue for seamless automation engineer-
ing (Drath 2009) and uses XML concepts to represent topologies, geometries, as well
as behavioral and logical data for production resources. AML became standardized
in the open source IEC 62714 standard (International Electrotechnical Commission
2013) and enables representing PPR knowledge as hierarchies with various concepts.
Furthermore, AML concepts can be used to model PPR knowledge as a hierarchy of
internal elements and linking between the different concepts.

7.2.2 Engineering Process Analysis Methods

To be able to analyze engineering processes and follow the task execution across
several workgroups, it is necessary to analyze existing engineering processes on (a)
an overview-level of the workgroups and their relationships and (b) detailed analyses
of exchanged artifacts and data that identify dependencies between workgroups.
These two viewpoints represent the foundation of improving the engineering process
between workgroups.

Rosenberger et al. (2018) presents a business process analysis (BPA) method,
which determines and defines activities in need of a business context. The presented
approach executes a context elicitation, defining contextual functionalities, which
in traditional project-based development models is often not done, or simply too
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much effort. The identified different contexts for various workgroups do not have
any implications on other contexts, which makes it hard to use in an engineering
process analysis.

To balance exploration and exploitation thinking in a BPA method, Santos and
Alves (2017) proposed a three phase BPA, methodologically built on literature
surveys, expert opinions, and a case study, all in accordance with the design science
cycle from Wieringa (2014). Through the detailed analysis, the results from Santos
and Alves allow to identify detailed execution steps, exchanged documents, and a
big picture structure of the business process. However, the result does not investigate
interfaces between workgroups, as they are predefined and already part of the case
study.

Vergidis et al. (2008), who classified several existing business process analysis
methods and techniques, highlighted that only a handful of them allows further
detailed analysis, or process improvements, which go beyond generic stakeholder,
tasks, or input/output artifact identification.

BPA methods allow to easily represent a big picture of a business or engineering
process; however, many methods do not consider individual disciplines, interfaces
between workgroups, or how the overall collaboration could be improved. The
analysis of engineering processes spanning over multiple workgroups requires not
only the analysis of the overview on relationships and coexistences of workgroups,
but also a more detailed, fine-grained analysis of individual engineering disciplines
with specific exchanged artifacts.

On the side of production systems engineering, Jager et al. (2011) identify the
need to “systematically model the engineering workflow, which would allow a
deeper knowledge of different engineering aspects and to improve the views of each
discipline on the engineering objects.” The approach chosen by the authors starts by
identifying engineering artifacts and backtracking these artifacts to stakeholders that
they belong to. This approach allows the consideration of cause-and-effect analysis
in engineering processes, but does not identify interfaces between workgroups and
how these could be improved by investigating the engineering artifacts. The process
is also driven mainly by engineering documents and not the processes executed by
domain experts.

The VDI 3695 standard (VDI 2010) defines the concept of an engineering
organization, which conducts its business on a project basis. The engineering
organization is further characterized by carrying out the following consecutive
engineering activities, depicted in Fig. 7.3: acquisition, planning, realization,
commissioning. Such a high-level segmentation of an engineering process does not
depict stakeholders, their activities, or artifacts involved. Due to the lack of detail,

> acquisition>> planning >> realizatior>> commissioning>

Fig. 7.3 Project-related phases identified by the VDI 3695 guideline (VDI 2010)
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it is not possible to identify any interfaces that might exist between workgroups and
could be the basis for further analyses. The guideline does also not consider how to
improve an engineering process but rather gives rough directions that could be taken
to improve the overall engineering process.

Liider et al. (2012) build upon the presented VDI 3695 standard. The outcome of
Liider et al. (2012) is a more detailed engineering process analysis, which focuses
on individual workgroups, their tasks, and a description of engineering artifacts,
but with no special focus on PPR knowledge representation. In this approach, it
is also not considered how multiple workgroups could better work together for an
improved coordination and collaboration in the engineering process. Further, Liider
et al. (2018) investigated common challenges regarding the multidisciplinary aspect
of a data exchange process across several workgroups. The authors highlight the
importance of an engineering process analysis method that allows the investigation
of engineering processes with engineering artifacts and possible dependencies.

The analyzed literature reveals similarities in how the analysis methods of business
or engineering processes are conducted, but differ in their focus and results. While
BPA methods tend to focus more on the big picture, EPA methods focus more on
intra workgroup analyses. A gap that can be identified in both disciplines concerns
analysis regarding engineering knowledge exchange between workgroups. Exchanges
between workgroups are often the source of missing PPR knowledge, a risk already
in traditional production systems engineering, much more for considering flexible
manufacturing according to the Industry4.0 vision.

7.2.3 PPR Knowledge Representation in Process Analysis

The previously presented BPA and EPA methods gather a lot of data that needs to be
processed in some form. Both communities have different approaches to (graphically)
represent the knowledge which is present in an engineering process. This knowledge
often contains PPR knowledge aspects and thus, the following existing approaches
will be investigated according to their possibilities to represent PPR knowledge and
classify data and processes.

IDEFO (Force 1981; Presley and Liles 1995), for example, is widely used in the
engineering domain (Zhang et al. 2010) and provides an overview on processes,
their inputs/outputs, controls, and stakeholders. The system analysis standard has
only very few distinct elements, namely, arrows and boxes. This limited number of
different concepts makes it easy for nonexperts to pick up the modeling approach,
but makes it hard to express more complex situations, which would require a richer
expression language. For example, is it hard to follow one specific input to output
transformation through a large IDEF0 model, because possible other input and output
arrows are indistinguishable from each other.
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Liider et al. (2012) introduced a more detailed but not so visual approach, by
representing gathered engineering knowledge in tables. This approach allows for a
very detailed classification and division of knowledge, but does however become
cumbersome to work with when the number of different tables, referencing each
other, increases.

Event-driven process chains (EPCs) (Scheer 1998), BPMN 2.0 (Allweyer 2016),
or the UML standard (Fowler et al. 2004) are all well-known options to model
business processes. Merunka (2017) pointed out that the UML standard has no
means to represent product and process knowledge in either one or several combined
diagrams. EPCs, extended with data, resources, time, and probabilities are called
extended EPCs (eEPC) (Scheer 1998). Both eEPC and BPMN 2.0 are widely used for
modeling business processes and have incorporated many similar concepts. Extended
EPCs require a more explicit annotation of organizational units for each engineering
task, while BPMN 2.0 uses swim lanes for a more compact visualization.

Khabbazi et al. (2013), Huang et al. (2017), and Merunka (2017) proposed
the combination of multiple modeling concepts, which should allow overcoming
limitations that individual notations have. Even though such a combination allows
for a more flexible and detailed notion of processes, the complexity of models also
increases for stakeholders, who would like to analyze the underlying models. None
of the mentioned authors named the concept of explicitly modeling data and process
flows; we use in this chapter the term data processing map to express the combined
representation of processes with documents.

Unfortunately, PPR knowledge, its flow through an engineering process, or
dependencies between tasks and artifacts are not directly expressible in any of
the languages discussed in this subsection. The languages do however build a good
foundation for closing this gap, by using f. e. BPMN 2.0 and then build custom
extensions to express PPR knowledge.

7.2.4 PPR Knowledge Persistence

In this chapter, we use the term PPR knowledge for success-critical attributions,
like parameter settings of production resources, of each of the concepts as well as
the interrelationships between the individual parts of PPR based on Schleipen et al.
(2015). These attributions for product, processes, and resources in combination with
the relationships formed between the three concepts need to be represented to allow
persistence and retrieval.

We further use the term persistence not as strictly defined as it is in the database
community, but we express with it the application of persistence solutions to store
PPR knowledge. This can include several different underlying technologies. A
designer of persistent PPR knowledge storage should consider established persistence
approaches, such as relational databases, NoSQL databases, and AutomationML
files, as these fit well to general characteristics of PPR, which essentially are graphs
consisting of linked trees in the individual PPR aspects as described in Sect. 7.2.1.



162 L. Kathrein et al.

Relational databases have been successfully applied to for persisting business
data since the 1970s and gained considerable production experience (Nance et al.
2013). The approach that centers on tables, columns, and rows has been a clear
choice for many data-intensive storage and retrieval applications (Vicknair et al.
2010). Relational databases are in general very efficient unless the data is strongly
interlinked with many relationships leading to a large number of joins (Vicknair et al.
2010) that reduce access efficiency. A key success factor for relational databases is
the fixed structure of each table, which allows for indexing and for using the goal-
oriented query language SQL (Date and Darwen 1997). Unfortunately, engineering
artifacts often do not follow a predefined fixed structure and may vary from project
to project, or depend on customer-specific practices.

NoSQL technologies address this limitation using flexible data models to store
schema-less models (Siddiga et al. 2017). PPR knowledge accumulates in an
engineering process and expresses product, process, and resource information as
well as the interrelationships in a high number of many-to-many relationships
and is to some extent hierarchically structured, which fits NoSQL characteristics
presented by Vicknair et al. (2010). Therefore, the available knowledge may also
vary depending on project or customer, and thus requires a flexible schema, which is
easily changeable, adaptable, and maintainable. NoSQL is not a single solution, but
has four major design differentiations to consider for designing an application. These
options are key-value, column-oriented, document, or graph databases (Siddiqa et al.
2017). PPR knowledge with its attributions and relationships fits could fit well to a
graph-based approach (Vicknair et al. 2010).

Fowler and Sadalage (2013) coined the term polyglot persistence, for using several
data storage languages and technologies, each for the use cases it fits best. Nance
et al. (2013) pointed out that it is not necessary to make a choice between relational
or NoSQL databases but to use both as is seen appropriate. A polyglot data storage
approach could help to overcome the requirements of engineering artifact storage
by following a “best-of-breed”” approach. The solution of polyglot storage requires
expertise in several languages and technologies, making the design more complex
to understand, implement, test, and operate. Therefore, a key question is what
requirements can be derived from use cases and how a sufficiently powerful yet
simple design for PPR knowledge persistence might look like.

AutomationML (AML) does not only provide means to express PPR concepts,
but also allows representing production systems in XML-like formats. Furthermore,
is it possible to represent PPR knowledge for data exchange and logistics storage in
AML for small production systems. However, AML files can rapidly grow in size,
which may be hard to process efficiently even for medium-sized production systems.
Production systems with 5000—10,000 signals may take up 20-50 MB of AML text
for its representation, depending on the set of discipline-specific views in the data
model.
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7.3 Research Questions

By following the design science cycle presented from Wieringa (2014), we address
the challenges introduced in Sect. 7.1 by deriving the following research questions
for improving the product/ion (i.e., product and production process)-aware analysis
of engineering processes.

RQ1. What Are Main Elements of a PPR EPA Method? To address this research
question, we build on Kathrein et al. (2018, 2019) and consider the strengths and
limitations of approaches from business process analysis and from engineering
process analysis to identify promising candidate methods for adaptation and
extension. We extend Kathrein et al. (2019) with valuable lessons learned regarding
the PPR EPA. We apply a case study design (Runeson and Host 2009) to elicit
what main elements a PPR EPA method needs. These elements need to focus on
the design and elicitation of a product/ion-aware engineering process analysis (PPR
EPA) method and thus make it possible to identify and collect data on the engineering
process. Through focusing on PPR knowledge expression, the EPA method allows to
analyze where relevant PPR knowledge is required, created, or lost. From the main
elements identified, we derive requirements for a notation to represent the needs and
capabilities to represent PPR knowledge.

RQ2. What Are Main Elements of a PPR DPM Method and Notation? Based on
Kathrein et al. (2018, 2019), we describe how a product/ion-aware data processing
map (PPR DPM) can look like. The extended elements serve as foundation for the
analysis of gaps regarding PPR knowledge representation in the engineering process.
The result of RQ2 highlights elements that are crucial to be able to express in PPR
knowledge in an engineering process with the interaction of tasks and engineering
artifacts. We follow the design science cycle (Wieringa 2014) and validate both
treatments of RQ1 (PPR EPA) and RQ2 (PPR DPM) artifacts, in the context of a
case study.

RQ3: What Are Primary Use Cases That Require the Persistence of Different
Categories of PPR Knowledge? We use the case study approach from the work
of Runeson and Host (2009) to also investigate common use cases that occur in
the engineering workflow and further expand the stakeholders to include software
engineering domain experts. These experts, in combination with interviews from
RQ1, help to elicit the primary use cases, allowing to derive requirements and
different categories of PPR knowledge. The outcome of this RQ allows a three-
tier layering of (1) use cases, (2) functions like reuse and search, and (3)
persistence technologies like databases. From such a layered outcome, future research
and possible new stakeholders can focus on representing PPR knowledge more
permanently and make it query-able.
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7.4 Product/ion-Aware Analysis of Engineering Processes

This section addresses the limitations of both business process analysis (BPA)
methods, such as context-aware process analysis and A2BP (Rosenberger et al.
2018; Santos and Alves 2017) and engineering process analysis (EPA) methods,
such as mechatronic engineering EPA and technical dependency mining (Liider
etal. 2012; Jager et al. 2011). We introduce the main elements of a multidisciplinary
PPR EPA method (RQ1) as well as the main notation elements of a PPR DPM
(RQ2). The goal of the PPR EPA is to focus on product/ion-awareness and have
a repeatable process resulting in a PPR DPM. Paetzold (2017) identified the need
for a clear and standardized design process, which is connected to the development
process and allows efficient and effective work execution. We present in Sect. 7.4.1
requirements for an artifact evaluation, in Sect. 7.4.2 the design of the treatment
PPR EPA method, and in Sect. 7.4.3 the design of the treatment PPR DPM artifact
proposing an extension of BPMN 2.0 with PPR knowledge elements.

7.4.1 Requirements for PPR Engineering Process Analysis

Following Wieringa (2014) through the design science cycle, this section presents
contribution arguments for the PPR engineering process analysis (PPR EPA) and for
the PPR data processing map (PPR DPM). A contribution argument is: “an argument,
that an artifact, that satisfies the requirements, would contribute to a stakeholder goal
in the problem context” (Wieringa 2014). In our case we present the following two
sets of requirements, based on Kathrein et al. (2018, 2019), that have been derived
from use cases with the involved stakeholders in the case study. The first set of
requirements addresses RQ1, the PPR EPA, while the second set focuses on RQ2,
the PPR DPM. The requirements are strongly driven by the goal of representing PPR
knowledge and are suitable for multidisciplinary PSE organizations and follow the
PSE phases basic planning, detail planning, and operation.

RQ1: Main Elements of a PPR EPA To identify the main elements needed for
a good solution of a PPR EPA, we present requirements for capabilities of the
product/ion-aware PPR engineering process analysis (PPR EPA).

Identification of PPR Knowledge The product/ion-aware PPR engineering process
analysis should allow identifying PPR engineering knowledge, for example, product
knowledge in initial product drawings coming from the customer, process knowledge
conveyed through specifications regarding the transport system.

Process Analysis with PPR Knowledge The PPR EPA method should analyze and
focus on: the creation of PPR knowledge in an engineering process, the flow of PPR
knowledge through the engineering process, and an indication where relevant PPR
knowledge may not be carried on. One example path could look like this: First,
production process sequences are created based on process knowledge. Second, a
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layout for the production system is created with the help of resource knowledge. The
process knowledge is not carried on from the first to the second step. Lastly, in step
three an offer is submitted to the customer, only conveying resource knowledge.

Identification of PPR Knowledge in Interdisciplinary Interactions The PPR
EPA method should allow identifying where engineering disciplines interact with
each other, for example, handover phases of project responsibility including artifacts,
such as the change from basic to detailed planning where all artifacts are handed
over to a new team.

RQ2 Main Elements of a PPR DPM The following set of requirements is
motivated by how to represent PPR knowledge in an engineering process after
the PPR EPA has been conducted, and what main elements of a PPR DPM visual
representation is needed.

PPR-Specific Visual Elements The PPR DPM should provide specific elements
for the concepts used in the PPR EPA, including visual elements for roles, tasks,
the priority a task has regarding PPR knowledge, artifacts, and the PPR knowledge
aspects they contain.

Iterative Refinement It should be possible with the PPR DPM to start with
small initial models, only representing the most vital engineering process tasks
per discipline, and gradually and iteratively expand the models. With each iteration,
the context for collecting more detailed workflows can be expanded and refinements
of PPR knowledge classifications of the process steps with stakeholders can be
executed.

Process Overview The PPR DPM should provide an overview of the engineering
process, including: the involved disciplines with their respective process executions,
engineering artifacts and their flow throughout the process, interfaces between
workgroups and the sequence that engineering tasks are executed in.

7.4.2 A Product/ion-Aware Engineering Process Analysis
Method

To address RQ1, and the limitations of existing business process analysis (BPA)
and engineering process analysis (EPA) methods, we identify in this subsection
the main elements for a multidisciplinary engineering analysis (PPR EPA). Our
approach represents a repeatable two-step process (see Fig. 7.4), resulting in a visual
product/ion-aware data processing map (PPR DPM).

Figure 7.4 provides an overview on the steps and tasks of the PPR EPA method.
We revisited the proposed PPR EPA from Kathrein et al. (2019) and now present a
more detailed description regarding the PPR EPA including some lessons learned.
The involved stakeholders are engineering domain experts (orange), engineering
management (blue), quality assurance (green), and the new role EPA facilitator (red).
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Fig. 7.4 PPR EPA method elements/phases/tasks, based on Kathrein et al. (2018)

The newly introduced role of the EPA facilitator conducts interviews with domain
experts and stakeholders, creates initial models for a possible PPR DPM for grading
with the domain experts, and holds workshops. This role is similar to the model
integrator presented in Fay et al. (2018). All other stakeholders provide insights into
their work and are driven to improve the engineering process and optimize existing
potential like manual reworks of engineering artifacts due to proprietary engineering
tool data formats. The individual tasks of the two phases will be described presently.
All tasks prefixed with an “I,” represent tasks from the initial PPR EPA phase, and
tasks with the “D” prefix correspond to design tasks of the PPR EPA focusing on the
PPR DPM.

Phase 1. Initial PPR Engineering Process Analysis starts with initial knowledge
about the project under investigation. Outcomes of this phase are interview
documentation as notes and audio recording, exemplary files for engineering
artifacts, and an initial data processing map depicting a first high-level engineering
process.

EPA1 EPA Kick-Off
I1a Workshops. All stakeholders take parts in one or several workshops, stating their
role and position that they will play in the PPR EPA.

11b Context Elicitation. During workshops stakeholders and researchers outline
the context of the engineering process under investigation.

Outcome of Il are documents describing the context, goals, requirements
regarding the PPR EPA and PPR DPM and first (hand-drawn) sketches of a DPM.
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EPAI2 Interviews

I2a Data Collection. Holding interviews with domain experts allows collecting
representative data that is used in a typical engineering project. All captured data
should be relevant and put in context to which domain expert and specific task they
belong.

12b Initial DPM Creation. Researchers acting as EPA facilitators elicit PPR
knowledge from the domain experts and use this knowledge for an initial PPR
classification of engineering artifacts, which results in a first initial DPM.

Outcome of 12 are detailed interview notes and recordings, as well as the initial
DPM as basis for further detailing. In regard to Kathrein et al. (2019), we revised
the interview task to also contain the initial DPM creation, which allows for a more
timely early draft version of a DPM,; it is important to not let too much time go by
between data collection and initial DPM creation.

EPAI3 EPA Completion
I3a Follow-Ups. The initial DPMN is reassessed, and possible open questions can
be discussed with the domain experts. This step is especially important, because it
is not guaranteed that the same domain experts will be available in later phases.
I13b DPM Approval. By revisiting domain experts, the modeled initial DPM is
either approved or modified to express the engineering process. We propose this
additional step as a lesson learned from Kathrein et al. (2019). An early initial
approval with the domain experts makes clear that the ground truth for any further
work is set and will not be changed.
Outcome of this step is the final basic version of the DPM, representing the basis
for further refinements.

Phase 2. PPR Data Processing Map Design is concerned with refining the existing
data processing map, and classifying all gathered input data according to PPR and
detailing the engineering process model.

DPM1 Refinement

Dla Document Review. All internal data objects (like interview notes) and external
data (like engineering artifacts) are investigated more closely and described for
following PPR classifications.

DI1b DPM Review. The existing basic model is reviewed, potential gaps, notation
mistakes and to coarse or detailed tasks are identified and then modeled to represent
the as-is engineering process, with references to documents, as closely as possible.

Outcome is a more detailed DPM, identifying engineering artifacts and a data
catalogue for easier lookup of exemplary artifacts and data.

DPM2 PPR Classification

D2a Artifact Classification. With the input from F1 Refinement, all engineering

artifacts are classified according to product, process, or resource (PPR) knowledge.
D2b Task Classification. All tasks that are present in the PPR DPM are classified

regarding their need for PPR knowledge. If so, it further classifies how important

PPR knowledge is for a successful execution of the task, including an indication
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which aspect of PPR is currently available and what additional information would
improve the engineering task.
The outcome of this step is the classified DPM, according to PPR.

DPM3 Wrap-Up
D3a DPM Finalization. The PPR DPM is reviewed and all EPA facilitators have a
last chance to make small changes to the artifact.

D3b DPM Delivery. The final version is presented to the stakeholders and domain
experts and delivered to them for further use.

Outcome is the PPR DPM and all documentation that was accumulated over the
course of the PPR EPA.

7.4.3 A Product/ion-Aware Data Processing Map Notation

To address RQ2, and be able to express the knowledge gathered from Sect. 7.4.2,
the PPR EPA, we explored business and engineering process analysis notations like
UML, BPMN 2.0, or eEPC. In Kathrein et al. (2019), we presented an extension to
the BPMN 2.0 standard, which we apply in Fig. 7.5. BPMN 2.0 was chosen because
it has already many elements needed to represent business or engineering processes,
like events, tasks, documents, gateways. BPMN 2.0 is also a bit “cleaner” than EPCs
as it does not require annotating each task with an organizational unit but provides
swim lanes to express workgroups.

Our extensions allow to label document content regarding product (P), process
(P), or resource (R) knowledge, as well as to indicate the importance a task has
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Fig. 7.5 Product/ion-aware PPR Data Processing Map, based on Kathrein et al. (2018)
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regarding PPR knowledge. In Fig. 7.5, tags D1 and D2 highlight the use of such a
classification. In D1, artifacts containing product (coming from the top) and process
(coming from left) information are depicted. In D2, a resource-centered artifact
serves as input and another resource containing artifact is created. The individual
documents are also graphically distinguishable through annotations in the middle: a
package for a product (tag D1), conveyor belt for a process (tag D1), and a robot arm
for a resource (D2). This addition to the BPMN 2.0 standard builds the foundation
for describing and analyzing a PPR knowledge flow through the engineering process.
From this extension possible analyses can be derived, such as where PPR knowledge
is created, transformed, or lost.

Further, we provide PPR knowledge requirements. These requirements are
expressed by (a) annotations of P, P/, and R surrounding the task outline (see Fig. 7.5
tags D1, D2, and D3), and (b) white/black broken documents, if the task misses at
least one of the PPR aspects (see Fig. 7.5 tags D2 and D3). The annotations of P, P/,
and R indicate what information the task currently receives (colored in green) and
what information would additionally be needed but is missing (colored in red). In
Fig. 7.5, tag D1, for example, requires and receives product and process information;
in tags D2 and D3, the same information and resource information is needed, but only
resource information is received. This leads to the red coloring of the product and
process annotations. The white broken document highlighted in Tag D2 indicates that
for a task execution it is important to receive PPR knowledge; however, the execution
is not hindered if this knowledge is not present. This annotation allows indicating
which tasks could be executed more efficiently or with better quality if additional
PPR aspects, like parameter settings, were present. However, the knowledge can be
derived, even if this is not time-efficient. Black broken documents, such as in tag
D3, indicate that the role cannot execute this task properly if PPR knowledge is
absent. It is absolutely crucial for the task execution to have PPR knowledge present
or otherwise will run into efficiency, quality, or cost issues. In a situation where
PPR knowledge is crucial, it is not possible for the domain expert to derive this
knowledge, make assumptions about settings, or start a communication process.

We evaluate the proposed extensions for the PPR DPM notation, with a case study
conducting the proposed PPR EPA (see Sect. 7.5).

7.5 Case Study

We conducted a case study following Runeson and Host (2009) to evaluate the
proposed approaches PPR EPA (RQ1) and the PPR DPM (RQ2). Researchers took
the role of the EPA facilitator, which is described in Sect. 7.4.2. The EPA facilitator
followed the proposed PPR EPA, executing each task with domain experts. We
collected data on the existing engineering process as well as representations of PPR
knowledge in the current setting. All domain experts voiced their needs regarding
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the PPR EPA and how the PPR DPM should look like to better support their work
packages.

Study Subject The case study on the proposed engineering process analysis (EPA)
method was conducted with domain experts at a large production system engineering
and manufacturing company. The company focuses on discrete manufacturing
systems and can be seen as representative for systems engineering enterprises that
conduct their business on a project basis. The company did not consider PPR
knowledge at the point of the case study. The case study for collecting data on
the PPR EPA method and on the PPR DPM notation spanned over nearly 2months
from the initial kick-off to the final version of the data processing map and the final
feedback from the involved stakeholders. In the case study, six domain experts, five
stakeholders for the engineering process, and three software engineering stakeholders
were interviewed. This allowed us to execute the PPR EPA and model the PPR DPM,
as well as gather input for data storage requirements, which will be presented in Sect.
7.6. In the context of this case study, one project, focusing on one manufacturing
system, was investigated. This means, that the production system and all engineering
processes focused on one product, with a set of processes and adequate selected
resources for the execution.

Study Execution We followed the PPR EPA approach presented in Sect. 7.4.2 by
starting with a project kick-off, consisting of workshops that helped elicit the context.
This first step allowed the company stakeholders to introduce their work field context,
context, and current problems to the three researchers, who took on the role of the
EPA facilitator.

Following the kick-off, each domain expert and stakeholder was interviewed
separately for 2 h. The interviews followed a funnel approach (Runeson and Host
2009), meaning that the question started broad, for example, regarding context and
general responsibilities, and became more detailed later, concerning individual work
aspects.

Breaks after the interviews allowed creating the initial DPM (Step 12b in the PPR
EPA), and collecting feedback from the domain experts. On a separate day, the team
completed the EPA with follow-ups, a small presentation of the DPM model, and a
check if all needed exemplary documents were given to the researchers for phase 2,
the design of the PPR DPM.

All gathered information was reexamined, reviewed, and ordered for easier
retrieval. The gathered artifacts were carefully classified regarding the information
on the product, process, or resource; an example can be seen in Table 7.1.

The classification builds on a mapping proposed by Hundt and Liider (2012),
who map between different engineering phases and engineering artifacts, such as
electrical or mechanical plans, which are present in the detailed engineering phase.
In addition, we reexamined the identified engineering tasks and expressed their
requirements for PPR knowledge as no need, important need, or crucial need. Figure
7.5 illustrates a representative part of the final version of the PPR DPM.
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Table 7.1 Classification of engineering artifacts and PPR knowledge, based on Kathrein et al.
(2018)

PPR EPA concept Collected data

Stakeholder Domain expert engineering

Process step number 1

Process step name Receive customer product life cycle management documents
Input artifact name Product variations

Description The artifact provides a mapping of which individual parts are

used in which product families and created on which part of the
production resource. The knowledge is usually stored in an
excel document

Product relevant knowledge:  Individual parts used in the product
Mapping from part to product family
Product name given by the customer
Identification numbers from the customer for the individual
parts

Relevant process knowledge  None

Relevant resource knowledge The mapping between which part is created, or processed on
which resource part

Output artifact name: No output artifact is created

The production process planner (light orange and swim lane number one), starts
each individual project. He receives product and process information from the
customer, presented in detail tag DI. From the product and process information
he is the one to create first new resource knowledge and convey this to the next
role. The problem here is that the product and process information is not transported
alongside the resource knowledge.

The second stakeholder, the production system planner (purple, swim lane number
two), receives the resource knowledge and holds an internal kick-off meeting for all
other involved workgroups (indicated by the clock symbol). Tag D2 depicts that for
the development of rough plant concepts the production process planner needs PPR
knowledge, but only receives the R part.

In swim lane number three, the automation engineer (dark orange) and the
production process optimizer (yellow), work in parallel. Each domain expert delivers
a more detailed view regarding the system under construction. For the creation of
process concepts, tag D3, the workgroups are in need of PPR knowledge but again
only receive the R part. For the domain experts it is crucial to receive all possible
knowledge and through manual uncoordinated communication with other domain
experts, the automation engineer and production process optimizer try to get hold of
additional information. The execution of this task is thus highly risky, due to missing
PP knowledge, and can lead to unsupported decision making and in later phases to
bad quality.
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7.6 Evaluation of PPR EPA Visualizations

This section reports on a comparison between the outcomes of different data
processing map notations in an initial feasibility case study (Runeson and Host 2009)
with domain experts at a large multidisciplinary systems engineering company.

We evaluate in this section (a) the visualization of engineering processes currently
used at the company, discipline-specific EPC workflows, (b) a standard BPMN 2.0
model, and (c) in Sect. 7.4.3, the proposed PPR extensions to the BPMN 2.0 standard.

The evaluation was conducted in an engineering company that creates custom,
project-based, automation systems. We conducted interviews with the engineering
manager as well as involved domain experts that gave feedback for the parts that were
relevant for them. All interviewees could rate the approaches regarding usability,
usefulness, and effort based on a 3-point Likert scale (+, 0, —). “4” indicates
fulfillment of the criterion, “0” represents neutral fulfillment of the criterion and
“—" indicates disagreement that the approach fulfills the criterion (Table 7.2).

The current approach at the company, using EPC workflow diagrams in selected
workgroups, is not very usable due to a high level of detail, and changes always
imply high rework efforts. The approach is only useful to a limited number of people
conducting intra process optimizations.

A standard BPMN 2.0 model was rated usable because it is easy to understand
and has concepts like tasks, swim lanes, and documents. The overall creation and
adaptation effort was rated adequate as well. However, the standard BPMN 2.0 model
is not useful for any PPR-related analyses, due to missing classifications regarding
engineering artifacts.

The last approach, the product/ion-aware BPMN 2.0 model, was rated overall
very positive. It is as useful as the standard version of BPMN 2.0, but has a much
higher usefulness due to the classification of PPR knowledge in engineering artifacts.
This classification has a minor drawback and needs a bit more effort to work with
than for example the standard BPMN 2.0 model.

The case study results reveal that our proposed approach of extending a well-
known standard, in this case BPMN 2.0, allows breaking out of the existing
“information silos” that exist in the engineering company. Also, it is much simpler
and more useful to classify engineering artifacts regarding PPR knowledge and use
these insights. We also learned from the case study and the evaluation that it is a

Table 7.2 Evaluation results, based on Kathrein et al. (2018)

Current DPM approach:

Discipline-specific EPC ~ Standard BPMN  Product/ion-aware
Approaches—>criteria ~ workflows 2.0 model BMPN 2.0 model
Usability - + +
Usefulness 0 - +
Effort - + 0
Overall DPM quality — 0 +
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good first step to represent PPR knowledge explicitly in the form of a PPR DPM, but
that it is also vital to investigate possible PPR knowledge persistence solutions. For
the involved domain experts, it is not enough to exchange PPR artifacts but they have
the need to query and reuse PPR knowledge currently represented in the artifacts.
This need is based on use cases that occur in the engineering process and are drivers
for further research. In Sect. 7.7, we introduce primary use cases that are relevant
for PPR knowledge persistence.

7.7 PPR Knowledge Persistence Use Cases and Data
Categories

To address RQ3, we built on the case study presented in Sect. 7.5 to gain insights
into the current persistent representation of engineering knowledge. We interviewed
three team leaders of software engineering projects responsible for the development
of engineering tools, for production machine programming, and for data mining.

PPR Persistence Use Cases The following use cases describe and motivate
requirements of software systems that use the PPR knowledge persistence system as
foundation for deriving technology requirements.

UC1 Product/ion-Aware Engineering Tool Support

Advanced engineering tool functions based on PPR knowledge, such as checking
whether the characteristics of a production process fit the characteristics of the
product to be produced, require a programmable interface to PPR knowledge. The
stakeholders in the engineering process phases have both common and different
needs.

UCla. Basic Engineering. For designing the production process, the basic
engineer requires the definition and access to mapping of product parts to process
steps characteristics, which are currently stored in excel tables providing only poor
possibilities to execute this task. For identifying a set of useful resources for a
specified product feature, the basic engineer requires the access to mapping of
product features to production resource characteristics. For finding and comparing
promising production process variants, the basic engineer requires the capability to
discern between the desired process (customer requirements or product manager of
a family of similar systems) and the possible process variants (a) derived from a
product specification or (b) derived from the set of resource components and their
combinations. For reusing PPR knowledge in a family of products or production
systems, the basic engineer requires the capability for variant management in a PPR
context.

UC1b. Detail Engineering. For designing a production system from an early rough
sketch to a detailed construction plan, the detail engineer requires the capability to
define and enhance the design of a resource from the viewpoint of one discipline
and describe design dependencies across disciplines, for example, for machine
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configurations, which could be stored again in excel files or relational databases. For
designing a production system part from reusable components, the detail engineer
requires the capability to discern between information on a specific product and
on a library of products and resources with detailed information on product and
resource types, for example, a tree of motors, electrical motors, and specific motor
types and instances. In a PPR context, this resource-specific view shall be linked to
product/ion-relevant characteristics. For validating his design decisions, the detail
engineer requires traceability of design decisions back to basic engineering by
mapping the configuration of the production system parts back to parameters of
the product to be produced and the planned production process.

UC2 PPR-Based Run-Time Data Analysis

UC2a Run-Time Process Data Analysis. For comparing the intended (specified)
production process to the actual operation process, the production process optimizer
requires capabilities for defining and comparing planned and actual production
processes. To do this, operational data logs of the resource are needed as well as test
data and if possible simulation results.

UC2b Run-Time Data Mining. For better understanding the impact of engineering
and operation factors on the production process results, the production process
optimizer requires capabilities for data integration and aggregation of production
operation data with engineering data. This requirement is based on improvements
for (a) the production process and (b) the capabilities of the production system
family. For data integration, the production process optimizer requires capabilities
for linking operation data to engineering data, for example, mapping of identifiers in
data sets coming from a variety of sources like configuration files, operational data,
and planned layouts from basic engineering.

PPR Data Category Characteristics The current technology landscape of the
company consists of several in-house development tools used in the engineering
process and of applications for configuring and analyzing the operation of
manufacturing systems. These tools are only focused on expressing resource
knowledge, neglecting the potential that a full PPR knowledge base could have.
PPR knowledge could be used for expressing (a) success-critical attributes, such as
parameters for production processes or configurations for production resource and
(b) relationships, such as constraint dependencies, between products, production
processes, and production resources. The three major groups identified with the
domain experts currently in use areas follows:

1. Engineering data is all data that is created during the engineering process, for
example, for designing a robot work cell, ranging from engineering artifacts, such
as CAD drawings, to data tables, such as Excel files, hierarchically structured
product parts, and PPR knowledge, such mappings between processes and
resources in the robot work cell. Engineering data structures may differ from
project to project and consist most of the time of complex engineering artifacts,
objects with attributes, or graphs.
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2. Configuration data includes data that describes the resource (machinery), such
as relationships between production components or configurations or parameter
settings for machines and devices. This data can be described and stored in
classical table structures, consisting of many primitive values, like integers and
strings. Configuration data schemas are rather stable; challenges come from
keeping track of the semantics of changes in versions that may differ only in
numerical/textual changes and linking these configuration values to outcomes in
run-time data files.

3. Run-time data consists of all data accumulated during the operation of the
manufacturing system. Analyses, logs, quality measurements, and so forth are
all representatives of run-time data as foundation for data mining. Run-time data
can be characterized as time series data, which is written once and read many
times. The underlying schema may change with every new quality metric or sensor
added, making it challenging to keep track of the semantics of the collected data.

Although these data categories have very different characteristics, they are often
stored in a large relational database, which introduces challenges regarding technical
debt, understandability, performance, and maintainability of data definition and
access. Through mapping the different characteristics of these data categories
into one shared schema many PPR knowledge aspects, like relationships between
the individual concepts, might be lost, for example, if there is only a focus on
configuration data for resources, there might be no concept for storing process or
product-relevant data.

PPR Persistence Requirements From the discussion of these use cases with the
software domain experts, we derive the following major requirements for PPR
persistence design.

Data Representation for the Different PPR Knowledge Groups UC1 and UC2 target
different phases of an engineering process. UC1 focuses on the early engineering
phases where the planning and creation of PPR knowledge is the main objective. In
these phases, a lot of the configuration data is initially created to be then detailed
in later phases. UC2 aims at the run-time perspective of an engineering system,
where large amounts of quality data in different forms are accumulated. Due to these
different foci of the use cases, it is a requirement for a PPR persistent solution to be
able to handle different data groups and their characteristics like fixed schema tables,
graphs expressing relationships between PPR concepts, and time series consisting
of quality metrics measured by the production system.

Programmable Interface A PPR persistence solution consisting of many different
data aspects and data groups has a high potential for reuse, spanning over different
disciplines and engineering phases. To avoid the accumulation of technical debt,
a PPR persistence solution requires a programmable interface, an API to the PPR
knowledge base. This API should represent the only entry point for accessing PPR
knowledge and possible metadata representations, like for example who or what
tool changed which part of the PPR knowledge representation. This requirement
is based on the different existing tools present in an engineering company, which
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all support their individual specialized use case like in UCI, basic versus detail
planning, resulting in different engineering artifacts.

Flexibility Derived from the two previous use cases and the different requirements
of the data groups is flexibility, also a requirement for a PPR persistence solution.
For example, UC1 provides two different views regarding PPR knowledge. In basic
planning, stakeholders plan a production process and design the resources. Following
this phase, detail planning is interested in the actual and more detailed process and
the concrete realization of the design. These two use cases might have different
requirements for a PPR knowledge persistence solution, requiring flexibility and
easy to maintain data model implementations. UC2 also motivates this requirement,
because the use case is interested in how the production system performs and how
possible optimizations might look like, requiring adaptations to existing solutions
and their persistence.

Usability and Usefulness A possible new solution should provide usability for the
developers that need to work with the new technology and should also be useful
and provide reusability in similar but different projects. As already identified, the
mapping of different data groups into one technical solution may lead to high
technical debt; also, this approach does impose many restrictions onto the developers
that are responsible for the development of engineering tools. These restrictions can
be seen currently in high development cycles and nearly unusable solutions, where
even custom-made software leads to a vendor lock-in, making it virtually impossible
to adapt a solution. Also these solutions do not provide any reusability in different
projects. A new solution thus should focus beyond the PPR knowledge representation
on providing useable and useful concepts for domain experts responsible for the
technical implementation and maintenance.

Performance The presented use cases derived from UC2 focus on data mining and
process data analysis. These use cases impose with increasing data sizes requirements
regarding the performance. Performance can be expressed in the time period needed
from measuring the quality/run-time data until it is analyzed and ready to provide
again insights into the engineering of current or future systems.

Reusability of PPR Knowledge Engineering companies often have similar but not
the same requirements regarding production systems and their design. For each
new contract the two use cases UCla and UC1b are executed, requiring the involved
domain experts often to start from scratch or reuse, through many years of experience,
existing solutions. Even though many products or systems could be classified and
aggregated into families of products and production systems, this is not done,
resulting in high rework efforts. A new PPR knowledge persistence solution should
provide means of reusability for the engineering domain experts, providing libraries
for reusing already existing PPR knowledge, mappings of (a) product to processes and
(b) process to resources. Especially, these mappings often are based on reoccurring
requirements from customers or imposed limitations from production resources.
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Overall, the use cases revealed important requirements for PPR persistence that are
hard to meet with the typical traditional persistence technology mix of (proprietary)
engineering artifacts, Excel tables, XML configuration files, and relational databases.

7.8 Discussion

This section reports on a discussion of the overall process execution, observations,
and lessons learned and extend Kathrein et al. (2019). It discusses results regarding
the research questions introduced in Sect. 7.1 and in detail in Sect. 7.3.

RQ1. What Are Main Elements of a PPR EPA Method? Both business process
analysis (BPA) and engineering process analysis (EPA) methods are concerned with
investigating an existing process, involved stakeholders, and exchanged artifacts.
Whereas BPA approaches like Santos and Alves (2017) and Rosenberger et al.
(2018) focus more on the big picture of an engineering process, and do not allow
for very sophisticated and detailed analysis (Vergidis et al. 2008), EPA approaches
like Liider et al. (2012), Jiger et al. (2011), and VDI (2010) tend to represent more
individual workgroups and their procedures. Our presented approach in Sect. 7.2.2
combines the existing solutions and identifies the main elements in a repeatable two-
phase process, resulting in a visual product/ion-aware representation, namely, the
PPR data processing map (DPM). The proposed main elements: kick-off, interviews,
refinement, and PPR artifact classification were evaluated in a holistic case study
(Runeson and Host 2009).

To support the proposed PPR EPA and execute its tasks, we introduced the role of
the EPA facilitator. This role mediates the interests of all involved stakeholders and
is responsible for choosing the right level of detail of the EPA as well as for choosing
an adequate visual representation. In the conducted case study, three researchers
took on this role. The execution and enactment of the proposed PPR EPA with its
steps provide a first outline of how multidisciplinary engineering processes can be
investigated. However, possible open issues that may surface in practice are still open
for investigation and should be addressed.

The PPR EPA method allows collecting data, which is passed through the
engineering process and records the current engineering process with links to
engineering artifacts. A special focus lies on identifying tasks that create, require,
or lose PPR knowledge and prioritizing the need of PPR knowledge for certain tasks
and stakeholders. All involved stakeholders found the PPR EPA method suitable and
useful. The PPR EPA further gave the stakeholders insights into not only their own
line of work but also beyond and into other workgroups.

Both, independent investigations of workgroups and a high-level analysis for
improvement potential for cooperating and collaborating stakeholders is possible
with the proposed PPR EPA and further brings the benefit of explicit PPR knowledge
identification.
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The proposed process concept can also be used for the identification of technical
depth and the identification of necessary security measures. Within the planning
phase, information flow and therefore necessary user access privileges for the project
can be derived. Furthermore, responsibilities of certain workgroups for certain
components can be defined and non-repudiation can be ensured. This can be done
either on a system level, or by applying cryptographic measures, which has the
benefit of being independent of file- and operating system. A key challenge thereby
lies in the nonintrusive support of employees in their daily work, which allows them
to execute their work tasks as efficiently as before. One possible solution could allow
for “weak” access rights, where users can execute tasks they are not responsible
for, based on the engineering process description. Such an overstepping of a security
boundary could be allowed, which should, however, be monitored, logged, and traced
in a comprehensible way for project members and managers.

RQ2. What Are Main Elements of a PPR DPM Method and Notation? Section 7.2
briefly gave an overview of existing visualization notations for process analysis. In
Sect. 7.2.3, we introduced the PPR DPM notation based on the BPMN 2.0 standard.
The result is a PPR DPM, allowing a stakeholder to classify engineering artifacts
regarding product, process, or resource knowledge and how these artifacts interact
with certain engineering tasks.

The main elements from the standard BPMN 2.0 notations are: tasks, gateways,
documents, and events. The newly introduced product/ion-aware notation elements
are: annotations for documents regarding product, process, or resource knowledge
classifications. We extend the task concept by annotating which of the PPR concepts
is currently available, as well as further information that would be needed for an
ideal task execution. A second extension to the task notation is an importance
level, distinguishing important or crucial PPR knowledge dependencies, depicted as
white/black broken documents.

By using a well-known and easy-to-use notation, the number of different concepts
was minimized, which kept the level of complexity lower than in other approaches
like Khabbazi et al. (2013), Huang et al. (2017) and Merunka (2017).

For the application of the new PPR notation, the stakeholders required a little bit
of training but evaluated the PPR DPM as usable, useful, and a little bit less effort
than the existing eEPC modeling approach.

RQ3. What Are Primary Use Cases That Require the Persistence of Different
Categories of PPR Knowledge? From the case study for evaluating the PPR EPA and
PPR DPM, we collected use cases on Product/ion-Aware Engineering Tool Support
(UC1) and on PPR-Based Run-Time Data Analysis (UC2) to gain insights into the
current technical landscape at the engineering company. These use cases build the
first layer of a possible PPR knowledge persistence solution. Combining the insights
from the use cases with interviews lead to the identifying of the characteristics of PPR
knowledge categories and requirements on how to store and access PPR knowledge.

While the engineering tools currently focus on functions that use production
system engineering data, advanced engineering tool functions require capabilities
for defining and accessing PPR data and knowledge. The PPR knowledge categories
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of engineering data, configuration data, and run-time data indicate conflicting
requirements for the persistence of mainly engineering artifacts, tables, graphs,
and time series data. The requirements for PPR persistence were found hard to
meet with the traditional persistence technology, such as repositories for engineering
artifacts, structured text, and relational tables and databases. Also these requirements,
combined with the PPR knowledge categories, provide functional requirements for
the second layer of the PPR knowledge persistence solution. The third layer of the
solution can in parts be addressed with the combination of use cases, requirements,
and the knowledge gathered from the current situation at the company, but which
requires further research.

While relational databases are a good choice for table-based data persistence
(Vicknair et al. 2010), repurposing table-based data storage technologies for
applications that require rapid changes of schemas or an altogether schema-less data
model accumulates technical debt. Siddiga et al. (2017) argued for the advantage of
NoSQL data storage technologies for further flexibility of data definition and analysis
in the development and operation phases.

As comparable persistence challenges can be found in business informatics,
Sadalage and Fowler (2013) and Nance et al. (2013) pointed out that a combination
of relational and NoSQL database technologies could be used for persistence design.
However, this means redesigning the existing solution with new concepts and a
clean data model leading to risks from data migration and from introducing a
persistence design that uses considerably more complex technologies beyond the
expertise of the domain experts, who often have an engineering background, but not
from engineering large and heterogeneous software systems of systems. Therefore,
we see future research work in exploring PPR knowledge persistence designs that
allow addressing the use cases elicited in this chapter regarding their strengths and
limitations in theory and in empirical studies with typical domain experts.

Limitations As all empirical studies, the presented research has some limitations
that require further investigation.

Feasibility Study To evaluate the PPR EPA and the PPR DPM, we focused on
specific use cases, which were chosen in cooperation with domain experts from an
engineering company. The company is representative in size and domain for systems
engineering enterprises, conducting business on a project basis. The focus of the
engineering company lies on the manufacturing of production systems, without PPR
knowledge management. All of our evaluation results are based on a limited sample
of engineering projects, involved stakeholders, as well as different data models. The
approach thus did not investigate situations where multiple products or variants
are created and how this might affect the overall engineering process. We plan
to overcome these limitations by expanding the case study in other domains and
application contexts and further investigate possible issues of the PPR EPA that
might arise.

Expressiveness of the PPR DPM Notation The notation of the PPR DPM enabled the
involved stakeholders of the feasibility study to better express which PPR knowledge
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concerns are present in engineering documents. The proposed notation is not yet
formalized or described and only presents a first visual aspect of ongoing research.
There are also more advanced applications and analyses in prospects like constraint
modeling or variation modeling. Constraint modeling would require extending the
current PPR DPM notation to have an even higher expressiveness at hand, possibly
exploiting concepts of ISA 95 (International Electrotechnical Commission 2003) or
formal process specification given in VDI Guideline 3682 (VDI 2005). The involved
stakeholders have also expressed the desire to model basic variations of products or
product families, ranging from simple color adaptations to more complex process
and system variations, which would affect the whole manufacturing system.

PPR Knowledge Flow and Artifact Exchange Investigation As mentioned previ-
ously, the PPR DPM notation is solely a visual extension to the BPMN 2.0. Even
though it is possible to investigate an engineering process regarding the flow of
knowledge, our proposed the notation come short regarding concrete dependencies
between stakeholders and content of engineering artifacts. It was discussed that
domain experts depend on intermediary results of one another; however, in some
cases there might be only a partial dependency between a stakeholder and an artifact
or one concrete value out of this artifact. The proposed PPR DPM only classifies the
artifacts regarding PPR knowledge and does not detail the artifacts very much. This
is however addressed in Chap. 8, with several approaches and methods to investigate
such data logistics dependencies across several domains.

PPR Knowledge Persistence Use Cases and Requirements We collected and
analyzed the use cases and requirements with domain experts at a single company.
While we expect these use cases and requirements to be relevant for a wider
application context, the focus on one company introduces bias that should be
addressed by extending and validating the use cases and requirements with
researchers and domain experts from a wider and representative set of data sources.

7.9 Conclusion and Future Work

The work environment of domain experts in systems engineering organizations is
characterized by many different, collaborating disciplines and, from project to project
changing of personnel. In such a multidisciplinary environment, many workgroups
focus solely on improving their own local processes, tools, and methods. Little
to no thought is given on how improvements of engineering interfaces for better
collaboration and coordination could look like. This mindset leads to information
silos, where only the bare minimum effort is fulfilled to have a working project
collaboration.

The domain experts of systems engineering organizations also tend to focus
more on the technical aspects of a system and product or process aspects are
often neglected. This one-sided view on the PPR concept bears the risk of not
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communicating crucial parameter settings and endangering the project success and
operation phase, as was described in Sect. 7.1 with the use case fragile product.

In this paper, we investigated a product/ion-aware method for an engineering
process analysis (PPR EPA) method, as well as a notation for product/ion-aware data
processing map (PPR DPM). Both contributions were based on elicited use cases
from the systems engineering domain and should help domain experts, including the
newly introduced role of an EPA facilitator, with a systematic repeatable approach
to represent PPR knowledge in an engineering process. The introduced PPR EPA
method is capable of tracing PPR knowledge throughout an engineering process.
A special focus and capability is that tasks can be investigated regarding PPR
knowledge requirements. The investigation of engineering artifacts further builds
a main building block for analyzing PPR knowledge gaps that are present in an
engineering organization and its process. Such analyses are a first step toward closing
this knowledge gap.

The PPR EPA method provides the foundations for addressing the characteristics
of Responsible Information Systems, such as flexibility, trustworthiness, and security.
In respect to security, it allows the EPA to investigate possible security measures
based on involved domain experts and their security clearance as well as classified
engineering artifacts. Such an investigation finally can be the basis for planning
necessary countermeasures and secure the intellectual property of an engineering
organization. The EPA specifically addresses the major challenges introduced in
Sect. 7.1.

Cl. The Engineering Process Between Discipline-Specific Workgroups Is Hard
to Trace and Analyze The outcome of the proposed PPR EPA approach visualizes
a multidisciplinary engineering process. The visualization allows identifying PPR
knowledge flows throughout the engineering process, highlighting tasks that create,
transform, or lose PPR knowledge, as well classifying engineering artifacts regarding
PPR knowledge aspects. This makes it possible to trace process executions and
engineering artifacts through the engineering process. The PPR EPA also identifies
interfaces between different disciplines and creating descriptions of which tasks are
executed under which responsibility.

C2. Unclear Benefit of Representing PPR Knowledge Through visualizing the
different involved disciplines of the engineering process, and further focusing on
expressing the importance a task has regarding PPR knowledge, it is possible to
analyze the whole engineering process and explicitly express PPR knowledge gaps.
This product/ion-aware processing map (PPR DPM) can be analyzed regarding
high-risk tasks and estimating the cost and effort it takes to explicitly represent
PPR knowledge in engineering artifacts. Through this approach, domain experts see
what information is available in which engineering phase and can match this to the
actual PPR knowledge they receive and demand to close possible gaps or losses of
knowledge along the engineering process.

C3. Unclear Impact of PPR Knowledge The PPR EPA and PPR DPM are able to
assess the impact of PPR specific knowledge aspects, leading to considerations as to
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which PPR knowledge should be explicitly modeled. This is based on expressions
regarding engineering tasks that need PPR knowledge for their execution. The PPR
DPM addresses this challenge by indicating the priority an engineering task has
regarding PPR knowledge. This allows all involved domain experts to identify
especially critical tasks and address possible high-risk issues. The PPR DPM also
refines the awareness and impact of early design decisions by domain experts.

C4. Unclear Use Cases with PPR Knowledge Categories That Require Persistence
To address this challenge, we elicited primary use cases on Product/ion-Aware
Engineering Tool Support (UC1) and on PPR-based Run-time Data Analysis (UC2)
and the main PPR knowledge categories: engineering data, configuration data, and
run-time. These use cases revealed a range of requirements for PPR knowledge
persistence to guide software engineers who design and adapt engineering tools.
Unfortunately, these requirements are conflicting and hard to address with traditional
relation-based methods and technologies. Therefore, the initial research results on
requirements suggest exploring a combination of persistence technologies regarding
their technical capabilities to support advanced product/ion-aware use cases and
regarding their usability and usefulness in typical application contexts.

Future Work Future work will include further applications and evaluations of the
PPR EPA method and the PPR DPM notation in other engineering domains and
application areas. Possible evaluations include the execution of the PPR EPA in a
second engineering company, to cross-evaluate how the PPR EPA performs and if the
found strengths and limitations are comparable between these two case studies, or if
there is a bias based on the engineering organizations and their domains that should
be investigated. The following aspects are of special interest for future research.

Advanced PPR Knowledge and Artifact Flow Investigation As discussed in the
previous section, the presented approach does not provide means to investigate data
logistics issues. Chapter 8 presents, however, several options on how dependencies
between single values of engineering artifacts and dependencies on a more granular
level can be addressed. Thus, in future work the proposed PPR EPA and also PPR
DPM should be investigated with regard to how they can be combined with a possible
data logistics approach.

Advanced PPR Knowledge Representation To be able to annotate PPR knowledge
aspects directly onto engineering artifacts, there is the requirement and need to
represent PPR knowledge explicitly in an engineering process. In future, these
annotations should not only be visualized but also stored for further processing,
analyses, and knowledge queries. The actual representation and storage of PPR
knowledge could allow domain experts and stakeholders to move from general
artifact representations to specific PPR knowledge aspects, which is also part of
the Industry 4.0 vision.

Traceable Design Decisions Through expressing PPR knowledge explicitly, the
relationships between the concepts and inherently made design decisions build the
foundation for analyzing rationales and give insights into the early phases of an
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engineering process. Especially, the systems engineer gains understanding on how
certain values for operational system parameters were chosen.

Generation of System Design Aspects From explicitly modeling PPR aspects
and having traceable design decisions, it could be possible to derive design
parameters from product/ion design decisions and engineering design patterns.
Through efficiently deriving system designs and reusing these systems for whole
production system families, an engineering company can achieve a considerable
business advantage against its competitors.

Exploration of PPR Knowledge Persistence Requirements and Design Options We
plan to explore PPR knowledge persistence designs that address the use cases
and requirements elicited in this chapter. Possible designs need to be investigated
regarding their strengths and limitations in theory and in empirical studies with
typical domain experts.

IT Security Considerations The PPR EPA presents a detailed set of documentation
regarding the engineering processes currently implemented in an engineering
organization. This knowledge allows analysis of data flows across workgroups and
could thus be interesting to a potential IT security attacker. Such threats to the
integrity of the collected PPR knowledge and further even industrial espionage have
to be researched in future work.

Apart from that, an interesting advancement can be the (semi-/fully) automatic
detection of intentional/unintentional wrongdoing: the system should recognize if
a certain step may result in bad engineering quality. The main challenge here is to
recognize such possible results. One approach could be to let people define quality
within the context of the project in an early project phase.

In terms of security, a next step for PPR can be to integrate secure software
lifecycle processes, such as NIST SP 800-64 (Kissel et al. 2008) or ISO/IEC 27034-
3:2018 (ISO 2018) (and future versions).
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Chapter 8 )
Engineering Data Logistics for Agile Shethie
Automation Systems Engineering

Requirements and Solution Concepts
with AutomationML

Stefan Biffl, Arndt Liider, Felix Rinker, Laura Waltersdorfer,
and Dietmar Winkler

Abstract In the parallel engineering of large and long-running automation systems,
such as Production Systems Engineering (PSE) projects, engineering teams with
different backgrounds work in a so-called Round-Trip Engineering (RTE) process to
iteratively enrich and refine their engineering artifacts, and need to exchange data
efficiently to prevent the divergence of local engineering models. Unfortunately,
the heterogeneity of local engineering artifacts and data, coming from several
engineering disciplines, makes it hard to integrate the discipline-specific views on
the data for efficient synchronization.

In this chapter, we introduce the approach of Engineering Data Logistics (EDaL)
to support RTE requirements and enable the efficient integration and systematic
exchange of engineering data in a PSE project. We propose the concept of EDaL,
which analyzes efficient Engineering Data Exchange (EDEx) flows from data
providers to a consumer derived from data exchange use cases. Requirements for
EDEx flows are presented, for example, the definition and semantic mapping of
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engineering data elements for exchange. We discuss main requirements for and design
elements of an EDaL information system for automating EDaL process capabilities.
We evaluate the benefit and cost of the EDEx process and concepts in a feasibility case
study with requirements and data from real-world use cases at a large PSE company
in comparison to a traditional manual point-to-point engineering data exchange.
Results from the feasibility study indicate that the EDEx process flows may be more
effective than the traditional point-to-point engineering artifact exchange and a good
foundation to EDaL for more agile engineering.

Keywords Multidisciplinary engineering - Production systems engineering -
Cyber-physical production systems - Engineering process - Process design -
Data exchange - Data integration

8.1 Introduction

Engineering industrial production systems, so-called cyber-physical production
systems, for example, long-running and safety-critical systems for assembling
automotive parts or for producing metal, is the business of multidisciplinary
production system engineering (PSE) companies (Biffl et al. 2017; Vogel-Heuser
et al. 2017).

Planning such systems involves parallel engineering: due to increased production
cycles and multiple disciplines, such as mechanical, electrical, and simulation
engineering, developing their engineering and artifacts, such as plans, models,
software code, or machine configurations, independently. Nevertheless, they have
to consider dependencies between the engineering disciplines in order to build a
common system. To shorten the duration of PSE projects, parallel engineering takes
place, the so-called Round-Trip Engineering (RTE) process to iteratively enrich and
refine engineering artifacts (Drath 2009). Similar to RTE in software engineering
(Medvidovic et al. 1999), its main goal is the synchronization of two or more
engineering artifacts to ensure consistency.

Unfortunately, the heterogeneity of local engineering artifacts and data coming
from several engineering disciplines complicate the integration of discipline-specific
views on the data for efficient synchronization and lead to late communication of
changes and ineffective version management of engineering data.

Therefore, a traditional engineering data exchange (EDEX) flow, in other words
the flows of single engineering artifacts that contain essential information, such as
parameters for configuration or formulae, is a cumbersome, manual process whose
effort lies in the hand of the data consumer.

To overcome these disadvantages and be able to perform agile RTE for consistent
distributed data management, the following requirements have to be met: (a) a
process for negotiating data elements requested by data consumers and matching
to data elements coming from data providers and (b) an efficient engineering data
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exchange method and mechanism for conducting the agreed data exchanges between
data sources and sinks of domain experts.

A key success factor for the round-trip engineering (RTE) process pattern (Biffl
etal. 2019a) to enrich and improve engineering data iteratively along the engineering
process and with information coming back from testing, simulation, and operation
is the capability for Engineering Data Logistics (EDaL). In this chapter, we define
EDaL to be the planned management of multiple engineering data exchanges from
a data provider to a data consumer according to the consumer’s requirements in
a consistent and valid manner. In other words, EDaL provides the capability to
exchange selected data in the engineering artifacts with related domain experts
efficiently and in a timely manner in order to reduce rework due to inconsistencies
in diverging local data views. Therefore, EDal. extends EDEx by more complex
capabilities such as data versioning, consistency checks, and automation of work
processes reduce work effort, delivery delays, and enhance the overall data quality.
The enhanced data quality for production systems simulations can enhance the
security of the resulting system due to a minimized rate of errors and faults. Moreover,
EDaL builds the foundation for agile PSE that can adapt to changes communicated
from backflows in the PSE process due to design changes or errors and builds the
foundation for cyber-physical systems and more complex data analysis.

We illustrate the EDaLL approach and Engineering Data Exchange (EDEXx) (Biffl
etal. 2019b, c) processes with use cases from simulation in PSE. Simulation is a major
activity for engineering data to assess the safety and business risks of a production
system before system construction. The simulation engineer combines engineering
data from several data providers such as rotation speed, torque, control signals,
or power consumption of a motor as foundation for calculating and analyzing the
movement of work pieces and robots over time. The purpose of these calculations is
to explore dynamic properties of the designed production system, such as throughput
or the physical feasibility of production steps. These simulation models can also be
used to provide feedback on issues with the engineering data and on design issues
that need to be addressed by the domain experts, for example, changing the placement
of a robot to improve the material throughput in a work cell.

In the traditional EDEx process (Biffl et al. 2014a, 2018), domain experts
communicate their engineering artifacts point-to-point (P2P), typically in the form
of spreadsheet tables, pdf, or XML files. Unfortunately, in the traditional EDEx
process, Liider et al. (2018a, b) identified the following major challenges that also
make EdaL, which builds on EDEx, more difficult (see Fig. 8.1).

Cl. Data Exchange Requirements Are Not Clear or Are Conflicting While the
domain experts know their partners in the engineering process, there is surprisingly
little concern for the data exchange requirements of data consumers and the impact
of ineffective or inefficient EDaL on the project team performance. As EDaL is not a
formal engineering activity but a necessary cost factor, comparable to the transport
activity between production tasks, every engineer tries to minimize locally, overall
at the expense of the cost to the engineering team. In many cases, data consumers
bear the cost and risk of EDaL. due to missing awareness for and support by an EDalL
process and infrastructure. Potential data providers often are not aware of who needs
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Fig. 8.1 Challenges in data exchange in parallel systems engineering, based on Biffl et al. (2019b)

what kind of data at what point in time in the project. General dependencies between
stakeholders might be known; however, the specific relations between engineering
artifacts and their content within an engineering project can change during the project
execution.

C2. Heterogeneous Engineering Data Is Hard to Integrate for Sharing Engineering
tools are tailored to the specific needs of their specific discipline due to historical
and practical reasons and therefore unfit for the use of exchanging engineering
data. The different disciplines may share some common concepts (Sabou et al.
2017; Winkler et al. 2017), such as the concept of a machine, a device, or a
signal. However, these concepts are not consistently modeled across disciplines,
making data integration for sharing error-prone and hard to automate. Therefore,
extracting relevant information from engineering artifacts exchanged by providers
requires extensive effort and knowledge on the side of consuming domain experts.
This manual, unstructured process hinders comprehensive automated processing of
the engineering data buried within the engineering artifacts. While the reusable
representation of explicit semantic relationships between similar concepts of data
providers and consumers may be costly for an informal point-to-point data exchange,
EDaL support for the EDEx in an engineering team can build on the explicit
representation of common concepts as in semantic links between heterogeneous
engineering data sets to enable automation of EDEx and analyses.

C3. Changes on Engineering Data from Round-Trip Engineering Are Hard to Trace
and Analyze A data consumer in the RTE process has to be keep track of the changes
in the data versions he or she receives to enable analyses of the received data and
metadata, for example, for identifying missing or inconsistent data. Unfortunately,
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using point-to-point (P2P) data exchange makes it very hard for a consumer to trace
and analyze the set of data versions exchanged that may come from several providers
as there is no EDaL support to keep track of EDEx flows, including roles and rules
for process conduct.

In this chapter, we introduce a process for efficient Engineering Data Logistics
(EDaL) to address these challenges and to automate data logistics in order to improve
the value and reduce the risks of EDEx. This chapter extends EDEx process and
information system considerations, introduced in Biffl et al. (2019c¢), in the EDaLL
context. We investigate the following research questions (RQs) based on Design
Science research methodology (Wieringa 2014) and the use cases in Biffl et al.
(2018, 2019a).

RQ1: What are main information system mechanisms that enable engineering data
logistics for Multidisciplinary System Engineering?

RQ2: What are main elements of an effective and efficient engineering data exchange
(EDEx) process in Multidisciplinary System Engineering?

RQ3: What are main information system mechanisms that enable engineering data
logistics for Multidisciplinary System Engineering?

From the research we expect the following contributions for the information
systems engineering (ISE) community. The use cases and EDaL approach give ISE
researchers insight into the PSE domain, the foundation for Industry 4.0 applications.
The EDEx process contributes capabilities for designing and investigating agile
processes and information systems in PSE, a foundation for conducting engineering
projects for cyber-physical production systems economically.

The remainder of this chapter is structured as follows. Section 8.2 introduces
use cases, collected in workshops with stakeholders at a large PSE company, to
illustrate RTE requirements for an Engineering Data Logistics (EDaL) approach
and information system that enable the efficient integration and systematic exchange
of engineering data in a PSE project. Section 8.3 summarizes related work on
approaches for data logistics in multidisciplinary production systems engineering
(PSE), information systems and software engineering. Section 8.4 motivates the
research questions and the research approach. Section 8.5 introduces steps for an
EDaL approach to address the requirements identified in Sect. 8.2. Section 8.6
discusses main design elements for effective and efficient EDaL information system
(EDaLIS) mechanisms to address the requirements identified in Sect. 8.2. Section
8.7 reports on an evaluation of the effectiveness and effort of the proposed EDaL
process with EDaLLIS mechanisms in a feasibility case study with requirements
and data from real-world use cases with domain experts at a large PSE company.
Section 8.8 discusses the research findings and limitations. Section 8.9 concludes
and proposes future research work.
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8.2 [Engineering Data Logistics Use Cases

Section 8.2 introduces use cases, collected in workshops with stakeholders at a large
PSE company (Biffl et al. 2018), to illustrate RTE requirements for an Engineering
Data Logistics (EDaL) approach and information system that enable the efficient
integration and systematic exchange of engineering data in a PSE project. This
section introduces a use case with illustrative data for the data exchange of the data
consumer simulation with several data providers.

8.2.1 Engineering Data Exchange Use Cases for Requirements
Analysis

We consider the following use cases, starting from the traditional basic collec-
tion/provision of engineering artifacts in a point-to-point (P2P) network of domain
experts (UC1), progressing to stepwise enrichment of engineering artifacts (U2),
to the parallel iterative enrichment of engineering artifacts (U3), and finally to
consider backflows in the engineering network (U4) as foundation for true round-trip
engineering. Strictly speaking, UCI artifact provision and UC2a simple sequential
enrichment only represent EDEx (Engineering Data Exchange) use cases.

UC2b sequential enrichment with updates, UC3 parallel enrichment with updates,
and UC4 backflows of artifacts incorporate more complex requirements. Thus,
they represent typically use cases that require EDalL (Engineering Data Logistic)
capabilities, such as version management or consistency checks to truly implement
an agile round-trip engineering process.

In the use cases, we assume a team of domain experts involved in designing a
work cell as part of a larger production system.

UC1 Artifact Provision Figure 8.2a shows a set of domain experts in an engineering
project, the plant planner (PP), the machine engineer (ME), the electrical engineer
(EE), and the control programmer (CP) as providers of engineering artifacts,
and the simulation engineer (SimE) and the project manager (PM) as consumers
of engineering data. The orange arrows in Fig. 8.2a illustrate the provision of
engineering artifacts by the PP, ME, EE, and CP to the SimE, who has to extract the
data from the engineering artifacts, to integrate the data from heterogeneous sources,
and to clarify issues with each data provider. We describe the artifact provision as
data exchange in the notation (PP, ME, EE, CP)—>SimE, that is, the SimE requires
a data set from the other four domain experts.

UC2 Sequential Enrichment of Artifacts In a typical sequential engineering
process, the PP starts with providing the structure of the production system, then
the ME selects and designs the mechanical parts, then the EE designs the electrical
mechanisms for providing the system with energy and information connections, and
then the control programmer designs the software and configurations to automate
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Fig. 8.2 (a and b) Engineering Data Logistics (EDaL) use cases in the round-trip engineering
(RTE) process, based on Biffl et al. (2019b)

system parts. The violet arrows in Fig. 8.2a illustrate the same sequence of
engineering artifact exchanges between the domain experts.

UC2a Simple Sequential Enrichment In the simplest case, the domain experts
conduct one sequence of engineering artifact exchanges for enrichment and then
deliver to the SimE: PP—>ME, ME—>EE, EE—>CP; (PP, ME, EE, CP)—>SimE.

UC2b Sequential Enrichment with Updates In an advanced case, each domain expert
may improve his/her engineering artifacts and propagate the updated engineering
artifact version along the engineering chain, resulting in a sequence of follow-up
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updates. In this case, the domain engineers require a mechanism to efficiently identify
changes between artifact versions. PP (PP.A)—>ME, PP (PP.A")—>ME denotes that
the PP sends the ME first his/her artifact A and then an updated version A’.

UC3 Parallel Enrichment of Engineering Artifacts In a parallel engineering
process, the domain experts start in parallel with a rough design; they refine their
designs in parallel and exchange updates as needed. The violet arrows in Fig. 8.2b
illustrate the multitude of point-to-point exchanges in parallel engineering, making
it hard to keep an overview on the artifact versions and their dependencies, as the
sequence of updates and their time of communication in the team is not known.
SimE—> (PP, ME, EE) denotes a backflow from simulation to earlier engineering
activities.

UC4 Backflows of Artifacts Changes to engineering artifacts may come from
backflows in the engineering process due to changed requirements, errors found
in the engineering design, or feedback from tests, simulations, and operation. The
dashed arrows in Fig. 8.2b illustrate the multitude of potential backflows in the
engineering team. Unfortunately, there is, in general, no effective and efficient process
for systematic backflows, making it uncertain to what extent backflow information
is considered or lost.

The data exchange requirements, specified by these use cases in the data logistics
network, result in a set of engineering data exchange (EDEx) flows, for example,
PP—>ME. In the following, we focus on an individual EDEx flow to identify EDEx
requirements and solution options. The round-trip engineering (RTE) process (Biff
et al. 2019a) provides the foundation for consistent distributed data management and
requires (a) a process for negotiating data elements requested by data consumers
and matching the data elements coming from data providers and (b) a data exchange
method and mechanism for executing the agreed upon data exchanges between
domain experts and their data sources and sinks.

Figure 8.3 illustrates the EDEx data flow for UC1 Artifact provision. The data
flows from a data provider to a data consumer. In the traditional engineering artifact
communication, the provider sends an artifact that contains the data relevant for the
customer. However, the consumer has to bear the effort for extracting and validating
the data from the artifact. In addition, there is no systematic traceability and quality
assurance in the process. Therefore, we propose introducing an engineering data
logistics information system (EDaLIS) as foundation for traceable, quality-assured,
and efficient data flows in an engineering team.

8.2.2 Engineering Data Exchange Use Cases for Evaluation

Based on observations and discussions with our industry partners conducted
during the case study (Runeson and Host 2009), we identified two illustrative
use cases (UCs) that show the benefit of improved EDEx (see also Biffl et al.
2019c) and the implementation of EDaL: engineering data collection for production
system simulation and for production system engineering project monitoring. The
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Fig. 8.3 Simple data processing map illustrating one data flow from several data providers to one
simulation expert, based on Biffl et al. (2019b)

engineering of a typical industrial production system (PS), such as automotive
assembly, requires at least the collaboration of—and EDEx—between the plant
planner (PP), who plans the layout of the PS, mechanical engineer (ME), electrical
engineer (EE), and control programmer (CP). Each domain expert designs and
updates complex and heterogeneous local models that are hard to understand by other
domain experts. A more detailed description of newly introduced roles, engineering
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artifacts, and process phases derived from our EDaL approach will be presented in
Sect. 8.5.4.

UC Sim. Data Exchange for Production System Simulation In atypical advanced
engineering environment, a simulation engineer (SimE) designs and runs simulation
models to check the engineering results and to optimize production system
parameters, such as safety risks, production throughput, and energy consumption.
These designs of the simulation models depend on the input of several other domain
experts, such as the configuration parameters of motors and conveyers in a transport
system and requirements of production processes, such as process duration (s) and
production resources, such as length (m), size (m? or m?), mass (t), heat radiation
(kW), power consumption (kW), or maximal noise level (db).

The SimE requires this input from data providers to calculate characteristics, for
example, power consumption or movement dynamics, of a system part, for example, a
drive chain, to find out whether the system part will behave as intended and to provide
feedback to the contributing engineering disciplines on risks and on necessary design
changes.

If the simulation identifies infeasible system plans or significant risks, the
engineers have to cooperate to adapt the plans in the individual disciplines.

A single change in a discipline may trigger a chain of adaptations in other
disciplines and lead to unclear implications on the overall system and avoidable
rework in later project phases. Therefore, project stakeholders would like to evaluate
defined constraints as early as possible for each relevant change of a local model, a
capability that is linked to EDaL.

The manual synchronization of these data typically requires additional effort,
tends to be error-prone, and induces avoidable project risks.

The early detection of errors and faults in the design of production systems has
the potential to increase the overall security of the system and to minimize costs in
the total operation.

UC PM. Production System Engineering Project Monitoring The project
manager (PM) wants to use the input from data providers to the simulation engineer
to assess project progress by analyzing the completeness and quality of data with
respect to the project phase and planned deliverables. Missing or inconsistent data
may be fine in an early design phase, but may pose a major risk in closer to a later
design milestone and require action by the PM.

8.3 Related Work

This section summarizes related work on approaches for data logistics in
multidisciplinary production systems engineering (PSE), information systems, and
software engineering.
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8.3.1 Data Logistics in Multidisciplinary Systems Engineering

Analogue to the real world, Engineering Data Logistics describes the flow of data
elements from a data provider to a data consumer according to the customer’s
requirements. As in traditional logistics, the change of even single parts of the data
transport and exchange network may affect the characteristics of the data logistics
system, such as duration, quality, or cost of logistics, important aspects for the cost
and risk of the engineering system using the data logistics, as well as the business
advantages of enabling frequent and cheap data updates between work groups that
work in parallel (Hell 2018; Andersen et al. 2018).

In Production Systems Engineering (PSE) (Biffl et al. 2017, 2019a), the content
of the exchanged artifacts is important as these artifacts contain only part of the
local models of the domain experts. Due to the inherent dependencies between these
local models, such as dependencies between mechanical engineering defining cable
routes, electrical engineering defining the applied wires and their location on cable
routes, and communication system engineering defining used communication lines
all effecting the possible impact of electrical fields on communication system quality,
domain knowledge is required on both the customer and the provider data models
to interpret the content of the exchanged data. Therefore, it is necessary to move
from delivering engineering artifacts to engineering data exchange (EDEX), as a
stepping stone to implementing agile engineering data logistics (EDaL). Agility in
the industrial contexts is defined as the ability to cooperate within an organization
(data providers and data consumers) and coping with change and uncertainty for
example by implementing flexible planning and management processes (Jackson
and Johansson 2003; Gould 1997).

Business process analysis (OMG 2011) has proven to illustrate relevant
stakeholder groups, activities, and exchanged engineering artifacts to improve the
overall process quality in an organization. However, additional data modeling is
required to represent the knowledge required for EDEx. Thus, the workflow analysis
shall cover the aspects engineering decisions (engineering activities made), applied
engineering tools, created and required artifacts covering engineering information,
and involved humans with skills and competences (Schiffler et al. 2013).

While EDEXx is already important and difficult for traditional PSE, the migration
toward cyber-physical systems is a complex task that requires an extensive solution,
covering technical, operational, and human dimensions (Cala et al. 2017). Due
to this multidimensional complexity, traditional information systems have not yet
adequately addressed the challenges imposed by collaboration in multidisciplinary
engineering systems: heterogeneous tools and data formats, diverging views on
artifacts and their versioning are the most pressing ones (Drath et al. 2011).
Optimizing and enriching the currently available engineering data and data exchange
is a feasible strategy that can be achieved by integrating EDEx (Sabou et al. 2017)
based on the machine understandable representation of knowledge on how exchanged
data elements fit the local data models of the data providers and consumers.
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While there are engineering tool suites that integrate several engineering functions
in one set of tools with a common data model that greatly simplifies EDEX,
most engineering projects use many tools with heterogeneous data models that are
challenging to integrate (Biffl et al. 2017). The traditional EDEx process (Biffl et al.
2014a) is a point-to-point exchange of engineering artifacts between domain experts
via email, repository, or USB stick, typically in the form of spreadsheet tables, pdf,
or XML files.

Liider et al. (2018a, b) introduce an architecture for engineering data logistics,
based on AutomationML (IEC 62714 2018; Vogel-Heuser et al. 2017), an open,
XML-based format for the exchange of engineering data. The proposed architecture
allows exchanging data between discipline-specific data models with varying
hierarchical key systems. While this approach is useful in an AutomationML
environment, the approach does not consider how to negotiate the EDEx between
many data consumers and providers. Often the data providers tend to provide all
kinds of data that someone might find useful in the future, leading to a pile of data
that is expensive to provide and hardly used.

8.3.2 Multi-model Dashboard for Data Integration
and Monitoring

The Multi-model Dashboard (MMD) approach (Biffl et al. 2014a, b) extends the
Decision Board approach (Holl et al. 2012) by adding the concept of constraints that
use shared model parameters, and by automating the data extraction and integration
of parameter values from heterogeneous data sources (Biffl et al. 2014a). The tool-
supported MMD process guides the systematic definition, design, monitoring, and
evaluation of MMD parameters and constraints, visualized on the MMD (see also
Fig. 8.7). A dashboard provides the semantically integrated values of parameters
and of constraints to the domain experts, as parameter values in various local
models change during the project. The MMD provides promising capabilities for
data extraction from engineering artifacts, often engineering models.

The MMD concepts of private workspaces and common team workspace in a
heterogeneous System-of-System environment fit well to typical parallel systems
engineering environments. The roles in the MMD approach, data subscriber and
publisher, can be mapped well to the data consumer and provider in the context
of this chapter. While we can build on the MMD strengths as foundation for the
EDEX research in this chapter, the following limitations of the MMD approach
require adaptation for data exchange in a system engineering project. The MMD
does not consider the provision of data to consumers but focuses on the evaluation
of engineering parameters and constraints. In practice, the MMD assumption of
well-defined common concepts may not hold, if several disciplines may cooperate
without one discipline clearly leading. The MMD software architecture based on
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an AML Hub' (Biffl et al. 2014a) is a limitation for a more general EDEx software
architecture. The research questions in Biffl et al. (2014a) focused on identifying
common concepts, software design options for change monitoring and for awareness
design in a heterogeneous System-of-System environment, while the focus of this
chapter is engineering EDaL based on EDEXx definition and operation.

8.3.3 Data Exchange in Information Systems and Software
Engineering

Business process management approaches, such as UML class diagrams (Brambilla
et al. 2017) or BPMN (OMG 2011), can be a good foundation for EDEx definition
by characterizing involved stakeholders, systems and, to some extent, data types
and their relationships. Workflow management systems allow the automated setup,
performance, and monitoring of previously defined processes; a common tool for
industry use cases is the Aris? tool set. However, these generic methods need to be
adapted to heterogeneous engineering data integration (Rosemann and vom Brocke
2015). In specialized domains, such as medicine, science, and engineering, new
approaches may be needed to optimize data exchange according to domain-specific
requirements (Jimenez-Ramirez et al. 2018; Putze et al. 2018).

Semantic Web technologies facilitate data exchange across applications and
organizations and have proposed engineering data integration approaches following
the interchange standardization approach (Sabou et al. 2017). However, the manifold
types of dependencies in PSE data models differ from typical Semantic Web
requirements (Kovalenko and Euzenat 2016) and the Semantic Web technology
stack is therefore currently seldom used in engineering environments.

Model-driven software engineering (Brambilla et al. 2017) is a well-established
software methodology, in which the abstraction of the problem domain is utilized
to facilitate automated code generation, testing, and verification. Seamless Model-
Based Development (Broy et al. 2010) is a desirable strategic goal that is hard to
achieve in the current heterogeneous engineering reality with less-than-willing tool
vendors who may prefer vendor lock-in to open standards. However, as domain-
specific languages such as AutomationML gain acceptance in PSE, a foundation for
model-based approaches is likely to become stronger.

Design patterns (Hohpe and Woolf 2003) encapsulate best practices of software
system design for commonly occurring problems, in our case data and tool
integration. In the context of this work, we build on design patterns, such as message
passing and publish-subscribe, to support the loose coupling of work groups and
tools.

thttp://www.amlhub.at/
2https://www.softwareag.com/ch/products/aris_alfabet/bpa/default.html
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8.3.4 Technical Data Exchange Formats

To facilitate data exchange, technical data exchange formats have to be able to cover,
possibly all but at least most of the information required and/or produced within
the PSE process by data consumers and providers. For these data exchange formats,
there are a set of (sometimes contradicting) requirements to be fulfilled (Liider and
Schmidt 2017):

* The data format shall be adaptable to different application cases and flexible with
respect to extensions and changes.

* The data representation shall be efficient.

* The data representation shall be human readable.

* The data representation shall be based on international standards.

These requirements lead to an XML-based data format, which makes engineering
tools standardized data exchange formats like STEP (Xu 2012) and AutomationML
(Drath 2009) preferable as they represent a tree structure similar to the topologies
common in engineering, such as functional, mechanical, or electrical hierarchies.

Following Diedrich et al. (2011), the data exchange between engineering tools
requires two levels of standardization, the syntax level and the semantic level. The
syntax level defines the correct technical representation of the data objects in the
data exchange format, including the vocabulary of the data exchange. In contrast,
the semantic level defines the interpretation of data objects, that is, the conceptual
meaning of objects in the engineering tool chain. With respect to the intended
EDEXx approach, both levels are relevant, but the semantic level is more important
as it enables the identification of common information exchanged between the data
provider and consumer.

Technical data exchange formats can be defined in two ways, either they define
syntax and semantics together, as in the STEP approach or the approach defined in
VDI Guideline 3690 (VDI 3690 2012-2017), or they define syntax and semantics
separately, as in the AutomationML or the XMI approach (Grose and Doney 2002).
Since the separate definition of semantics enables better flexibility and adaptability
of a data exchange format to application cases, this approach seems to be preferable.

8.4 Research Questions and Approach

This section motivates the research questions and the research approach. In this
chapter, we introduce a process for efficient Engineering Data Logistics (EDaL) to
address these challenges and to automate data logistics in order to improve the value
and reduce the risks of EDEx. We investigate the following research questions (RQs)
based on Design Science research methodology (Wieringa 2014).

RQ1. What Are Main Elements of an Engineering Data Logistics (EDaL) Approach
in Round-Trip System Engineering? To address this research question, we define
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in Sect. 8.5.1 the term Engineering Data Logistics (EDaL) and analyze key
requirements for effective and efficient EDaL, such as support for clarifying data
consumer and provider win conditions that may conflict or patterns for EDaLL
for the enrichment and backflow of engineering data in a round-trip engineering
process. Section 8.5.2 discusses EDaL design considerations to address the EDalL
requirements. A key EDaL capability is the effective organization and management
of exchanging engineering data. Therefore, we derive in Sect. 8.5.3 requirements for
defining and negotiating the required individual data flows between data providers
and consumers.

RQ2. What Are Main Elements of an Effective and Efficient Engineering Data
Exchange (EDEXx) Process in Multidisciplinary System Engineering? To address
this research question, Sect. 8.5.3 builds on contributions from Biffl et al. (2019c¢) to
discuss requirements for the EDEX process collected in workshops with stakeholders
at a large PSE company, and proposes steps from an artifact-based exchange toward
a consumer-driven EDEx process that address these requirements by defining,
prioritizing, and designing EDEx data flows in a project team. A key capability
of EDEx is to support the data integration of heterogeneous engineering data
by representing the implicit relationships between engineering data coming from
different domains as foundation for a common view on and efficient sharing of data.
For designing the EDEx process, Sect. 8.5.4 builds on contributions from Biffi
et al. (2019c¢) to adapt the Multi-model Dashboard approach (Biffl et al. 2014a)
from constraint evaluation to EDEx and replace the design requirement of an initial
common concept model, which may not be available, with direct links between
consumer and provider data elements. As the manual conduct of EDEX is inefficient,
Sect. 8.5.6 builds on contributions from Biffl et al. (2019c¢) to derive requirements
for an EDEx information system that automates functions in EDEx process steps.

RQ3. What Are Main Information System Mechanisms That Enable Engineering
Data Logistics for Multidisciplinary System Engineering? To address this research
question, Sect. 8.5.6 derives requirements for effective and efficient EDalL
information system (EDaLIS) mechanisms: capabilities for data set specification and
for the representation of dependency relationships as foundation for data integration
and transformation. We discuss in Sect. 8.6 the design of an EDaLIS that supports
efficient tracing of data flows in an engineering team as foundation for analyzing the
exchanged data and the EDEx process. Section 8.7 reports on an evaluation of the
effectiveness and effort of the proposed EDExprocess with EDaLLIS mechanisms in
a feasibility case study with requirements and data from real-world use cases with
domain experts at a large PSE company.

8.5 Engineering Data Logistics Process

In this work, Engineering Data Logistics (EDaL) is the controlled, traceable exchange
of engineering data between data providers and data consumers in an engineering
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process, extending the concept of Engineering Data Exchange (EDEX) that focuses
on a single data flow. EDaL describes a sequence of exchange steps that may follow
a process pattern, such as Round-Trip Engineering (RTE). Agile EDaL. workflows
depend on the efficient implementation of the EDEx concepts.

Following the design science cycle in Wieringa (2014), we set up an initial problem
investigation with workshops (Biffl et al. 2018), outlining the context and problem
space of research, and deriving the following requirements for EDEx capabilities
that allow addressing the challenges introduced in Sect. 8.1: CI. Data exchange
requirements are not clear or conflicting and C2. Heterogeneous engineering data
is hard to integrate for sharing.

Section 8.5 derives requirements for EDaL from the use cases described in Sect.
8.2 and introduces steps for an EDal process to address these requirements by the
EDEX process for defining single data flows in an engineering team. We propose the
concept of an EDaL process that can handle different data formats and discipline-
specific views and derive requirements for EDEX capabilities, such as guidance for
the definition and semantic mapping of engineering data elements for exchange.

8.5.1 Requirements for an Engineering Data Logistics

From a workshop with domain experts and subsequent discussion of use cases, we
derived the following requirements for an EDaL process.

Capa EDaLl. EDal. Scope Analysis The EDal. approach should guide the
collection and analysis of data consumers, providers, the engineering artifacts and
data they want to exchange in the scope of an EDaL use case as foundation for
clarifying win conditions for both data consumer and provider, such as compensation
for extra effort coming from conducting EDaL tasks.

Capa EDaL2. EDaL Use Case Analysis The EDaL approach should guide the
design of an EDaL by identifying and configuring EDalL patterns to derive a
sequence of individual EDEx data flows specified in an EDaL language. EDaL
designs should allow addressing the use cases described in Sect. 8.2 on (UC1)
engineering data provision, (UC2) sequential enrichment of engineering data, (UC3)
parallel enrichment of engineering data, and (UC4) backflows of engineering data.

Capa EDaL3. EDEx Specification The EDaL approach should guide the design
of an individual EDEx data flow in an EDEx language.



8 Engineering Data Logistics for Agile Automation Systems Engineering 203

,m] UC2 UPgr?t Planner(.PP “

Mechanical ; z : Project

Engineer (ME) .'Q‘. o Manager (PM)
Qu ol 1

UC1, UC4

-

N .
Electrical Simulation

Engineer (EE) Engineer (SimE)

Control
Programmer (CP)

Fig. 8.4 Engineering Data Logistics (EDaL) process concepts to address round-trip engineering
(RTE) requirements, based on Biffl et al. (2019b)

8.5.2 Engineering Data Logistics Design

To address the EDaL requirements in Sect. 8.5.1, we derived the following EDalL
process for designing an EDaL solution.

EDaL Step 1. EDaL. Requirements Analysis The role EDal Data Curator
conducts an analysis with candidate data consumers and providers on their data
exchange requirements, the engineering artifacts and data they want to exchange.
Result is an EDaL requirements document and a data processing map. This data
processing map shows a network of data providers and consumers represented as
nodes in the network and a set of data flows between a provider and consumer
depicted as arrows (see Fig. 8.4).

EDaL Step 2. EDaL Use Case Design The EDal Data Curator designs with
candidate data consumers and providers use cases that address their requirements
using EDal. design patterns, such as the RTE pattern and the engineering backflow
pattern. Result is a use case description including an initial set of EDEx data flows,
for example, data provider (artifact: data set)—>data consumer. Figure 8.4 illustrates
a solution design based on a central EDaLIS that mediates the data flow between
providers and consumers. Providers send their engineering artifacts into the EDalLIS
that extracts the data relevant for consumers for distribution to the consumers.

EDaL Step 3. List of EDEx Flows The EDalL Data Curator derives a list of EDEx
specification candidates from EDaL patterns. Result is a refined set of EDEx data
flow specifications, for example, data provider (artifact: data set)}—>data consumer,
with a detailed description of the data set as a set of data elements specified in a
domain-specific language, such as AutomationML.



204 S. Biffl et al.
8.5.3 Requirements for an Engineering Data Exchange Process

From a workshop with domain experts and subsequent discussion of use cases, we
derived the following EDEx process requirements (see also Biffl et al. 2019c).

Capa EDExI. Engineering Data Representation The EDEx approach should allow
representing typical engineering data structures, such as tree hierarchies of the
functions of a production system, (e.g., a work cell consists of devices), lists of
objects (e.g., list of motors), and objects and their attributes (e.g., motor torque or
rotation speed) and relationships forming networks (e.g., a work cell with an electric
motor requires an electric power supply), both for data consumers and data providers.
In addition, the technical data representation needs to be considered by identifying
data storing and data exchange technologies that can be applied on the data consumer
and data provider sides for encoding the engineering information to be exchanged.

Capa EDEx2. Semantic Link Knowledge Representation This capability concerns
the representation of semantic links as a means for data integration between selected
consumer and provider data elements. Representing the knowledge explicitly shall
enable the automated data integration and transformation, as well as reasoning of
the data.

Capa EDEx3. Process Data Representation This capability concerns the represen-
tation of metadata on the EDEXx process, for example, data providers, timestamps,
versioning, data quality, and validity (e.g., unclear/checked valid, invalid data).

Capa EDEx4. Consumer- and Benefit-Driven EDEx Planning The EDEx approach
should be consumer-driven (with EDEx curator) and consider the likely cost-benefit
of setting up and conducting a specific EDEx for prioritization in planning (not
a value-neutral approach focusing on technology without considering economic
benefits). The EDEx approach should help to identify what data to exchange, how to
structure and integrate the data for exchanging.

8.5.4 Engineering Data Logistics Process Design

To address the required capabilities defined in Sect. 8.5.3, and the use cases described
in Sect. 8.2, we introduce the main elements of an engineering data exchange (EDEX)
process, as described in Biffl et al. (2019b), a treatment design according to Wieringa
(2014), based on the knowledge gathered in workshops with domain experts. The
EDEx process adapts and extends the Multi-model Dashboard process (Biffl et
al. 2014a) in the research scope of cooperating multidisciplinary engineering work
groups in a production system engineering project. The EDEX process is independent
of a concrete implementation technology. This process description builds on and
extends the EDEx process description in Biffl et al. (2019c¢).
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(reprinted with permission)

Figure 8.5 gives an overview on the EDEx and operation phases. The EDEx
operation phase assumes an agreement between data consumers and data providers
on the data model and concepts for EDEx. Therefore, a negotiation of the data
requested by consumers and the data published by providers is required, similar to a
marketplace of well-defined data products. In this section, we introduce the roles and
processes for a data negotiation marketplace as foundation for the data extraction and
exchange between data providers and consumers. Key roles are the data consumer,
the data provider, and the data curator. The data consumer requests data according
to their local consumer data model from providers to conduct business processes
more effectively or more efficiently. The data provider has artifacts that contain
data that is relevant to a data consumer and knows how to extract from the artifacts
this data following the local provider data model. The data curator has background
knowledge on the business and relevant data models of all domain experts to mediate
between data consumers and data providers using their local data models. The data
curator has the capability to link the local data models of consumers and providers
with appropriate linking formulae.

Data Exchange Negotiation Phase/Process (see illustrative example in Figs. 8.6
and 8.7). The EDEx process consists of three main steps to identify feasible and
beneficial data exchange instances.

D1. Consumer Data Definition and Prioritization D/a. Consumer Data Defini-
tion. Project stakeholders, who want to receive data from providers, have to define
their data requests. In general, domain experts in PSE have to find out where to collect
the data they need for conducting their engineering processes. Therefore, these data
consumers know what data is available from which data providers. Outcome of this
step is a data model of the local consumer data view, for example, in UML, SysML,
or AutomationML, or a sufficiently precise description in natural language based on
the modeling concepts and vocabulary of the data consumer.
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Fig. 8.6 Engineering data exchange definition/operation for one customer data set, based on Biffl
etal. (2019a, b, ¢), © Springer 2019 (reprinted with permission); tags in green circles refer to EDEx
steps in Fig. 8.5

Data Exchange Definition/Negotiation Phase  Operation Phase

Engi ing Data Exch D (C & Provider) |Links C2P Eng. Data Exchange Operation
Cons [C) Set Consumer Concept Name Phase Prio | Link to provider  Status [C) Value Unit Last Update
Sim_01 Sm1l ME.WeldingCell.Robot1.Location R1 A |=10°ME.Weldin... Subscribed | (133; 218) dm;dm 2.9.2018; 17:49
Sim_01 Sm1l RP.WeldingCell.Robot1.Welding.Duration D3 A | =1000°RP.We... Subscribed [ 18,000 ms  10.9.2018; 10:22
Sim_01 Sm1 RP.WeldingCell.Robot1.Handling.Duration D3 A |=RP.WeldingC bed 4 5 10.9.2018; 10:22
Sim_01 Sml ME.WeldingCell.Robot1.Motor. Tor, p2h C N/A sted l N/A N/A
Sim_01 Sm1 ME.WeldingCell.Conveyer.Maxs| D2 B |=100"ME.Weld. bed[ 1,000 0.2018; 21:24
Sim_01 Sm1 EE.WeldingCell.Conveyer.Drivel.Signall D5 B |=PP.WeldingCell.. bed False Beol 13.10.2018; 06:49
Sim_01 Sm1 PP.WeldingCell.Conveyer.FailureTimer e N/A Requested NfA s NfA

Prov [P) Set Provider Concept Name Phase Cost|Used by consumer Status [P) Value Unit Last Update
RP_02 RP1 RP.WeldingCell.Robot1.Welding.Duration D3  Low Sim_01 Published 18 s 10.9.2018; 10:22
RP_D2 RP1 RP.WeldingCell Robotl.Handling.Duration | D3  Low Sim_01 Published 4 5 10.9.2018; 10:22
ME_02 M1 MEWeldingCell.Robotl.Location R1 Med Sim_01 Published |(13.3; 21.8) (m, |.2018; 17:49
ME_02 M2 ME.WeldingCell.Conveyer.Size R2 Low Sim_03 Published 1,325 .2018; 21:24
ME_02 M1 ME.WeldingCell.Conveyer. Maxspeed D2 Low Sim_01 Published 10 m/s 17.10.2018; 21:24
ME_02 M2 ME.WeldingCell.Conveyer.Drivel D1 Low Sim_03 Agreed N/A Bool H/A
PP_03 PP1 PP.WeldingCell.Conveyer.Drivel.Signall D5 Med Sim_01 Published False Bool 13.10.2018; 06:49
EE_04 EE1 EE.WeldingCell.Conveyer.Drivel Signall D5 High Sim_01 Published True Bool 14.12.2017; 06:50)

Fig. 8.7 EDEXx definition/negotiation and operation overview table, based on Biffl et al. (2019a, b,

¢), © Springer 2019 (reprinted with permission); tags in green circles refer to EDEx process steps
in Fig. 8.5
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D1b. Cost—Benefit Estimate and Prioritization. The EDEX curator validates with
the consumer the definition of the requested data and estimates the likely benefit and
cost of providing the data in order to focus on the most relevant EDEX instances first.
Outcome of this step is a set of data model elements in the local consumer data view,
with a semantic description that is understandable both to the EDEx curator and
prospective data providers based on the modeling concepts and vocabulary of the
EDEXx curator (see Fig. 8.7 for examples). Note that this step can be repeated, if data
consumers need to define additional data elements later in the project. A required
mechanism for this step is a team workspace (see Fig. 8.6) that allows sharing the
data requests on project level with prospective data providers. The EDEx overview
(see Fig. 8.7, tag D1) shows the status of the data elements agreed for provision.

D2. Provider Data Definition and Cost Estimation D2a. Provider Data Definition
as Source for Consumer Data. An EDEX provider can react to consumer data requests
by agreeing to publish data that is semantically equivalent to (parts/aspects of) the
requested consumer data. In general, providing the data will involve extracting the
data elements from suitable engineering artifacts, often export results from a specific
engineering tool, for example, the mechanical structure of a work cell. Outcome
of this step is a set of data model elements in the local provider data view, with a
semantic description that is understandable both to the EDEx curator and prospective
data providers based on the modeling concepts and vocabulary of the data provider
(see Fig. 8.7 for examples).

D2b. Data Provision Cost Estimation. Extracting data from engineering artifacts
can take significant effort and cost, even to an expert. Therefore, the data curator has
to validate that the provided data is equivalent to (relevant parts/aspects of) requested
data items and elicit the likely cost for data extraction and transformation in a format
that is suitable for EDEX, such as AutomationML. Outcome of this step is feedback
to the provider whether the data is of sufficient quality and cost to continue setting
up the EDEx. The EDEx overview (see Fig. 8.7, tag D2) shows the status of the data
elements agreed for provision.

D3. Consumer-Provider Mediation and Semantic Link Definition D3a. Eco-
nomic Matchmaking Between Data Consumers and Providers. For each promising
consumer data request, the EDEX curator tries to find sets of data providers that would
allow providing the requested data. These candidate providers should cover both the
required and available data and the technical capability (for example suitable data
exchange formats) applicable to exchange data. In the simplest case, one provider can
provide the requested data in exactly the required data format. However, in typical
cases, the data elements will come from several data providers in a variety of data
formats (see the example in Fig. 8.6). Outcome of this step is a set of EDEX providers
that could, together, provide the input data for transformation into the requested data
elements. If there are several solutions, the solution options could be ranked by data
quality and cost considerations.

D3b. Semantic Linking Between Consumer and Provider Data Models. For a
suitable set of data providers that would allow providing the requested data, the EDEx
data curator tries to establish for each requested data item a formal semantic link,
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that is, a formula that specifies how to calculate the consumer data item value from
one or more published provider data item instances using the modeling concepts
and vocabulary of the EDEx curator. A semantic link formula can describe in a
simple case, semantic identity between provider and consumer data elements. More
advanced semantic relationships (Kovalenko and Euzenat 2016) include basic string
operations, mathematical calculations, and parameterized function calls to semantic
transformation algorithms (see Fig. 8.9). Outcome of this step is a set of customer
data, semantically linked to a set of provider data as foundation for designing the
EDEX operation. The EDEx overview table (see Figs. 8.6 and 8.7, tag D3) shows
the status of the linked data elements. The EDEx process provides the foundation
for conducting the EDEXx Operation process.

EDEx Operation Phase/Process (see illustrative example in Figs. 8.6 and 8.7).
EDaLIS data structure of consumers subscribing to provider data enables flexible
data exchange in engineering.

O1. Data Provision and Validation Ola. Data Extraction and Transformation.
The data provider extracts the data elements as agreed in the EDEx Negotiation
process from their local engineering models and/or engineering tool outputs. Then
the data provider transforms the extracted data into a data model and format that the
EDEX IS can import (see Fig. 8.6, tag O1). Outcome of this step is a data set for
import into the EDEXx IS.

O1b. Traceable Validation of Data Provision to Data Logistics. The data provider
and the EDEx curator agree on a procedure to validate the data from extraction to
input to the EDEXIS to ensure that only correctly transformed data is imported. The
data curator imports valid data into the EDEXx IS. Outcome of this step is the import
of valid data into the EDEx IS and feedback to the data provider on the validity of
the provided data. The EDEx overview (see Figs. 8.6 and 8.7) shows the status of
the imported data elements.

02. Data Transformation and Validation O2a. Semantic Transformation of
Provider to Consumer Data Model. The EDEx IS propagates the provided data
along the semantic links to fill in or update consumer data sets (see Fig. 8.6, tag O2).

Outcome of this step are updated consumer data sets.

02b. Validation of Semantic Transformation. The data curator can follow the
propagation of the provided data along the semantic links to consumer data sets to
check the correctness of the transformation. Outcome of this step is feedback on the
validity of the semantic transformation of the most recently imported provider data
set.

03. Data Selection and Delivery O3a. Data Selection by Consumer. The data
consumer selects consumer data instances by providing the EDaLIS with the type
of requested data and information to select the desired data instances, such as data
identifiers or selection conditions, similar to an SQL query to a database. Outcome
of this step is a set of selected data in the EDaLIS for delivery to the data consumer.
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03b. Data Delivery from Data Logistics to Consumer. Finally, the EDEXIS
delivers the result data to the data consumer (see Fig. 8.6, tag O3). Outcome of
this step is the data set at the consumer in the agreed upon data format.

Illustrating Use Cases Figure 8.6 introduces the roles, engineering artifacts, and
exchanged data for the EDEx definition/negotiation and operation processes (see
Fig. 8.5) for one consumer data set, in this case device parameters collected for the
SimE. The data providers and data consumers, such as the PP, ME, EE, and SimE,
operate in private workspaces. The team workspace contains shared data views as
foundation for preparing and operating the EDEx processes (Biffl et al. 2019c).

Parameter Exchange for Production System Simulation The SimFE needs a set
of parameters from data providers to set up the simulation model for a device (see
Fig. 8.6, lower right-hand part, red bar), such as a robot or conveyer. The SimE
requests the set of parameters from providers, such as the PP, ME, EE, and CP,
who in return can agree to publish their local engineering data fitting the consumer
request (see Fig. 8.7, left-hand part). The EDEXx curator’s task is to link the set of
requested parameters requested with the published parameters from the providers
PP, ME, EE, and CP (see Fig. 8.7, middle part for the ME and EE data).

During the EDEx operation phase, the feam workspace receives updates of
provider data instances in engineering artifacts from the private workspaces of the
PP, ME, EE, and CP (see Fig. 8.6, left-hand side for the ME and EE) and transforms
this input data according to the semantic links into output data for delivery to the
SimE (see Fig. 8.6, right-hand side, and example output data in Fig. 8.7, right-hand
upper part). Notifications of new or changed data are possible, so the SimE can
consider when to retrieve which part of the currently available data.

Production System Engineering Project Monitoring The advantage of the PM
in this use case consists of simple or advanced analyses. A simple analysis could be
to subscribe to the same data sets as the SimE and analyze at specific points in the
project for which data elements the engineering data is expected but missing.

Figure 8.7 illustrates the EDEx overview table during operation: provided data
instances have been processed according to the linking formulae to fill in data
instances for consumers (tags O1, O2, O3). For consumers, the EDEx overview
(tag D1) shows the status of the data elements as requested, agreed for provision,
or subscribed for delivery. The EDEx overview table (tag D3) shows the status of
linked data elements. For a requested data element, there may be several providers;
therefore, the EDEx overview table (see Fig. 8.7) indicates the cost of providing a
data element and the engineering process phase, in which the data will be available
with sufficient precision, to support making an informed choice on the best provider.
For example, EE . . . Signall could be obtained from PP ... Signal at lower cost.

The concepts illustrated in Figs. 8.6 and 8.7 are the foundation for prototype
designs as input to the evaluation with domain experts in Sect. 8.7.
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8.5.5 Data Modeling Across (AML-1) and Within (AML-2)
Engineering Disciplines

One necessary foundation of the EDaL is the appropriate modeling of the engineering
data within the different involved disciplines and within the data logistics to bridge
gaps between disciplines. Liider et al. (2018b) presented a suitable view-based
approach. Obviously, within the EDaLIS only the engineering artifacts of data
providers and consumers and the central data storage are relevant to be considered.
The data model of the central data storage has to be the union of the engineering
data models of the individual tools.

Thus, in the case of the intended EDaL., we can postulate two types of data models,
Type 1 models and Type 2 models that can be represented by AutomationML. Type
2 models (identified as AML-2 data models) correspond to the engineering artifact
data models of the involved engineering tools, typically local to an engineering
discipline. AML-2 data model scan be modeled by a tool-related set of role classes
and interface classes to cover the relevant conceptual objects and system unit classes
to represent their hierarchical structuring. Type 1 models (identified as AML-1 data
models) correspond to the data model of the central data storage. They represent the
union of all sets of AutomationML role classes and interface classes of the involved
Type 2 models and Type 1 special AutomationML system unit classes to represent
all possible hierarchical structures.

8.5.6 Requirements for an Engineering Data Logistics
Information System

From a workshop with domain experts and subsequent discussion of use cases, we
derived the following requirements for EDEXIS (Biffl et al. 2019c) and EDaLIS
mechanisms.

Capa EDExIS1. EDEx Management and Overview The EDEXIS has to provide
the capabilities of the EDEx overview table illustrated in Fig. 8.7, including EDEx
definition functions to request, agree on providing, publishing, and subscribing to
data elements (see EDEx process steps D1-D3), as well as setting relevant attributes
of and searching the table for understanding the status of the EDEx definition in the
project team.

Capa EDEXIS2. EDEx Data Definition Languages The EDEXIS has to process
the languages for the specification of consumer and provider data sets using the
modeling concepts and their vocabulary, and the language for semantic link definition
specifying (a) the dependencies between consumer and provider data sets and (b)
the transformation of imported provider data into consumer data best based on the
modeling concepts and vocabulary of the EDEx curator.
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Capa EDEXIS3. EDEx Operation Capabilities The EDEXIS has to be able (a)
to import and validate provider data, (b) to store imported data versions including
their metadata for processing, (c) to analyze the data and semantic links in order to
correctly propagate the provider data to consumer data structures, and (d) to select
and export consumer data.

Capa EDaLIS1. Validation and Versioning of Exchanged Engineering Data The
EDaLIS should provide the capability to define validity conditions for exchanged
data elements as foundation for checking the validity of data elements along the
EDaLIS process. The EDaLIS should provide the capability to compare engineering
data versions as foundation for the detection and analysis of changes.

Capa EDaLIS2. Consistency Checking and Change Propagation The EDaLIS
should provide the capability to define consistency checks between semantically
related provider data, knowing that these relationships and checks may differ
according to the engineering phase, for example, inconsistencies or large differences
between disciplines may be okay in an early engineering phase but not in a
later engineering phase. The EDaLIS should provide the capability to check the
consistency between semantically related provider data and report the results as
foundation for a systematic conflict detection and resolution process. The EDaLIS
should provide the capability to define rules for change propagation between
semantically related provider data as foundation for a semi-automated change
propagation process.

Capa EDaLIS3. Provider and Consumer Notification The EDaLIS should
provide the capability to define notifications to providers and consumers on changes
that are relevant to them as foundation for awareness in the engineering team on
changes to relevant data and for analyses that support the effective and efficient
resolution of missing, invalid, or inconsistent data while preventing unwanted
notifications.

Together, the capabilities for an EDEXIS and an EDaLIS provide the foundation
for considering information system design options.

8.6 Data Logistics Information System Design

This section discusses main design elements for effective and efficient EDaL
information system (EDaLIS) mechanisms to address the requirements identified
in Sect. 8.5.6 on capabilities for data set specification and for the representation
of dependency relationships as foundation for data integration and transformation.
We discuss main design elements of an EDaL information system to provide these
engineering data exchange capabilities for automating the EDaL process. As there is
no suitable out-of-the-box technology to link discipline-specific views on data, we
introduce a software architecture with a data model based on AutomationML data
models that address these challenges.
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The EDaLIS provides capabilities for the EDEx operation phase (Biffl et al.
2019a). We assume that the EDaLIS can handle AutomationML (AML) files in the
so-called AML-2 and AML-1 formats (Biffl et al. 2019a). The data curator models
AML-2 and AML-1 templates in the EDEx Definition Phase.

The AML-1 data model defines the central/core model of the EDEXIS to
transform data between several providers and consumers. Therefore, the AML-1
data model needs to represent several discipline-specific hierarchies that share some
common concepts, such as machines or devices. The AML-1 data model consists
of a set of AutomationML RoleClasses, InterfaceClasses, and SystemUnitClasses.
RoleClasses, and InterfaceClasses define the data types and elements for discipline-
specific hierarchies that the data curator can build on to define EDEx data flows.

An AML-2 data model defines a discipline-specific view on a provided engi-
neering artifact. AML-2 uses a subsect of the AML RoleClasses, InterfaceClasses,
and SystemUnitClasses defined in the AML-1 core model to model the structure
and content of an engineering artifact. The AML-2 data model is the foundation to
configure a transformer that transforms an input engineering artifact into an AML-2
data structure. Therefore, there is a specific AML-2 data model for each engineering
artifact.

8.6.1 EDallS System Components

Figure 8.8 gives an overview on the conceptual system design of an EDaLIS. The
EDaLIS consists of two main components: The service-oriented backend exposes
the system capabilities, and the web application is the entry point for data consumers
and data providers (and the data curator).

The web application represents the EDEx team workspace consisting of several
pages for data consumers and providers, such as the Data ImportPage, the Project
Browser, and the Data Export Page. The web application communicates via software
interfaces and the EDaLIS service API with the backend, which consists of the Data
Import Service, the CoreModel Service, the Merge Service, the Transformation
Service, the Validation Service, the Merge Service, the Data Repository, a Workflow
Engine, a Rule Engine, and the Data Export Service. The EDEx team workspace
facilitates the import of provider data by communicating via the EDaLIS service API,
as well as the export of required data to data consumers. The Project Browser allows
to display an overview on the AML-1 data as well as data analyses, for example
changes to single data instances.

In the backend, the CoreModel Service orchestrates the communication with the
different services: AML-2 input data is validated by the Validation Service and Rule
Engine; changes to data in the AML-1 core model are compared via the Compare
Service and merged by the Merge Service to achieve a consistent new AML-1 data
version for storing in the repository.
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Fig. 8.8 System architecture of an EDaLIS system, based on Biffl et al. (2019b)

8.6.2 EDallS Contributions to the EDEx Operation Phase

In this subsection, we assume the EDEx Definition Phase (Sect. 8.5.4, steps D1-D3)
to be completed by the involved data providers and data curator. According to the
EDEXx operation phase, we discuss for each step the EDaLIS contributions.

EDEx O1. Data Provision and Validation O/a. Data Extraction and Transforma-
tion. The data provider prepares an engineering artifact for import into the EDaLIS
web application via the Data Import Page. In the future, the EDaLIS can be integrated
with engineering tools to automate this process step by automatically transforming
the engineering tool data into AML-2 and importing the AML-2 data into the system.

O1b. Traceable Validation of Data Provision to Data Logistics. The data provider
uploads the engineering data via the web application, from where it is transported
to the backend for transformation and validation. If the data is valid, the Compare
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Fig. 8.9 Semantic link definition between consumer and provider data models, based on Biffl et
al. (2019b, c), © Springer 2019 (reprinted with permission)

Service compares the new dataset to the current core model. The result is a list
of changes that the provided data would cause to the core model, displayed in the
Project Browser, from which the data provider can select the changes that should be
merged into the AML-1 core data repository.

EDEx O2. Data Transformation and Validation O2a. Semantic Transformation
of Provider to Consumer Data Model. The selected changes from the provider data are
merged into the AML-1 core model data with the Merge Service. The Transformation
Service links the provider data to the consumer data sets. Therefore, the role classes
of the provider data were mapped during the EDEx Definition Phase to the role
classes in the core model. Figure 8.9 displays examples of semantic link definitions
between consumer and provider data models. In simple cases, the transformation just
requires converting the input values to appropriate scales of units, more advanced
links may require defining and evaluating the results of complex algorithms.

02b. Validation of Semantic Transformation. In this step, the validity of the
semantic transformation is checked by the Rule Engine, for example, that all links in
the core model are set correctly. The data curator can check the validity of the content
in the AML-1 repository against the original input data in the provided engineering
artifact.

03. Data Selection and Delivery O3a. Data Selection by Consumer. The consumer
can request certain data via the project browser. This can be realized by SQL3-like
queries, or similar to XPATH* to specify the required data.

03b. Data Delivery from Data Logistics to Consumer. The requested data can
finally be exported to a consumer AML-2 representation and downloaded via the
EDaLIS Data Export Page to the private workspace of the consumer.

3https://standards.iso.org/ittf/Publicly AvailableStandards/c053681_ISO_IEC_9075-1_2011.zip
“https://www.w3.org/TR/xpath-31/
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8.6.3 EDalLlS System Support for EDal.IS Mechanisms

According to the requirements in Sect. 8.5.6, we investigate the capabilities of the
EDaLIS mechanisms.

Capa EDExIS1. EDEx Management and Overview Private and Team
Workspace. The EDaLIS serves as an interface between the private and the
team workspaces. All involved parties (data curator, provider, and consumer) have
one single point of entry for the required data, the EDEx team workspace. The
workspace can display both discipline-specific views as well as the common model.
This can be achieved by implementing a web application using the Spring Boot>
framework for resource and service orchestration as well as providing the REST-
interfaces® (Representational State Transfer). The system can also manage requests
and subscriptions of consumers, and publishing data by providers, e.g., based on the
publish-subscribe design pattern.

Capa EDExIS2. EDEx Data Definition Languages The discipline-specific views
share common concepts, such as machines, devices, and signals, which link the views
across disciplines; however, the discipline-specific views differ in their hierarchies,
such as the hierarchy of the mechanical structure for the ME, the hierarchy of
electrical circuit areas for the EE, or the hierarchy of software functions for the CP.
Furthermore, links, interfaces, and roles need to be displayed. An adequate EDEx
data definition language needs to facilitate the appropriate representation of such data
structures. File formats such as CAEX or AutomationML (AML) were developed
for such industry use cases (Liider et al. 2018b).

Capa EDEXIS3. EDEx Operation Capabilities Data Import. The EDaLIS needs
to be able to import and transform provided according to the agreed upon data
formats and common concepts. Data input formats could be CSV spreadsheets or
XML files, or AML-2 models (Biffl et al. 2019a). Combined with the data export
this allows addressing UCI Artifact provision introduced in Sect. 8.2.1.

Storing of Input Data. Another essential capability is to store the input data in
order to process it. The transfer can be handled by REST or a similar data transfer
protocol to an XML database to store it in AML-1 data structure, a graph consisting
of linked discipline-specific trees.

Analysis of Data and Semantic Links. The logic of the EDaLIS must be capable
to analyze the input data and make the semantic links to transform the provider data
to the given consumer data structures to represent them in the AML-1 core model.
This transformation requires semantically similar attributes and identifiers (common
concepts) and can be specified for processing by XPath for accessing XML-based
files.

Shttp://spring.io/projects/spring-boot
ohttps://www.w3.0rg/TR/2004/NOTE-ws-arch-2004021 1 /#relwwwrest
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Selection and Export of Data. The enrichment of data in the context of RTE is
an essential feature of an EDaL process, to enable the backflow of information.
Therefore, the EDaLIS also needs to provide an export function, to download
specific and general views of the core model in valid file formats such as AML-
1 or CSV/XML-files.

Capa EDaLIS1. Validation and Versioning of Exchanged Engineering Data
Validator of Input Data. The core model service validates the provider data by
checking the engineering artifacts with the given core model. Due to the parallelism
of the multiple disciplines this validation is essential to verify, for example, attributes
to be compliant with the current core model. If this is not the case the merge process
cannot be completed.

Versioning of Input Data. Versioning of engineering data is an important aspect
of the EDaLIS. The repository allows storing and versioning engineering data
(including metadata) as commonly known in software engineering by version control
systems to compare different engineering data versions. Commonly used version
control technologies such as Git’” or SVN® can be used. Clear benefits are the
traceability of changes and possibility to roll back to older versions if inadequate
or incomplete data has been imported by a data provider, which enables UC2b
sequential enrichment with updates in Sect. 8.2.

Capa EDaLIS2. Consistency Checking and Change Propagation A language
such as the object constraint language® (OCL) can be used in the system design to
check automatically whether the engineering data complies with previously defined
constraints, for example, that all semantic links have to be connected in the AML-1, or
to identify and resolve dead links. The system should be able to check whether specific
attributes or elements have valid attributes, for example, rotation speed cannot be
negative, which could also be used to model dependencies between components.
Change propagation is executed by the display of the change attributes. Together,
these mechanisms enable UC3 parallel enrichment of engineering artifacts in Sect.
8.2.1.

Capa EDaLIS3. Provider and Consumer Notification For this use case, a
workflow engine such as Camunda'® or Activiti'! can be integrated into the EDaLIS
to further automate the EDaL. process, for example, by automatically notifying
providers that data is requested from them or consumers as soon as the data provider
has imported the required data into the system.

All together, the EDaLIS supports the EDal. use cases, implementing all
mechanisms required for addressing UC4 backflows of artifacts in Sect. 8.2.1.

https://git-scm.com
8https://subversion.apache.org
https://www.omg.org/spec/OCL/
0https://camunda.com/de/
Uhttps://www.activiti.org
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8.7 Evaluation

This section derives a conceptual evaluation for the EDaL, and reports on the
evaluation of the engineering data exchange (EDEX) process and requirements
(a) in an initial feasibility study with domain experts at a large production systems
engineering (PSE) company, a systems integrator for metallurgic production systems,
and (b) in a cost—benefit comparison of the EDEx definition and operation processes
to the traditional process of point-to-point exchange of engineering artifacts between
domain experts, closing an iteration of the design cycle (Wieringa 2014) and
providing knowledge for guiding future research (Biffl et al. 2019b, c).

8.7.1 Conceptual Evaluation of the EDaL Process Study

Goal of the conceptual evaluation is to discuss to what extent the EDaL process,
introduced in Sect. 8.5.2, allows addressing the EDaL requirements, defined in Sect.
8.5.1, regarding the use cases, introduced in Sect. 8.2.

EDalL Step 1, EDaL requirements analysis, addresses the capability EDaL scope
analysis by systematically collecting the candidates for data consumers and providers
as well as an initial set of data that could be exchanged between consumers and
providers. Chapter 7 in this book describes a method for deriving a data processing
map that helps identify engineering artifacts and the relevant engineering data they
contain.

EDalL Step 2, EDaL use case design, addresses the capability EDal use case
analysis by systematically considering process design patterns, such as the RTE
pattern and the engineering backflow pattern, to identify a complete set of EDEx
data flows for a use case context. The simple EDaL language describing an EDEx
flow as data provider (artifact: data set)—>data consumer allows defining the main
elements for a data flow as foundation for a more detailed analysis in the EDEx
process definition phase. This approach goes beyond the EDEx approach to ensure
that all relevant EDEx data flows are considered to address an EDaL use case.

EDalL Step 3, List of EDEx flows, details the data flows as input to the EDEx
definition phase as foundation for the consumer-driven design and implementation
of the data flows. The EDaL list of data flows can act as a checklist to ensure the
EDEX process to finally result in a network of EDEx data flows that allow fulfilling
the EDaL design pattern required for addressing the required use cases.

Therefore, the EDaL process elements based on the underlying EDEx process,
allows addressing the general use cases introduced in Sect. 8.2 UCI Artifact
provision, UC2/3 Sequential/Parallel enrichment of artifacts, and UC4 Backflows
of artifacts as well as the specific use cases UC Sim. Data exchange for production
system simulation and UC PM. Production system engineering project monitoring.


http://dx.doi.org/10.1007/978-3-030-25312-7_7
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8.7.2 Feasibility Study of EDEx Process

We evaluated the basic concept of the EDEx process with domain experts by
following the steps of the EDEx process description (see Sect. 8.5.4, Fig. 8.5, and
Biffl et al. (2019c)). Based on the use cases in Sect. 8.2.2, we designed prototypes
of selected user interface elements, such as the overview table, data specification,
linking, and retrieval as electronic mock up artifacts with data from domain experts.
We collected data on the usability and usefulness of the EDEx process based on the
Technology Acceptance Model questionnaire (Davis 1985; Biffl et al. 2019a).

Further, we developed technology prototypes of the EDaLIS capabilities to
explore the feasibility of designing the EDaLIS concepts with available technologies,
including AutomationML for data specification (Liider et al. 2018a), an Excel dialect
for the specification of dependency links, Java code for transformations, and BaseX
as data storage. We conducted and discussed the EDEx steps in a workshop with
domain experts representing the roles data provider (PP, ME, EE, CP in the use
cases), data consumer (SimE, PM), and EDEXx curator.

Overall, the domain experts found the EDEx process feasible, useful, and
usable for basic cases that make up most of the data exchange use cases in their
typical project context, assuming that the EDaLIS provides effective tool support to
automate the data transformation, storage, and selection tasks. The domain experts
provided improvement suggestions for the user interfaces, and for describing the data
transformation and linking formulae in their context. Further, the domain experts
noted that more complex cases may take considerable effort to design and automate;
therefore, cost-benefit estimates in the EDEx process are important to guide planning
the EDEx implementation. Nevertheless, they indicated that more advanced cases,
such as the EDaL use cases, described in Sect. 8.2.1, will also enable more advanced
engineering data usage by exploiting trusted and quality-ensured data that enables
the automation of engineering steps leading to significant cost reductions within the
overall engineering process.

8.7.3 Cost—Benefit Considerations

Costs and benefits of the EDEx process via a team workspace in comparison to the
traditional manual process of point-to-point e-mail-based EDEx are evaluated (see
also Biffl et al. (2019c)). Needs and estimates from domain experts are used, who
are responsible for engineering and project management of large-scale metallurgic
production system projects.

The results are presented in Table 8.1 for the EDEX process steps of the use case
parameter exchange for production system simulation by comparing the benefits,
that is, correct and useful results for a task, and the cost, that is, the effort in person
hours for processing a set of typical inputs, of a stakeholder conducting a task. We
applied a 5-point Likert-Scale (++, +, 0, —, ——), where “++” indicates very
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Table 8.1 Comparison of the benefit, cost, and risk of traditional manual and EDEx processes,
based on Biffl et al. (2019b, c), © Springer 2019 (reprinted with permission)

Benefit Cost
EDEx process step Manual EDEx Manual EDEx
D1. Consumer data definition and prioritization 0 + + 0
D2. Provider data definition and cost estimation - + + —
D3. Consumer-provider semantic link definition - ++ n/a
O1. Data provision and validation — 0 + 0
02. Data transformation and validation —— + — +
0O3. Data selection and delivery — ++ —— ++
Risks from EDEX to engineering project
Risk of unplanned rework due to defects in EDEx — ++ - ++
Risk of defects in engineering from low-quality EDEx  — + — +

Legend: ++ very good, + good, or average, — weak, —— very weak

positive effects, and “——"" very negative effects. Positive effects refer to high benefit
of the investigated approaches, to low cost for implementation and application, and
to low risk from EDEXx to the engineering project.

Regarding benefit, the EDEx process was found effective to very effective by the
interviewed stakeholders, both providers and consumers. The reason being they were
able to exchange data elements in a traceable and validated way. In the traditional
approach, the data consumers had to define, procure, transform, and validate the
required data with significant cost and prone to errors. The downside is, however,
that the application of the EDEX process incurs extra cost, especially during the
EDEX definition (D2) and linking (D3), in particular for providers and for the new
role of the EDEx curator.

On the other hand, the linking step (D3) significantly improves the representation
of shared knowledge in the engineering team over the previously implicit
dependencies between the engineering roles. Domain experts and the PM can always
get a current overview on the status of data deliveries and can identify missing
engineering data and unfulfilled requests by consumers. In addition, the EDaLIS can
provide the benefit of immediate feedback on changed engineering data elements
efficiently, without additional cost to the domain experts.

Regarding risk from EDEx to the engineering project, the participants know
that traditional EDEx often leads to unplanned rework due to defects in EDEx and
expect major benefits from a lower rate of defects introduced from EDEx and cost
reductions from less effort for unplanned rework. Further, the participants know that
traditional EDEx may lead to defects in engineering artifacts, for example, due to
divergent views in the engineering disciplines from infrequent or incomplete EDEx.
The participants expect from low-cost EDEX a faster synchronization between the
disciplines, which lowers the risk of defects and facilitates more agile PSE as changes
can be propagated both correctly and faster.
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8.8 Discussion

This section discusses the evaluation results regarding the research questions
introduced in Sect. 8.4, and extending Biffl et al. (2019c).

RQ1: What are main elements of an Engineering Data Logistics (EDaL) approach
in round-trip System Engineering?

Section 8.5.2 introduced the EDaL elements in the process for EDalL, an EDalL
curator identifying data providers and consumers, their candidate engineering
artifacts, and data to exchange according to EDaL. design patterns, described by an
EDaL specification language. In an initial conceptual evaluation, we found the EDalL
approach adequate to address the core use cases for round-trip System Engineering
introduced in Sect. 8.2.1, assuming an effective underlying EDEx process for the
data flow between a consumer and her data provider(s).

As anext step in the design science approach, the initial conceptual evaluation will
be the foundation for an empirical study to investigate what methods and mechanisms
typical domain experts will require to apply the EDaL approach effectively in their
engineering context.

RQ2: What are main elements of an effective and efficient engineering data exchange
(EDEXx) process in Multidisciplinary System Engineering?

Section 8.5.4 introduced as main EDEx process elements EDEx roles, process
steps, and data structures. The new role of the EDEx curator mediates between
data consumers and providers. In the feasibility study, a domain expert filling this
role informally was identified. The EDEx data structures represent the necessary
knowledge on engineering data, semantic links between consumer and provider
data, and the status on the EDExX process as foundation for effective EDEXx for the use
cases introduced in Sect. 8.2.2 and according to the required capabilities for EDEx
in multidisciplinary engineering, discussed in Sect. 8.5.3. Further, the EDEX process
facilitates efficient EDEXx (a) by considering the benefits of EDEx for consumers and
the cost for providers to focus first on the data sets with the best cost—benefit balance
and (b) by automating the EDEx operation with support by the EDaLIS.

As potential drawback of the EDEx process, the domain experts noted the need to
convince data providers to take over the task and extra effort of extracting requested
data from their engineering artifacts. For this task, specific tool support will be
required according to the project context as well as appropriate compensation for
the extra effort. A company internal cost balancing scheme shall be investigated,
enabling the transfer of cost reductions at consumer side to the data provider side
that can be organized by the EDEx curator (see also Biffl et al. 2019c¢).

From a data model point of view, the local data models in a discipline-specific
view of a provider or consumer are, in general, trees. The common model in EDaLIS
links these trees to a graph via semantically equivalent concepts, such as system
part, device, or signal. However, the effective and efficient identification of relevant
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semantically equivalent concepts may take considerable effort and requires research
on methods for supporting the EDEx data curator.

RQ3: What are main information system mechanisms that enable engineering data
logistics for Multidisciplinary System Engineering?

The EDaLIS mechanisms for management and overview, data definition lan-
guages, and operation capabilities addressed the requirements for EDEx capabilities
in Sect. 8.5.6 on a conceptual level. Together, the EDaLIS mechanisms facilitate
efficient round-trip engineering among domain experts, that is, the enrichment of
common engineering concepts in iterations from several disciplines (use cases 2 and 3
in Sect. 8.2.2), as the domain experts may act both as consumers and providers. The
design of an operational EDaLIS will have considerable impact on the efficiency
of the EDEx process in the application context and requires further investigation
regarding the interfaces to domain experts and their tools, regarding the languages to
specify EDaL. and EDEx aspects, and regarding data structures to process and store
the data required for addressing the EDEx and EDaL use cases.

Limitations As all empirical studies the presented research has some limitations
that require further investigation (see also Biffl et al. 2019c).

Conceptual Evaluation of EDal. We evaluated the EDaL concepts with typical use
cases in the context of a large PSE company. However, these use cases may be specific
to the company and not representative for typical PSE companies. Therefore, we plan
to evaluate the EDaL concepts in a wider set of representative PSE companies.

Feasibility Study We evaluated the EDEx process approach with focus on specific
use cases in cooperation with domain experts in a typical large company in
PSE of batch production systems that can be seen as representative for systems
engineering enterprises with project business using a heterogeneous tool and
technology landscape. The evaluation results are based on observations from a
limited sample of projects, stakeholder roles, and data models. To overcome these
limitations, we plan a more detailed investigation in a wider variety of domains and
application contexts.

The expressiveness of data specification and linking languages, used in the
evaluated prototype, can be considered as a limitation. The prototype is able to
address an initial set of simple data types, while industrial scenarios showed that
value ranges and aggregated ranges have to be expressible in the desired data and
link languages for specification and validation. While the evaluation worked well
with data provided in tables, the evaluation of advanced data structures such as trees
or graphs remains open.
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8.9 Summary and Outlook

This section summarizes the findings of the book chapter and proposes future
research work. Digitalization in production system engineering (PSE) (Vogel-Heuser
et al. 2017) aims at enabling flexible production toward the Industry 4.0 vision
and at shortening the engineering phase of production systems. This results in an
increase of parallel PSE, where the involved disciplines have to exchange updates of
engineering information for synchronization due to dependency constraints between
the engineering disciplines.

In this chapter, we introduced and investigated PSE use cases for engineering
data logistics (EDaL) and, based on Biffl et al. (2019c¢), for the engineering data
exchange (EDEX) process to provide domain experts in parallel PSE with a systematic
approach to define and efficiently exchange agreed upon sets of data elements between
heterogeneous local engineering models as foundation for agile, traceable, and secure
PSE. EDaL and the EDEx process provide the foundations for addressing the major
challenges introduced in Sect. 8.1.

C1. Data Exchange Requirements Are Not Clear or Conflicting The EDEx definition
phase results in an EDal. network of stakeholders linked via data representing
engineering information they exchange as foundation for EDaL patterns, such as
RTE.

This EDaL. network improves the cooperation within the organization and the
data providers’ insights into needs of other project participants: Data providers now
know specific data requirements of project participants at any point of time. The
EDaL network can grow iteratively, going beyond the insight of a one-time process
analysis, as the specific relations between engineering artifacts and their content
within an engineering project can change during the project execution. The data in
the EDaL network enables the analysis of stakeholder priorities and relationships in
an engineering project to provide the knowledge on which stakeholders require what
data by when in the PSE process.

C2. Heterogeneous Engineering Data Is Hard to Integrate for Sharing While the
data provided by engineering tools is typically specific for a discipline and not
designed for use with other disciplines or with the project they contribute to, semantic
linking allowed the integration of heterogeneous data in the evaluated EDEx use
cases. The semantic linking enables seamless traceability in the EDEx process
that, for the first time, gives all stakeholders the opportunity to know and analyze
which role provided or received which kind of engineering data, which addresses
a major awareness shortcoming in the traditional EDEx process. EDal. support
for the EDEx in an engineering team can build on the explicit representation of
common concepts, as semantic links between heterogeneous engineering data sets
enable automation of EDEx and analyses. Furthermore, the EDEx semantic linking
improves the representation of shared knowledge in the engineering team in a way
that is understandable for machines, a prerequisite for introducing Industry 4.0
applications by supporting knowledge preservation in an aging engineering society.
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C3. RTE Changes on Engineering Data Are Hard to Trace and Analyze The
EDaL approach provides a data processing map, a network of stakeholders and
the engineering artifacts and data they exchange during the engineering process,
as foundation for automating analysis of changes to the content of exchanged data.
Therefore, a data consumer in the RTE process can efficiently track back changes in
the data versions he/she receives from several data sources to enable analyses of the
received data and metadata, for example, for identifying missing or inconsistent data.
The EDaL support in the EDaLIS keeps track of EDEx flows, including roles and
rules for process conduct. Therefore, the EDaLIS facilitates frequent synchronization
between work groups to reduce the risk of divergent local designs, rework, and project
delays and to enhance the overall efficiency, agility, and security of the system design.
The price to pay is the introduction of a new stakeholder role, the EDEx curator,
having the knowledge and responsibility to coordinate the EDEx definition phase
and to supervise the EDEx operation process.

Future Work We foresee the following avenues of future research work to
investigate applications of the EDaL. and EDEX capabilities and to address limitations
of the research in this work.

Case Study on EDaL Concepts To explore the EDaL. approach, we will conduct an
empirical study to investigate what methods and mechanisms typical domain experts
require to apply the EDaL approach effectively in their engineering context. Based
on the single EDEx data flow discussed, we will explore defining a network of EDEx
flows, supported by an EDaLIS prototype.

Advanced Analyses on the Exchanged Data and Associated Metadata The EDEx
data will enable consumers and researchers to conduct advanced analyses, such as
on expected but missing values, data validity and consistency, and symptoms for
security risks. The EDEx metadata allows analyses of PSE process characteristics.

Semantic Linking Between Consumer and Provider Data Models During the use
of EDEXx, the complexity of links may grow considerably with the number of data
elements, consumers, and providers, which will require research on the scalability
of EDEx. While the EDEx process identifies direct links between consumer and
provider data sets, it may be more efficient on a larger scale to identify common
concepts (Sabou et al. 2017) in the engineering data model and link the consumer
and provider data via these common concepts.

IT Security Considerations Centralizing knowledge in the EDaLIS requires research
on threats to the integrity of collected knowledge and of industrial espionage.

EDEx and EDallS Application Future work will include the application and
evaluation of the EDEx process and an operational EDaLIS in various engineering
domains and application areas.
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Chapter 9 )
Efficient and Flexible Test Automation fleckir
in Production Systems Engineering

Dietmar Winkler, Kristof Meixner, and Petr Novak

Abstract Context and background: In Production Systems Engineering (PSE),
software and systems testing are success-critical along the production automation
life cycle to identify defects early and efficiently. Although test automation concepts
enable continuous integration and tests during engineering and maintenance, tool
chains are often hardwired, less flexible, and inefficient. Thus, there is a need for
more flexible tool chains to support verification and validation of control code
variants. Objective: In this book chapter, we (a) describe a flexible Test Automation
Framework (TAF) to enable continuous integration and tests and (b) provide an
adapted maintenance process to enable efficient verification and validation of control
code variants. Method: We build on best practices from Software Engineering and
Software Testing to establish a flexible TAF based on Behavior-Driven Testing. We
use the Abstract Syntax Tree (AST) as foundation for human-based verification and
validation. We developed an initial prototype derived from industry partners and
used an Industry 4.0 Testbed for evaluation. Results and conclusion: First results of
the prototype implementation with selected testing tools showed the capability of
the TAF concept for supporting flexible configurations of testing tool chains. The
AST concept can support the human-based verification and validation of control
code variants.
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9.1 Introduction

In Production Systems Engineering (PSE) projects, the growing share of software
components and the need for flexibility make engineering projects more complex and
risky (Broy 2006). Software and system testing approaches represent key activities
along the production systems engineering life cycle to identify defect early and
efficiently (Vogel-Heuser et al. 2015). A key question is how to implement software
and system testing within the PSE life cycle that can address new challenges, related
to flexibility in context of Industry 4.0 (Biffl et al. 2016). In the industrial practice of
the production system life cycle, we observed a set of sequential process steps, such
as system design, system construction, implementation, test and commissioning,
and operation (Winkler et al. 2017c). In engineering phases, engineers, coming from
the electrical, mechanical, and the software domain, typically work in parallel in
small iterations, comparable to agile software development approaches (Lindstrom
and Jeffries 2003). These small iterations include frequent system changes that
need to be tested accordingly. In system maintenance projects, operators and system
maintenance engineers should/could reuse these test cases to verify and validate
the system behavior during/after executing maintenance tasks. In this context,
test automation can help to automate frequent test runs in context of continuous
integration and test during system development, and system maintenance (Duvall et
al. 2007). Although test automation enables continuous integration and tests during
engineering and maintenance, these tool chains are often hard-wired, less flexible,
and inefficient (Winkler et al. 2018a). Adapting and/or exchanging tools in existing
testing tool chain often require considerable human effort to reconfigure these tool
chains during system development. System maintenance tasks are often executed
by dedicated organizations such as third-party organizations that are not necessarily
similar to the development organizations. Thus, adaptations in the testing tool chain
might be required as well. Thus, we see the need to provide mechanisms for a
flexible test automation approach that enables effective and efficient reconfiguration
of testing tool chains and/or closing gaps in the test automation tool chain.

Beyond these tool chain reconfiguration issues, caused by the availability of
different testing tools during development and/or maintenance, another critical issue
can come up during system maintenance activities in PSE: there could be the
need for exchanging selected and already implemented devices in the production
system, such as robots. We observed different programming languages for different
device types, coming from vendor-specific characteristics or even caused by evolved
programming languages used in newer device versions. Note that we observed
different programming languages used by different vendors, but also different
programming languages used even by the same vendor. Thus, there is the need
during maintenance tasks to (a) transfer and/or rewrite device control code from
one device type to the other and (b) verify and validate expected system behavior of
both, device code implementations and control code models. In this chapter, we focus
on test automation and verification and validation of device control code (model)
variants.



9 Efficient and Flexible Test Automation in Production Systems Engineering 229

The overall key question, addressed in this book chapter, is how to support
Slexibility in test automation in PSE. Results can support engineers (a) to reconfigure
testing tool chains efficiently and effectively and (b) to verify and validate control
code model variants.

In context of the overall research questions introduced in Chap. 1, this chapter
addresses the following research questions: In Chap. 1, RQla and RQl1b focus
on typical characteristics and requirements of engineering processes for long-
running software-intensive technical systems. In this chapter, we describe a test
automation approach that is applicable along the product lifecycle, that is, during
engineering and maintenance phases. Characteristics include the need for flexibility
of the test automation framework and the capability for human based verification
and validation of changes. In Chap. 1, RQ2 focuses on how successful business
informatics approaches can be adapted for the engineering of large cyber-physical
systems. To address this research question, we build on best practices from Software
Engineering (Schatten et al. 2010) and Software Testing (Spillner et al. 2014) to
establish a flexible TAF based on Continuous Integration and Test (Duvall et al.
2007) concepts and Behavior-Driven Testing (BDD) (Soeken et al. 2012).

The basic idea of BDD is to use simple (standardized) natural language constructs
to define test cases. Typically, domain experts can formulate these test cases
according to the expected behavior of the system without knowing (software-
related) characteristics of test case implementation. Our observations at industry
partners confirmed that often these type of tests, for example, on integration or
acceptance test level, require the expertise of domain experts and software engineer
and software test experts (Winkler et al. 2018a). The flexible TAF should also
separate responsibilities and knowledge of testing roles and provide capabilities for
effective and efficient reconfiguration of the testing tool chain. The verification and
validation of (device) control code variants will support engineers in evaluating
different versions of implemented and similar functional behavior of devices (i.e.,
control code of two robot variants), which should be exchanged during system
maintenance. We use Abstract Syntax Trees (AST) (Jones 2003) as foundation
for the verification and validation of control code variants. An AST represents a
hierarchical, logical representation of a software artifact structure, like the source or
test code of a program, omitting code characteristics that are specific to the applied
used programming language. For example, code characteristics include indention
characters and parentheses. This abstraction allows identifying structural elements
such as branches and loops, their conditions, relevant fields and variables, or method
calls. Therefore, an AST represents a model of the software code that can be analyzed
within a programming language family such as Java and C#, independent of different
language formalism or programming styles. Furthermore, methods exist that allow to
extract and store such models in an exchangeable data format. Based on implemented
control code versions, AST models are generated/derived using a model named
Abstract Syntax Tree Model (ASRM) published by the Object Management Group.!

'OMG ASTM: www.omg.org/spec/ASTM
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Thus, Quality Assurance (QA) experts can verify and validate different derived AST
versions by using model quality assurance approaches, such as reviews or inspections
(Zhu 2016).

For evaluation purposes, we apply two prototype implementations, derived from
industry partners and the Industry 4.0 Testbed,? located at Czech Technical University
in Prague. First results of the prototype implementation with a selected tool chain
showed that the flexible TAF concept is capable of supporting configuration options
of testing tool chains in a continuous integration and test environment more
effectively and efficiently. However, the individual characteristics of different testing
tools and tool suites in PSE still require the consideration of human effort to support
more effective and efficient tool chain configurations. In context of verification and
validation of control code variants, we showed the feasibility of the AST model
approach. However, due to the complexity of derived AST models and the structure
of these models, tool support is required to enable engineers in efficiently verifying
and validating control code variants with AST models. This tool support can include
concepts from model quality assurance with human computation to evaluate different
models in PSE more effectively and efficiently. Although the AST is promising, there
is the need for human effort to bridge gaps in the testing tool chains that could not
be fully automated.

The contributions of this chapter address the scientific communities of Infor-
mation Science in Automation and Industrial Manufacturing and Cyber-Physical
Production Systems. We are especially aiming at improvements of software and
testing quality in the engineering and maintenance process. This is done by providing
novel approaches for a flexible exchange of testing tools based on layered framework
and a flexible, model-based approach to validate and verify control code for industrial
resources such as robot arms. Furthermore, we address Process Improvement and
Software Quality Assurance communities by adapting and extending approaches
from Software Engineering to the Automation Systems domain. Practitioners can
benefit from the reported results in terms of applying and extending the flexible test
automation framework in individual contexts to make software and system testing
processes more flexible, effective, and efficient. Finally, process improvement can
help to implement quality assurance mechanisms in engineering and maintenance
processes.

The remainder of this book chapter is structured as follows: Sect. 9.2 summarizes
background and related work on Production Systems Engineering (PSE), Software
and System Testing, Continuous Integration Processes and Tools, and model quality
assurance with human computation. We focus on the research issues in Sect. 9.3 and
describe the illustrative use case in Sect. 9.4. Section 9.5 summarizes the flexible
test automation framework and Sect. 9.6 focuses on the verification and validation
approach of control code variants. Finally, we discuss findings, limitations, and future
work in Sect. 9.7.

2Industry 4.0 Testbed: www.ciirc.cvut.cz/testbed/
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9.2 Related Work

This section summarizes related work on Production Systems Engineering (PSE),
Software and System Testing, Continuous Integration Processes and Tools, and
Model Quality Assurance with Human Computation.

9.2.1 Production Systems Engineering

Production systems typically consist of mechatronic objects that incorporate
components of multiple engineering disciplines (Moser et al. 2012), such as
electronics, mechanics, and control software. Engineers of different disciplines
use various tools, programming languages, terminology, and models for problem
description and solving. From the physical perspective, mechatronic components are
tightly coupled. However, from the system engineering point of view, mechatronic
components consist of a set of heterogeneous data models constructed and maintained
by domain experts using a variety of different engineering tools. These data models
and tools should be well connected with a bunch of interfaces to guarantee correct
operation of the final mechatronic objects and to overcome technical and semantic
heterogeneities of tools and data models (Winkler et al. 2017¢). Common data
exchange approaches, such as common concepts or a data description language
(such as AutomationML3) for data exchange represent the foundation for effective
and efficient data exchange (Winkler et al. 2018a).

Automation and control of production systems is typically realized by PLCs
(i.e., programmable logic controllers). PLCs can be programmed with a family
of PLC programming languages that is standardized as IEC 61131. Although
there exist vendor-neutral and standardized programming languages, individual
vendors include numerous extensions and variations of these basic languages to
support specific characteristics of their devices (e.g., for optimization of the defined
behavior). Consequently, code reuse and re-deployment still pose issues, even though
a standardization effort in the frame of a standard PLCopen* tries to bridge these
gaps between vendor-specific implementations. Besides PLC programming, on a
higher level of the automation architecture (Vogel-Heuser et al. 2009), different
programming languages such as C, C#, C+4++, Python, or Java are used for
implementing functional behavior. This heterogeneity also hinders reuse and re-
deployment of software components within a maintenance project. For example,
industrial robotics typically utilizes proprietary programming languages or vendor
specific programming languages, for example, the robot vendor KUKAS> uses the

3AutomationML: www.automationml.org
4PLCopen: www.plcopen.org
SKUKA: www.kuka.com
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language called KRL for the traditional industrial robots representing the most
significant part of KUKA portfolio, whereas new and advanced types of cooperative
robots use the Java language. Therefore, if one robot type needs to be replaced by
another robot type, for example, during a system maintenance project, there is the
need to (a) rewrite the robot control code and (b) verify and validate the implemented
code versions (similar to an engineering project). Due to the use of a large set of
different programming languages in PSE, the verification and validation of correct
operations and correct systems behavior is challenging. Note that in context of
this book chapter, verification refers to compliance of the implementation and the
related specification while validation refers to compliance of the implementation and
customer expectations, requirements (i.e., expected functional behavior).

Verification and validation are also issues during systems maintenance and
evolution because even minor updates or changes of the system during production
system life cycle imply high testing effort and costs. Therefore, there is the need
for supporting engineers in verifying and validating robot control code in PSE to
ensure that corresponding code snippets in different languages are equivalent from
the behavior point of view. While reviews and inspections or (software) tests can be
used to evaluate these language constructs, there is still need for a more effective and
efficient evaluation approach, for example, based on control code models.

9.2.2 Software and Systems Testing with Behavior-Driven Tests

Modern approaches in software engineering that follow agile principles (Van
Bennekum et al. 2001), such as Scrum (Schwaber and Beedle 2002) and XP
(Lindstrom and Jeffries 2003), are based on short development iterations to
continuously evolve and improve the software under development. A prerequisite for
these approaches is quick feedback for software developers early in the development
process, which determines the correctness of the source code.

Test-Driven Development (TDD) is a common software engineering best practice
that also supports quality assurance in software engineering (Beck 2003), which
requires developers to write tests before implementing the functionality of the
software. Using this approach, the executed tests fail initially until a developer
implements the functionality correctly. As a consequence, the test cases themselves
act as acceptance criteria for the developed methods. Furthermore, writing the tests
before implementing the software tends to increase the productivity of the developers
as well as the number of tests (Erdogmus et al. 2005). However, such tests often
represent the view of the software developer of the system and its state, rather than
the system’s behavior (Solis and Wang 2011) as desired by the product owner for
example.

Behavior-Driven Development (BDD) aims at overcoming these limitations by
enabling stakeholders, such as the product owner or application designers, to
formulate their acceptance criteria as fine-grained scenarios, containing a sequence
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Fig. 9.1 Behavior-driven development process with examples

of steps that act as specifications for the behavior of the system under test. On
the one hand, a primary goal of BDD is to utilize Keyword-Driven Testing (KDT)
(ISO/IEC/IEEE 2016), which aims at providing a common vocabulary that reflects
the relevant domain-specific concepts as building blocks of acceptance test cases
in natural language (Soeken et al. 2012; Solis and Wang 2011). Furthermore, BDD
aims at making the resulting BDD scenarios executable (Solis and Wang 2011) for
easier automation of the test process. Today, a wide range of BDD frameworks, such
as Cucumber,® Radish,” or Specflow,? exist for various programming languages like
Java, Python, and .Net. A widely used Domain-Specific Language (DSL) to describe
BDD scenarios is the Gherkin notation (Micallef and Colombo 2015).

Figure 9.1 depicts a representative simple example of the BDD tool chain and an
exemplary test process in combination with typically used technologies.

1. Test scenario definition: First, a domain expert specifies the acceptance criteria in
several test scenarios, written as scenario steps in a quasi-natural language with
related parameters (e.g., by using the Gherkin language). We need to mention that
domain experts and test developers need to negotiate the wording of the scenario
steps and their parameters to create shared meaning. Figure 9.1 shows such a
simple test scenario in Gherkin notation on the bottom left. The initial execution
of these defined scenarios with a test execution tool or a build server fail will fail,
as an implementation is missing at that point.

2. Test mapping: A Test Developer maps the scenario steps in a “Test Mapping”
process step to test stubs using frameworks such as Cucumber. For example,
when using Cucumber and Java, the test developer annotates the Java test stubs
with the relevant Gherkin keyword and the language construct from the scenario

6Cucumber BDD Framework for Java: http://cucumber.io
7Radish BDD Framework for Python: http://radish-bdd.io
8Specflow BDD Framework for .Net: http://specflow.org
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step that contains placeholders for the parameter. This parameterization allows
the reuse of the scenario steps with different test data and thus the combination
of scenario steps to a variety of scenarios, that is, test case specifications.

3. Unit test case development: The Test Developer implements the test code as, for
example, Unit Test Code in a particular testing framework like JUnit.

4. Finally, in the Test Execution activity, the Binary Test Code of the unit tests is
executed using an integrated development environment, such as Eclipse, or, in a
more advanced setting, on a build server like, for example, Jenkins.

To further improve BDD testing and scenarios it requires a more suitable
vocabulary that better fits the particular domain of the system under test (Haser
et al. 2016) introduced an approach to extract business domain concepts from
the application domain’s body of knowledge. They observed, through a controlled
experiment, that the use of such a domain-specific vocabulary allows significantly
faster creation of BDD scenarios. The authors further claim that the use of such
vocabularies could improve existing BDD toolkits and support various domains
such as software development in PSE. However, 