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Preface

This book is part of the Analog Circuit Design series and contains contributions
by all the speakers at the 28th Workshop on Advances in Analog Circuit Design
(AACD), which was held in Milan, Italy, from April 1 to 3, 2019. The aim of
the workshop was to bring together a group of expert designers to discuss new
developments and future options.

The local organizers were Andrea Baschirotto (University of Milano-Bicocca)
and Piero Malcovati (University of Pavia). Infineon and RedCat Devices were the
platinum sponsors of the event that has been opened by the Rector of the University
of Milano-Bicocca, Prof. Cristina Messa.

Each AACD workshop is followed by the publication of a book by Springer,
which then becomes part of their successful series on Analog Circuit Design. A
full list of the previous books and topics covered in this series can be found on
subsequent pages. Each book can be seen as a reference work for students and
designers interested in advanced analog and mixed-signal circuit design.

This book is the 28th in this series. It consists of three parts, each with six
chapters, that cover the following topics that are currently considered of high
importance by the analog and mixed-signal circuit design community:

• Next-Generation ADCs
• High-Performance Power Management
• Technology Considerations for Advanced IC

We are confident that this book, like its predecessors, will prove to be a valuable
contribution to our analog and mixed-signal circuit design community.

Milan, Italy Andrea Baschirotto
Eindhoven, The Netherlands Pieter Harpe
Delft, The Netherlands Kofi A. A. Makinwa
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Part I
Next-Generation ADCs

The first part of this book is dedicated to recent developments in the field of analog-
to-digital converters. The first papers discuss new architectures such as time-domain
converters and noise-shaping SAR ADCs, followed by chapters which discuss
how the energy efficiency and bandwidth of existing ADC architectures can be
significantly improved.

In Chap. 1, Gabriele Manganaro makes the point that most ADCs are designed to
meet application needs, and so may not look good when assessed in terms of general
figures of merit. As a result, some emerging classes of ADCs may not be getting the
attention that they deserve. Examples of these are time-domain converters, which are
compact and highly scalable, and ADCs based on compressive sampling techniques,
which result in lower output data rates and thus to (sensor) systems with lower power
dissipation.

Chapter 2 authored by Nan Sun et al. provides a comprehensive overview of
the emerging class of noise-shaping SAR ADCs. These achieve high resolution and
energy efficiency by combining the merits of SAR and ADCs. The resulting ADCs
are highly scalable and amenable to low supply voltages, making them attractive
candidates for emerging sensing and communication systems.

In Chap. 3, Maurits Ortmanns et al. discuss innovative Nyquist ADC architec-
tures that can achieve both high resolution and energy efficiency. In contrast to
oversampled ADCs, such ADCs do not filter their inputs, and thus do not have
memory, allowing them to be multiplexed over multiple channels.

In Chap. 4, Muhammed Bolatkale describes the use of continuous-time ADCs
in wideband software defined radios. The chapter gives an overview of the key
architectures and circuit-level techniques employed in recently published high-
speed continuous-time ADC designs.

In Chap. 5, Shanthi Pavan provides an overview of the use of finite-impulse-
response (FIR) feedback in continuous-time ADCs. Apart from mitigating the
effect of clock jitter, FIR feedback confers high linearity, and facilitates the use
of chopping to reduce offset and 1/f noise.

In Chap. 6, Bob Verbruggen et al. describe the design of an ADC intended
for direct RF-to-digital conversion in wireless base stations. The ADC employs

http://dx.doi.org/10.1007/978-3-030-25267-0_1
http://dx.doi.org/10.1007/978-3-030-25267-0_2
http://dx.doi.org/10.1007/978-3-030-25267-0_3
http://dx.doi.org/10.1007/978-3-030-25267-0_4
http://dx.doi.org/10.1007/978-3-030-25267-0_5
http://dx.doi.org/10.1007/978-3-030-25267-0_6


2 I Next-Generation ADCs

an 8-channel time-interleaved architecture together with various foreground and
background calibration schemes. Implemented in a 16 nm FinFET process, it
achieves 60.9 dB SFDR and 55.3 dB SNDR at a sampling rate of 5.2 GS/s.



Chapter 1
Emerging ADCs

Gabriele Manganaro

1.1 Introduction

New converter architectures are introduced from time to time to address a variety
of application requirements or technology challenges, and either mature alongside
traditional ones or are eventually abandoned, almost like in a Darwinian selection
process [1–6]. Greater awareness of some of these evolution and selection mechan-
ics empowers the technical community to avoid unintended outcomes and possibly
foster the development of useful new architectures. This topic and two examples of
interesting classes of emerging analog-to-digital converters (ADCs) are discussed
in this paper: time-domain converters and compressive sensing converters.

How can one objectively compare between many different converters and
designs? One common way to discriminate is by quantifying the energy efficiency
with which a given converter performs its function. The latter is generally assessed
and tracked by means of a couple of popular figures of merit (FOMs) [1, 3, 4]. FOMs
do, indeed, capture fundamental trade-offs between power consumption, signal
bandwidth, and spectral purity. But, over time, FOMs have also been employed to
highlight performance trends, to point to architectural strengths and shortcomings.

In some cases, FOMs have been nearly promoted to the rank of another design
specification, the deliberate optimization of which may end up being rewarded
with a scientific publication. Such unintended effects of FOMs are beginning to
be humorously acknowledged by the technical community [7].

New points in a FOM scatter plot regularly emerge as the result of what designers
are working on, which is influenced by application and business dynamics. So,
the emergence of new points should not be confused as an indication of what

G. Manganaro (�)
Analog Devices, Inc., Wilmington, MA, USA
e-mail: gabriele.manganaro@ieee.org

© Springer Nature Switzerland AG 2020
A. Baschirotto et al. (eds.), Next-Generation ADCs, High-Performance Power
Management, and Technology Considerations for Advanced Integrated Circuits,
https://doi.org/10.1007/978-3-030-25267-0_1
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4 G. Manganaro

converter technology could possibly do in absolute sense. Some level of correlation
between technological potential and a FOM trend should not be hastily confused
with causation.

Time-domain converters and compressive sensing converters address very impor-
tant application and technology challenges and hence deserve attention from the
technical community. But neither of them, at least till now, have demonstrated
impressive FOM results; that was not their intent. But because of this, these
ADCs risk being neglected or even driven into wrongful extinction. A discussion
about FOMs is then inevitable. Perhaps, this may stimulate a broader debate on
whether our maturing technical field is accidentally restraining new and uncommon
innovative efforts or narrowly channeling them due to a single-metric approach.

As for these two classes of emerging ADCs, what is covered here is by no means
exhaustive. On the contrary, publication references are provided to the reader as
a starting point to explore many of the subjects. However, this paper attempts to
draw the attention of the technical community to interesting cases of such emerging
converters, while offering some original observations about them.

This paper is organized as follows: Sect. 1.2 discusses how data converter
innovation happens as a symbiosis between application needs and technology
progression and how the increasing popularity of power efficiency FOMs can
introduce blinders. Section 1.3 talks about time-domain converters and provides
conjectures for their future evolution. Section 1.4 deals with compressive sampling
and offers a brief survey of the most recent architectural breakthroughs. Some
conclusions are drawn in Sect. 1.5.

1.2 Technology Progression is Seldom a Straight Line

1.2.1 FOMs: Side-Effects Include . . .

A commonly used ADC FOM is the so-called Schreier’s FOM, measured in dB/J
(although the unit “Joules” is usually dropped) and defined as follows [1]:

FOMS,hf = SNDR + 10 log

(
BW

P

)
(1.1)

where SNDR is the signal-to-noise-and-distortion ratio in dB and measured for high
frequency inputs (hence the subscript hf in the FOM symbol), P is the corresponding
power consumption, in watts, and BW is the input signal bandwidth in Hz. BW is
generally assumed to be equal to the sample rate fs divided by the oversampling ratio
(OSR). This definition allows both Nyquist converters (for which BW = fs/2) and
oversampled converters to be compared [1]. A scatter plot based on ADCs published
during the last 20 years at the ISSCC and VLSI conferences is depicted in Fig. 1.1
[8].
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It is easy to see that most new data points (indicated by the squares and diamonds)
correspond to the highest bandwidth ADCs, which are close to the diagonal
dashed asymptote known as the “technology front.” A similar distribution of new
data points is found, year after year, with newer points moving the dashed line
asymptotes to wider band and higher FOM. In fairness, not all papers accepted at
these two conferences are required to establish a substantially better FOM, provided
that valuable innovations are demonstrated in other important dimensions, as seen
by the few new points located far away from the hustle and bustle along the dashed
line.

However, this picture, while insightful from an energy efficiency perspective,
should be used carefully. Because while quantitative and objective, it omits relevant
architectural innovation that was either not submitted for publication or that while
addressing other valuable problems does not stand out in terms of FOM.

For example, while high-speed ADCs are often published at ISSCC and the
VLSI symposium, a number of companies developing, among others, innovative
high-speed data converters embedded in complex integrated systems simply choose
not to publish. That is true for both commercial applications in ultra-wide band
optical, wired, and wireless infrastructure communication systems, as well as for
defense and space applications. Non-CMOS technologies, such as heterogeneous
or optical technologies, are also sometimes used for these applications in order to
handle signal bandwidths that, can be an order of magnitude above the technology
front of Fig. 1.1.

There are also cases where an ADC is allowed to use as much power as is needed
to meet ambitious performance objectives. For these, the FOM or the physical size
would not compare favorably with the designs shown in Fig. 1.1. It should be said
that while these could be regarded as outliers, if added to the scatter plot, they would
distort the regularity of the distribution in Fig. 1.1.

Fig. 1.1 The Schreier’s FOM versus signal bandwidth for ADCs published at the ISSCC and
VLSI Symp (1997–2017)
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Also, as noted earlier, the horizontal asymptote, known as the “architecture
front” does not change much from year to year. This may suggest stale innovation
in low bandwidth ADCs.1 In fact, there is a lot of relevant converter innovation
in narrow-band applications that doesn’t necessarily aim to optimize the FOM.
As a matter of fact, most commercial converters process much lower bandwidths
than those close to the “technology front.” Such ADCs, often called “precision
converters” (low bandwidth, high dynamic range), address important application
problems in innovative ways, but are intentionally seldom disclosed in publications.
These converters rely on proprietary circuit and algorithmic techniques and leverage
special process technology capabilities to achieve very high linearity and noise
performance. All these forms of innovation are protected by trade secrets and patents
and it is often deemed to be counterproductive to give them a high visibility in the
open literature. Expectably, none of these specifics will intentionally be disclosed
here. Although the interested reader can confirm such assertions by an in-depth
study of the relevant cases, publicly available at the US and European patent office
websites.

In conclusion, FOMs are very useful tools if used with care. Conversion
efficiency is only one lens for looking at converters’ progress. Overly emphasizing
conversion efficiency at prestigious conferences will inevitably incentivize and
possibly develop gregarious lines of research at the expenses of more important
directions. Secondly, though not less important, FOM-based trends can miss out
some important industrial innovation.

1.2.2 When an Application Requirement Triggers
a Major Turn

Application requirements are a main innovation driver and progression of design
specifications can change quite dramatically within an application space, hence
forcing technology dislocations.

For instance, high-speed converters are often required in cellular wireless
infrastructure systems [9]. In fact, presently, this is probably the largest application
space for this class of ADCs and hence a clear trendsetter.

About seven or so years ago, a receive signal path for a cellular base station
(BTS) would have been required to process a signal such as a multi-carrier GSM
channel with an RF bandwidth (BW) of 75 MHz or a CDMA channel with an RF
BW of 100 MHz. The prior generation’s requirement was about 40 MHz, while
about 3 years later, a subsequent generation of BTSs required an RF bandwidth
of BW = 200 MHz. Today, consensus is that BTS intended for so-called fifth
generation (5G) mm wave systems [10] should be capable of processing RF

1A theoretical upper bound of 192 dB is set by the thermal noise limits. This points to the challenge
of going higher [3].
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bandwidths of 1–1.2 GHz. The need to be compatible with legacy systems means
that the dynamic requirements of the prior generation must also be maintained in
the wider bandwidths of the new systems.

So, if an ADC is used to digitize baseband in a homodyne receiver, its sample
rate would need to roughly double when going from the 40 MHz generation to
the 100 MHz generation and then double again to enable the 200 MHz generation.
But the following ADC generation would require a sample rate that is five to six
times higher than its predecessor to process a 1–1.2 GHz band. So, while in the
previous cases an appropriate process technology transition of nearly the same ADC
architecture could meet the requirement, in the last case a substantial architectural
change is indispensable.

A closer look within the same application space shows that the evolution of ADC
requirements is in fact even more non-linear. For instance, if the popular heterodyne
receiver is considered, an ADC can be used to digitize a desired communication
channel with band BW but centered at an intermediate frequency fIF, rather than
in baseband/zero IF. In the 100 MHz BW systems generation, this IF frequency
was commonly chosen between 150 MHz and 350 MHz. In the 200 MHz systems
generation, some BTS designs have moved their fIF to slightly higher frequencies.
So, again, a sample rate doubling is very challenging but not necessarily requiring a
completely new ADC architecture.

However, in some more recent cases, the requirement on the input signal for the
ADC has moved to much higher frequencies. Namely, the RF to IF frequency down
conversion is moved from the analog domain, in front of the ADC, to the digital
domain, right after digitization. In other words, the 200 MHz wideband signal that
the ADC needs to sample is not centered at a few hundred megahertz; it is now
located at a few GHz. And while undersampling is a possible avenue, the demand
is to use the first Nyquist band for acquisition. As for 5G cellular communication,
designers distinguish between sub-6 GHz systems, where the RF channel is placed
below 6GHz, and millimeter wave systems, where the channel is located between
29 GHz and 32 GHz or so [10]. So, for example, if a 10–12 GSPS ADC could be
used as an RF digitizer [11] in the receive path of a sub-6 GHz system, doubling fs
to 20–24 GSPS could only provide some incremental advantage in processing gain
and in terms of analog filtering requirements. So a completely different approach to
the millimeter wave systems is needed.

Additionally, one of the other technologies required by 5G mm wave com-
munication systems is beamforming. The ability to establish a spatially directed
receive/transmit communication link between certain mobile devices and the BTS
is obtained via phased arrays of antennas, each one of which may have its
own RF/mixed-signal chain. While, certainly, energy efficiency is very important
(FOM), the size and weight of the electronics introduce very restrictive conditions
to the system design that trickle down also to the data converters. Converter
architectures that can be very compact in area, that scale well with nanometer
process technologies and can then be integrated in large channel count are receiving
substantial attention. That includes classic SAR ADC architectures. But it also
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includes emerging classes of converters such as the time-to-digital and digital-to-
time converters discussed in the following sections.

1.2.3 When a Converter Breakthrough is an Enabler

The innovation cycle doesn’t simply work in the direction of an application
challenge driving an engineering solution. It works also in the opposite direction,
when a technology breakthrough enables an application that was not practical or
conceivable before.

For instance, while trimming has been fairly common practice in precision
analog circuits for many decades, despite much research, self-calibration has
only become mainstream in industrial data converter design in the last 15 years
or so. Self-calibration techniques substantially loosen analog design trade-offs
between matching, area, noise and linearity, power consumption or speed [1, 12].
Because of that, in the mid-2000s, there has been a rapid expansion in terms of
converter architecture innovation significantly pushing the performance fronts in
multiple directions, particularly in CMOS processes [1]. First, 8–10b ADCs went
from sample rates of a few hundred MSPS to well into the GSPS range, thanks
to a combination of substantial circuit size reduction (calibration correcting for
matching limitation, hence allowing size reduction and hence speed acceleration)
and simple two-way (“ping-pong”) interleaving. Then further improvements in
core self-calibration, plus higher-order time-interleaving (8 sub-ADCs or higher)
assisted by channel mismatch calibration, allowed Nyquist rate 12–14b ADCs to
also break the GSPS speed barrier [1, 2, 11]. Different self-calibration techniques
were employed in continuous-time �� ADCs to control parametric spread in the
loop filters, in the feedback delays, and to linearize the feedback DACs. This allowed
such architectures to digitize hundreds of MHz of signal band at frequency centered
all the way up to the low GHz range [9].

As a result, considering again the examples in the previous section, cellular
wireless communication systems have been positively impacted by the ability to
employ RF digitization and synthesis. That has made it possible to move a lot
of the modulation/demodulation functionality from the analog/RF domain into the
digital domain, with substantial benefit to integration, flexibility/programmability,
development time, etc.

Similarly, the substantial reduction in size and power enabled by new self-
calibration techniques has also enabled considerable miniaturization/integration in
medical instrumentation systems where data converters also constituted one of the
bottlenecks, hence enabling the creation of affordable portable health monitoring
systems such as ultra-sound systems, etc. with an appreciable benefit for our well-
being.

Finally, while the philosophy of development of analog systems has traditionally
been to design for best performance, leaving to trimming and calibration the role
of making up for manufacturing imperfections, recent advances in self-calibration
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are rapidly changing this strategy. Looking ahead, deeper analog–digital co-design
is anticipated. For example, to further overcome power/speed limitations, the data
converter architectural preferences may go to those that, while characterized by high
but predictable and correctable nonlinearity, can enable substantial higher speed or
lower power or smaller area, leaving to self-calibration and software algorithms the
task of linearization [1–3, 13].

1.3 Time-to-Digital (TDC) and Digital-to-Time (DTC)
Converters

1.3.1 Why Time-Domain Data Converters?

MOS device scaling is accompanied by voltage supply scaling. Difficult trade-
offs between signal headroom, noise, linearity, bandwidth, power consumption, and
device matching introduce limitations to the performance of voltage-domain analog
circuits; including data converters [12].

In the early 1990s, in response to the shrinking voltage headroom issue,
researchers explored current-mode circuits [14]. But while a hard ceiling in the
current domain isn’t always immediately explicit, currents and voltages are tied to
one another by finite node impedances and homologous challenges in current mode
systems surfaced. Moreover, many of the signal sources, sensors, and actuators are
voltage-mode devices, hence making the voltage-to-current and current-to-voltage
transducers the inevitable new bottlenecks.

While the pace of reduction in supply voltages has since slowed down, the
voltage headroom problem has not gone away. Analog designers have begun looking
at another analog variable that could be used to represent and process information:
time intervals.2 Time-domain circuits such as phase-locked loops (PLLs) or delay-
locked loops (DLLs) are very mature architectures and seminal work in time-domain
data converters can be traced back to many decades ago. Time-to-digital (TDCs) and
digital-to-time (DTCs) converters have been important functional blocks for digital
and semi-digital timing/clock systems [1].

1.3.2 TDCs/DTCs Building Blocks

Two of the most important analog circuit primitives for processing time are
the CMOS inverter and the D-type edge-triggered flip-flop (DFF) [1, 15]. The
voltage/current-domain signals processed by TDCs/DTCs have generally an
approximately rectangular or, at high frequency, a distorted-sine shape. What really

2While we will refer to “time” for brevity, let it be understood that we mean “time intervals.”
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matters is not their shape, but the moment when such signals cross a pre-established
set of thresholds, hence determining the instant of transition from 0 to 1 or from 1
to 0. That is liberally referred to as the “zero crossing” time.

In TDCs/DTCs, the CMOS inverter is often current-starved to be able to adjust its
gate delay by means of a control current Ic or a control voltage Vc and it is employed
to realize a voltage-controlled delay unit (VCDU) as in the example depicted in
Fig. 1.2 [15]. The input is represented by a signal φin, while the output is a signal
φout. The control variable in this example is Vc, and it can vary the net gate delay
�T. The small signal gain Gφ at the VCDU’s quiescent point of the voltage-to-time
characteristic determines the ability of this primitive to process time [15].

VCDUs like the one in Fig. 1.2 or alternate ones, especially those implemented
in differential form, are building blocks for ring-oscillator VCOs and voltage-
controlled delay lines which are then used for continuous processing of time signals.

The other time-domain primitive is the D-type edge-triggered flip-flop (DFF), as
the one shown in Fig. 1.3. The DFF can be used as an analog primitive to realize a
comparator function since, given two pulses, say φin and φref, fed to its D input and
clock input, respectively, as shown in Fig. 1.3, will return a logic 1 at its Q output
when φin leads φref (φin < φref) and 0 otherwise (φin ≥ φref).

The VCDU and the DFF can also be used to build a variety of TDCs and DTCs
using the architectures described in excellent tutorials such as [15, 16].

A rather simple one is the time-domain flash ADC depicted in Fig. 1.4. Here
the VCDU’s gate delay �T is used to set the time-domain comparator thresholds

Fig. 1.2 (a) A VCDU; (b) a
circuit implementation using
a current-starved inverter; (c)
time diagram of the input φin
and output φout; (d) an
example of the
voltage-to-phase
characteristic of a VCDU
where a central linear region
can be identified with a
corresponding linearized
voltage-to-phase gain Gφ
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Fig. 1.4 A flash TDC
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and hence the quantization step and the nominal resolution of the converter. Finer
steps can be obtained by phase interpolation between two delay elements’ outputs
or by using a sliding “time Vernier” obtained by introducing a second time-shifted
servoed voltage-controlled delay line [1, 15]. These techniques, however, introduce
additional complexity, area, power consumption, noise, and linearity issues that
need to be carefully managed.

Another way to realize a TDC consists of building a ring-oscillator VCO from
VCDUs and then using the analog voltage input signal to control the VCDUs so
that the frequency of oscillation of the VCO depends on the input to be digitized.
Finally, a counter, or an array of DFFs properly connected to the output phases of the
ring oscillator, is used to map the oscillator frequency to a digital representation of
the analog input [1, 15, 16]. More advanced “VCO ADC” architectures use such
VCOs as quantizers embedded in time-domain or classic voltage-domain delta-
sigma modulators [16].

1.3.3 So, Do TDCs Work Then?

How well do TDCs perform compared with traditional ADCs? The aperture plot
and the energy plot for all ADCs, traditional and time-domain, are shown in Fig. 1.5
for all the papers published at ISSCC and VLSI symposium during the last 20 years
[8]. In these two plots, the TDCs are highlighted by using black squares. These
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Fig. 1.5 (a) Aperture plot for signal bandwidth (BW) versus SNDR at high input frequency for
publications at the ISSCC and VLSI conferences between 1997 and 2017. TDCs, hybrids included,
are marked with black squares. (b) Same data set but for the energy plot graphing conversion energy
P/(2BW) versus SNDR at high input frequency

also include a few hybrid TDCs mixing traditional voltage-mode circuits with time-
domain sub-blocks. The most recent data points tend to be those closer to the overall
state-of-the art lines (low jitter contours, high in the aperture plot, and best figures
of merit contours, low in the energy plot).

Overall, the performance of the published TDCs so far spans the medium
SNDR, medium BW range. The energy efficiency isn’t the most competitive, though
recent data points show appreciable improvement in efficiency. Indeed, as stated in
Sect. 1.2.1, one should be careful in quickly drawing conclusions only based on
inspection of these plots, particularly with respect to the question about what type
of performance it may be possible to attain with TDCs.
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More in-depth examination of the papers behind these data points suggests
that, especially in the case of industrial publications, these tend to target signal
bandwidths in the tens of MHz with SNDR of around 75 dB, presently finding
application as embedded ADCs in mobile handset’s SoCs.

Yet a distinctive feature of TDCs is their substantial area compactness, making
them very competitive with comparably performing but physically larger pipelined
and SAR ADCs.

Another application space where TDCs are also finding increasing use is as
part of digital temperature sensors [1, 17–19] and other low frequency/low power
sensing and digitization systems, including those for Internet of Things (IoTs). That
is due to the combination of very high compactness, low power, and low cost.

1.3.4 How Well Do TDCs/DTCs Scale?

As stated above, one of the motivations to develop TDCs and DTCs as alternate data
converter architecture relates to their scalability with CMOS process technology.
Considering the primitives of Figs. 1.2 and 1.3, some observations follow.

First, their area scales approximately with Moore’s law, which is expected to
continue to hold up to 7 nm and likely beyond that. That is an advantage over
traditional ADCs and DACs since amplifiers, for example, don’t shrink that well.

The minimum gate delay �Tmin of a VCDU is process technology dependent.
Based on actual data reported in [20] and accounting for the transition from planar
MOS to FinFET occurring around 22 nm it is possible to estimate that �Tmin
shortens from one CMOS node to the next one with an approximate geometric
progression of factor 1.15–1.2. But, since a reduction in �Tmin sets the TDC’s
quantization capability, this is a relatively modest improvement.

The gate switching energy, though, enjoys a better scaling profile. Based on the
trends shown in [20], we can estimate a relative energy reduction of about 1.52–
1.55 times from a CMOS generation to the next one. This significantly impacts
conversion efficiency and tends to be higher than what most traditional ADC
architectures experience for the same node transition.

But while reducing �Tmin improves quantization in TDCs/DTCs, the phase noise
on the zero crossing would still limit the realizable dynamic range. A concern valid
until recent years was that while MOS’s transconductance gm improved at a faster
pace than the supply drop, reducing thermal noise, on the other hand, the flicker
noise 1/f corner substantially increased in frequency. Beyond 90 nm, the latter could
be the dominant contributor to phase noise. This required, for example, various
forms of mitigations in different architectures employing CMOS delay lines and
oscillators, depending on the resulting noise modulation mechanisms contributing
to phase noise/jitter [21, 22].

But with the introduction of FinFETs, both the flicker and the thermal noise
performance of FETs have been substantially improved over that of planar high-K
gate MOSFETs (e.g., about 3 dB better in 16 nm FinFET than in 28 nm planar
MOS [23, 24]). This is very encouraging news. While, to the best of the author’s
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knowledge, a quantitative assessment of the impact on TDCs has not yet been
published, it should be expected that all TDC architectures will see a larger net jitter
improvement compared to the previously cited decrease in �T. If that is indeed
the case, then this points to renewed potential for developing higher dynamic range
TDCs.

1.4 Compressive Sampling ADCs

1.4.1 Why Compressive Sampling ADCs?

While many applications, such as those in communication systems or in high
performance instrumentation, deal with very active signals, sensing applications
in health/vital monitoring, seismic/environmental monitoring, and some industrial
process control applications, among others, deal with signals that experience very
little change for extended lengths of time, followed by short bursts of activity [19,
25]. There are also classes of signals (e.g., audio) that can be represented by either
few significant components in the frequency domain or by limited events of activity
in the time-domain. Because of that such signals are said to be “sparse”: sparse
in frequency domain or sparse in time-domain, respectively. Classic time-uniform
Shannon sampling theory is not very efficient for sparse signals as it results in
very long sample series requiring too many samples/data to deliver the desired
information content. A mathematically accurate description of signal sparsity can
be found in [26–28].

This issue of signal sparsity and associated processing, while well-known for
several decades in many engineering disciplines (e.g., compression algorithms
are ubiquitous in software design and data storage; also, wavelet theory is well
established in signal processing) has recently found renewed attention in the circuit
design community due to the rapid growth of the Internet of Things (IoTs). This is
particularly true in the case of wireless sensor networks (WSNs), where a network
of sensor nodes (SNs) senses, pre-processes, and wirelessly delivers information to
a central hub/base station. Each SN comprises the sensor(s), the conditioning and
data acquisition circuitry, a local DSP, and the wireless transceiver (TRX) (plus a
power management unit) as shown in Fig. 1.6.

ADC DSP TRX

AFE

Sensor

PMU

Fig. 1.6 High level block diagram for a sensor node (SN) in a WSN
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The requirements on size, weight, and power (SWAP) associated with SNs are
extremely demanding. But while each circuit block in an SN must meet challenging
specifications, in several cases the real bottlenecks and the most power-hungry
functions are either in the data transmission from the SN to the hub (TRX) or the
SN’s digital signal processing (DSP) required to extract the relevant information
from the data to be sent to the hub. The ADC only consumes a very modest fraction
of the overall power budget (e.g., ∼5% of the total SN’s power consumption) [29].
But if the ADC is a classic time-uniform sample rate (Shannon) converter, it will
produces a large amount of data that then causes the DSP and/or the TRX to use
even more power.

On the other hand, a compressive sampling (CS) architecture processing the same
information with a lower average data throughput to perform the analog-to-digital
conversion can result to an overall lower power consumption budget for the SN as
a whole. The compressed information is then transmitted to the hub, where, with a
substantially larger computational capability and power budget, the reconstruction
of the received compressed signal into the original sensed signal can be performed.
This is a compelling example of a class of ADCs that despite having a mediocre
FOM can deliver a far better engineering outcome than the alternative.

1.4.2 A Short Tour in the Land of Compressive Sampling

In Shannon’s uniform sampling theory, a time-domain sampled signal can be
thought of as a modulation/convolution between the original continuous input signal
and a Dirac pulse train. While at a very high level, in compressive sampling the
pulse train is replaced by pulse amplitude modulated signals whose amplitude is set
by an independent, identically distributed noise (ideally Gaussian) vectors (usually a
pseudo-random binary sequence, or PRBS) constituting an alternate representation
basis. If the input signal is sparse, then after convolution with the PRBS signals
(the operation of compression), the resulting signal has far fewer samples [28].
To reconstruct the original signal, the operation needs to be reversible with
tolerable/controllable losses/degradation. In general, the compression operation is
a matrix product (inner product) between the vector of the samples of the original
input signal with an encoding matrix made of appropriate PRBS vectors.

Compression can occur at different stages in the signal chain of Fig. 1.6. It can be
done in the analog continuous-time domain before the ADC, so the ADC’s uniform
sample rate can be reduced (to a sub-Nyquist rate), while the burden of the encoding
lies with the front-end analog convolution circuit. It could also be done digitally
with a DSP, after the ADC. In this case the ADC is a traditional uniform sampling
converter and the burden of encoding is on the DSP. Or, it can be performed in the
analog domain and combined with the ADC function (running at sub-Nyquist rate),
leading to compressive sampling ADC architectures.

In [30, 31] the compression is performed in the analog domain before the ADC.
The encoder uses a so-called random-modulation pre-integrator (RMPI) architecture
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consisting of an array of parallel signal paths each one mixed with a different
random basis function, followed by a low-pass/integrator stage and a reduced
sample rate (usually a SAR) ADC. While the mixers with ±1 random components
are efficient analog circuits, the filtering/integration requires power/area hungry
operational transconductance amplifiers (OTAs). While the ADCs have low sample
rate and don’t require a lot of power and area, the rest of the analog encoder can
require substantial power and area. Moreover, the parallel paths require proper time-
alignment, which is non-trivial.

In [29], the CS encoder is implemented digitally. The integrators are replaced by
energy efficient digital accumulators, though the ADC, while using a very power
efficient implementation, runs at Nyquist rate.

In [32] the mixing of the input signal with the PBRS functions and subsequent
integration are replaced by a much simpler architecture where the sampler in front of
the ADC is controlled by the PBRS. So, instead of sampling N consecutive samples
at rate fs, this CS sampler picks only M of them at random (with M < N) from each
successive length-N window of the input. The resulting non-uniform time sequence
(NUS) corresponds to a lower sample rate of average (M/N)fs and is digitized by an
ADC that is structurally a conventional asynchronous SAR ADC, but where each
conversion cycle is edge-triggered by the sampler’s PBRS clock.

In [33] a rather simple hardware NUS implementation of the SN shifts the burden
of the decompression to the hub/base station. However, they also have a more
limited performance in terms of the sparsity of signal they can process, compared to
alternatives [34].

Lastly, a very effective approach is introduced in [34]. Here a SAR ADC is
augmented with an extended CS front-end encoding in discrete time. The mixing
with the PBRS sequences is done similarly to the RMPI implementations using
four-switch passive mixers, though the discrete-time implementation has advantages
over the continuous-time circuits used in the RMPI architectures. The subsequent
integration operation is performed in the charge domain using a reconfigurable
extension of the SAR’s capacitive DAC array, avoiding the power/area hungry OTAs
used in the previous RMPI architectures and only using passive switch capacitor
charge-domain circuitry.

Renewed attention to level-crossing ADCs [19, 25] has led to several interesting
NUS architectures which, in addition to providing some of the system-level benefits
highlighted above, have a few additional important advantages. A remarkable recent
example is the architecture described in [35, 36]. With this architecture the analog
anti-aliasing filter required in front of a conventional uniform sampling system is
substantially simplified and essentially replaced by a digital anti-aliasing filter.

In this architecture, the sampling time occurs when the analog input crosses the
quantizer threshold and this time instant gets simultaneously quantized and stored. A
benefit to dynamic range (DR) is so realized by the level-crossing [25, 35] as it can
be also guessed as there is virtually no level-quantization error once the captured
analog input level corresponds to the quantum level at the time of its acquisition.
The sampled series in the digital domain is then made of data pairs of measured
voltages and their corresponding quantized time instants (time-stamps). But while
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time-quantization of the time-stamp introduces an approximation error,3 current
nanometer process technology supports what can be a time-resolution equivalent
to using a traditional uniform sample rate well into the THz range.4 That is
substantially higher than the state-of-the-art fs of traditional ADC alternatives. This
higher equivalent fs results in a substantial relaxation of the anti-aliasing filter in
front of the ADC.

But, to be further processed by a traditional uniform sampling DSP, the NUS
sampled series needs to be resampled at a (much lower) uniform clock rate. This
would cause aliasing and hence DR degradation, nulling what has been so far
obtained, if nothing else is done. But, before the uniform digital re-sampling,
the NUS digital series is digitally filtered using a clever adaptive FIR-like filter
architecture that cuts the out of band noise, hence preserving most of the dynamic
range previously gained. Another attractive aspect of this seemingly involved
approach is that much of this converter system is fully digital. So, it directly benefits
from CMOS scaling.

Overall, the examples reported here show very encouraging progress occurred
over a limited span of time. Once again, the emphasis on ADC energy efficiency is
not that important and can distract attention from greater advantages. A good reason
to develop a CS ADC is for its impact to the signal chain and to the overall power
of the SN. Let’s not think of the ADC in isolation.

1.5 Conclusions

Recent developments in the innovative field of data converters have been discussed.
The symbiosis between applications and technology leads to technology disloca-
tions and trend changes. This contrasts with an otherwise regular, Moore’s-like,
orderly progression seen when trying to correlate too many heterogeneous data
points. Special attention has here been given to the promising technologies of
TDCs/DTCs [37, 38] and compressive sampling converters [39, 40]. Neither of
these converter classes seem attractive given the current emphasis on converter
energy efficiency. But both are demonstrating visible progress in addressing valu-
able engineering problems. While recognizing the value of FOMs, it is incumbent
upon the technical community to look at architectural innovation in the widest
possible perspective.

3A time-domain quantization error.
4And we have already emphasized how time-domain resolution promises to benefit from CMOS
scaling when we talked about TDCs in the previous section.
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Chapter 2
Noise-Shaping SAR ADCs

Shaolan Li, Jiaxin Liu, Wenjuan Guo, and Nan Sun

2.1 Introduction

The rise of 5G communication and internet of things (IoTs) is bringing an unprece-
dented scale of connectivity and sensing needs to emerging electronic systems.
Meanwhile, the continuing miniaturization of computing devices (Bell’s Law [1])
necessitates higher level of integration requirements and energy constraints. These
trends drive analog-to-digital converters (ADCs) towards higher energy efficiency
and lower cost yet without losing performance. Among various existing ADC
solutions, the successive-approximation-register (SAR) architectures are deemed
promising candidates for their simple, mostly digital, implementation and the
resulting superior power efficiency. As depicted in Fig. 2.1, a typical SAR ADC
consists of an array of switches and capacitors, which serves as a reference level
generation digital-to-analog converter (DAC), a fully digital SAR logic and a
comparator. It obtains the conversion result by converging the DAC voltage to the
input in a binary search fashion. Owing to the absence of analog-intensive building
blocks and a fully dynamic nature, the SAR ADC is highly compatible with duty-
cycled applications and, importantly, can achieve better performance naturally with
technology scaling.

However, on top of the stringent power efficiency requirements, many emerging
systems also have an increasing demand for higher ADC resolution. A high-
resolution/dynamic-range (DR) ADC provides tolerance to strong interference, such
as blocker signals in receivers and motion artifacts in sensors. Thus, it relaxes
the analog front-end (FE) requirements and enables higher flexibility with more
processing shifted to the digital side. In the context of SAR ADC, however,
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it becomes quite challenging to design for high resolution. While the hardware
complexity of the SAR ADC remains relatively constant in the mid-resolution
range (e.g., 6–10 bit), it grows drastically as resolution increases. In high-resolution
SAR ADCs, performance is limited by thermal noise (including comparator noise
and sampling kT /C noise) and capacitor mismatch. Suppressing these requires
increased comparator loading as well as DAC size, leading to speed degradation.
Thus, stronger gate driving is needed. The aforementioned advantage in power
efficiency therefore rapidly degrade in the high-resolution regime. To address this
challenge, several techniques have been proposed. Harpe et al. [2] and Chen et al. [3]
demonstrated majority voting and statistical estimation, respectively, to suppress
comparator noise using the hidden information in the residue voltage. Nevertheless,
Harpe et al. [2] requires a carefully tuned meta-stability detector, and Chen et al. [3]
suffers from a severe speed penalty as many least significant bit (LSB) comparisons
need to be repeated. Pipelining is another solution to relax the noise constraint
by leveraging inter-stage gain [4–8]. However, it is sensitive to inter-stage gain
inaccuracy, which causes quantization error leakage from the most significant bit
(MSB) conversions, leading to non-linearity and limited resolution improvement.

Traditionally, high-resolution ADCs are implemented using the �� architec-
ture, whose conceptual diagram is shown in Fig. 2.2. The �� ADC leverages
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oversampling to relax the sampling capacitance by attenuating the kT /C noise
by the oversampling ratio (OSR), while at the same time shaping the quantizer
noise (including comparator noise and quantization error), thus allowing high
resolution to be realized even with low quantizer accuracy. Nevertheless, the
classic implementation of the �� ADC involves operational transconductance
amplifiers (OTAs) and precision comparators. These building blocks are power
hungry and incompatible with device and voltage scaling. From the power efficiency
perspective, the traditional design of �� ADCs is hence suboptimal for many
energy-stringent emerging applications.

While the �� ADC lacks the desired power efficiency, its underlying principle
however suggests a strong complement to the issues in high-resolution SAR ADC
design. In light of this, recent research has proposed the concept of the noise-
shaping SAR (NS-SAR) ADC. This emerging architecture seeks to hybridize the
energy-efficient SAR operation with the �� mechanism. By doing so, the issues of
excessive comparator noise and DAC area can be overcome by oversampling and
noise shaping, while the �� modulation can be realized in a much more efficient
manner, with great potential for the simultaneous-realization of high resolution and
low power. With such merit, the NS-SAR ADC has attracted much attention in
recent years. Figure 2.3 compares state-of-the-art NS-SAR ADCs with standard
SAR and �� ADCs reported in major conferences and journals using the energy-
resolution plot [9]. It can be seen that NS-SAR ADCs are at the efficiency frontier.

The generic implementation of the NS-SAR ADC can be abstracted as Fig. 2.4. It
extends the operation of a standard SAR ADC with a few extra steps that filter and
feed back previous conversion residues to enable the noise-shaping effect. These
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steps, in analogy to the loop filters in �� ADCs, are the major factors that govern
the overall performance of the NS-SAR ADC and determines if it can fully extract
its aforementioned potential. This has thus fostered vigorous research efforts with
diverse interesting techniques being proposed. In this chapter, we aim to provide a
comprehensive survey of state-of-the-art NS-SAR ADC research. Specifically, this
survey will first cover two major NS-SAR ADC implementation methodologies:
the cascaded-integrator-feed-forward (CIFF) structure and the error-feedback (EF)
structure, with insightful discussion on the contributions and drawbacks of existing
designs. We will then review how the NS-SAR ADC itself can be further hybridized
with other ADC architectures to achieve new technical advantages. Lastly, the
survey will touch upon the effect of capacitor mismatch in the NS-SAR ADC and
the methods to mitigate it.

2.2 NS-SAR ADCs Using the CIFF Structure

The CIFF structure is a widely adopted noise-shaping method in classic ��

ADCs. As illustrated in Fig. 2.5b, this structure consists of a loop filter built
with analog integrators and feed-forward paths. It processes the residue voltage
obtained by subtracting the input with the converter output. The CIFF structure
can be easily mapped to implement an NS-SAR ADC as indicated in Fig. 2.5a.
The SAR operation assumes the role of the input feed-forward path, quantizer, and
the feedback subtraction. The residue voltage can be extracted directly from the
capacitor DAC (CDAC) at the end of each conversion, then processed through an
integrator-based loop filter. The feed-forward path summing block can be realized
using a multi-input comparator.

An important characteristic of the CIFF structure is that the effectiveness of the
noise shaping highly depends on the ideality of the integrator in the loop filter. A z-
domain model of a discrete-time (DT) analog integrator can be expressed as κi

1−κiz
−1 .

The ideality of the integrator is captured by the quality factor κi (0 < κi < 1).
Physically, the more ideal an integrator is, the more it holds the accumulation result
(less leakage), which leads to a higher κi . Without loss of generality, assuming a
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Fig. 2.5 (a) General
structure of a CIFF NS-SAR
and (b) its signal flow

Vin
Dout

CDAC

Multi-Input 
Comparator

SAR Conversion

Switches

+
+

+

Vin

Vres
CDAC

SAR Logic

Vres

Dout

CIFF NS Filter

Q(z)

(a)

(b)

Im(z)

Re(z)

Frequency

M
ag

ni
tu

deκi κi

(a) (b)

Fig. 2.6 NTF zero (a) and magnitude (b) as a function of quality factor κi

first-order noise-shaping implementation, the noise transfer function (NTF) of the
system is given by:

NTF(z) = 1

1 + INT(z)
= 1 − κiz

−1 (2.1)

With higher κi , the zero of the NTF will be placed closer to the unit circuit, thus
enabling a sharper noise-shaping effect, as illustrated in Fig. 2.6. Achieving a higher
κi , requires accurate charge transfer in the integrator, which typically relies on the
use of high-gain, high-bandwidth OTAs. For a NS-SAR ADC, this is undesirable
as the high power and hardware complexity needed for an accurate integrator will
strongly conflict with the efficiency intent of this hybrid architecture. For this
reason, a majority of the research effort in CIFF-based NS-SAR ADC design has
been focused on optimizing the trade-off between noise-shaping effect and power
efficiency.
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Fig. 2.7 (a) Signal flow
diagram of the FIR-IIR
NS-SAR in [10]. (b) Circuit
implementation

The very first NS-SAR ADC design, proposed by Fredenburg and Flynn [10],
adopted an active-switched-capacitor (SC) implementation for its integrator.
Figure 2.7 depicts its system and circuit diagram. To alleviate the power and
complexity of the integrator, this work intentionally implemented a low κi of 0.64,
allowing the use of a low-gain amplifier and improving its robustness to parasitic
charge sharing. To reconcile the noise-shaping degradation due to low κi , this work
proposed using an additional finite-impulse-response (FIR) filter in conjunction
with the integrator. By doing so, the loop filter can use a higher loop gain to
compensate for the NTF flattening, while keeping the loop stable. The resulting
NTF is expressed as follows:

NTF(z) = 1 − 0.64z−1

1 − 1.28z−1 + 0.64z−2 (2.2)

Figure 2.8 compares the NTF of this work with that of a standard first-order noise
shaping. Noteworthily, for low OSR applications, the NTF of this work is in fact
more advantageous owing to the rapid suppression. Due to the strong loop gain,
a sharp out-of-band peaking occurs in the NTF of this FIR-IIR implementation.
While such peaking is deemed hazardous in classic �� ADC, it is of less concern
in a NS-SAR as long as the SAR quantizer provides sufficient resolution, as it highly
reduces the risk of quantizer overload.

As shown in Fig. 2.7, this work implemented the FIR filter in a fully passive
switched-capacitor manner. The residue voltage is transferred from the CDAC
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Fig. 2.8 NTF comparison between the FIR-IIR design [10] and a standard first-order shaping

to the FIR simply through passive charge sharing. The attenuation effect can be
compensated by the gain of the active IIR stage. This arrangement minimizes
the active components required and thus is beneficial from a low complexity
perspective. On the other hand, it exhibits a drawback in terms of thermal noise.
During the residue transfer and FIR operation, extra kT /C noise will be created.
This noise will see an amplification when input referred due to the absence of
preceding gain. As a result, larger capacitance is required to suppress the additive
noise, leading to an area and power penalty.

To address this issue, in another NS-SAR design adopting a similar FIR-IIR loop
filter, Shu et al. [11] placed a buffer between the CDAC and the FIR to provide
active residue copying with a gain of 2. Its implementation is illustrated in Fig. 2.9.
Leveraging the fact that the residue voltage is very small (in the mV range), this
buffer is implemented as an open-loop amplifier operating in incomplete settling
mode to minimize the power consumption. Incomplete settling brings two benefits.
It relaxes the bias current requirement, and it also reduces the noise bandwidth of
the amplifier, limiting its noise contribution. The small input also allows the buffer’s
input pair to be biased in sub-threshold region to achieve high efficiency. Yet the use
of a buffer increases the static analog components in the circuit, making the design
less amenable to process and voltage scaling.

Apart from the single-amplifier FIR-IIR approach discussed above, another
notable CIFF NS-SAR work demonstrating a full active-SC implementation is
reported by Obata et al. [12]. This work implemented a third-order system using
a classic three-integrator network, as depicted in Fig. 2.10. The highlight of this
work is that the amplifiers used in the integrator adopt a simple two-stage resistive-
load design. These require no common-mode feedback and only need a minimum
number of bias points, therefore they can be turned off most of the time and quickly
powered up during the short integration phase. In other words, the power of the
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Fig. 2.9 FIR-IIR filter with input buffer proposed in [11]

Fig. 2.10 Full active-SC NS-SAR filter proposed in [12]

amplifiers is saved through duty cycling. However, this technique is less suitable for
high speed applications, as the benefit of duty cycling diminishes when the start-up
time of the amplifier becomes significant.

While the NS-SAR ADCs we have discussed so far share a common theme
on how to minimize the power overhead due to the use of active-SC integrators,
there is another category of NS-SAR design that, on the other hand, completely
obviates the need for active amplifiers in the loop filter and adopts a fully passive
implementation. Guo and Zhuang et al. demonstrated a first-order and second-
order NS-SAR ADC using fully switched-capacitor techniques in [13] and [14, 15],
respectively. The circuit and signal flow diagram of the second-order design is
presented in Fig. 2.11. In Guo’s work, the residue voltage is first sampled to an
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intermediate capacitor Cres . Cres will then subsequently share charge with two
non-reset capacitors Cint1 and Cint2. This process realizes two leaky integration
operations, as suggested in the signal flow diagram. Note that passive charge
sharing will result in an integration gain lower than unity. To realize the loop
gain, this work leverages the relative strength of the input pairs in the multi-input
comparator, where the inputs connected to the CDAC, first and second integrator
will be assigned with increasing weights, for example, 1:4:16. An input with
stronger weight contributes more to the comparison, and is thus equivalent to a
gain block. This work implements an NTF of (1 − 0.75z−1)2, providing 18 dB of
noise attenuation at low frequency. Compared to the active-SC employing NS-SAR
ADCs, the fully passive NS-SAR ADCs offers several unique advantages. First,
their fully dynamic operation allows them to be easily duty cycled to save power.
Second, they can naturally take advantage of device scaling for better switches
and denser capacitors, and can work well with lower supply voltages. Last but not
least, all coefficients are defined by ratios. Specifically, the integrator coefficients
are related to capacitor ratios, while the gain is defined by the size ratios of the
comparator’s input pairs. Hence, it is robust against process-voltage-temperature
(PVT) variations.
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Although using comparator input ratio to realize gain is hardware efficient, this
method also brings drawbacks to the fully passive NS-SAR ADC. The large-ratio
input pair will inject a significant amount of noise, making this gain-embedded
multi-input comparator much noisier than that of a standard SAR ADC. The
comparator noise in this case can even be the limiting factor on the SAR quantizer’s
achievable resolution. To address this limitation, a tri-level voting technique is
developed in [14, 15], where the last two LSB conversions will repeatedly fire the
comparator for 4 times for each bit, then determine the result according to the table
shown in Fig. 2.11. By doing so, the comparator noise is suppressed through an
averaging effect. A similar implementation is reported by a higher-speed passive
NS-SAR design in [16]. To realize higher speed, this work uses a split comparator
method.

While the comparator noise issue can be alleviated by the voting technique, the
passive NS-SAR approach still suffers from unattenuated kT /C noise injection as
mentioned above in the FIR-IIR case. In Guo’s work [14], the total thermal noise
contribution of the passive loop filter in terms of in-band power spectral density
(PSD) is 18kT /CDAC, where CDAC is the lumped capacitance of the SAR ADC’s
capacitor array. A key reason for this large noise overhead is the use of a small
Cres . Liu et al. [17, 18] improved on this by getting rid of Cres . By doing so, the
noise contribution reduces to 3.6kT /CDAC. This also relaxes the total area and
comparator noise contribution (due to lower ratio). But the integration operation
cannot be combined in the sampling phase.

Seeking to achieve a better balance between design complexity, power con-
sumption, and noise, a third category of NS-SAR ADCs exploits a combination
of dynamic amplifier and passive switched-capacitor techniques, as reported by
Liu et al. [19] and Miyahara et al. [20]. Unlike classic amplifiers that require
static current biasing during operation, dynamic amplifiers work like a digital
gate charging (or discharging) a capacitor, thus providing superior efficiency in
processing discrete-time voltage quantities. The work reported by Liu et al. [19]
adopts an FIR-IIR loop filter implementation. In this work, both the FIR and IIR
filters are realized by fully switched-capacitor methods, as illustrated in Fig. 2.12.
A dynamic amplifier is used at the front-end of the loop filter, amplifying the
residue voltage before the filtering operation and supporting the loop gain. This

Fig. 2.12 Dynamic amplifier and passive-SC implementation of FIR-IIR filter in [19]
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effectively suppresses the noise contribution from the FIR and IIR stages, allowing
small capacitors to be used for better area and speed. Miyahara’s work [20]
demonstrates a third-order full-integrator (IIR) based design. But instead of using
the conventional OTA-based active-SC integrator, the authors proposed a design
that uses two dynamic amplifiers and three capacitors to realize the ideal integrator
response. The downside of using dynamic amplifiers, on the other hand, is that their
gain is sensitive to the timing waveform. This renders the system less robust to PVT
variations compared to OTA-based or fully passive implementations, but it requires
extra complexity in their timing generation.

2.3 NS-SAR ADCs Using the EF Structure

While the maturity of CIFF-based �� realization provides a good foundation
for NS-SAR ADCs, from the discussion above it can be seen that the CIFF NS-
SAR implementations have several limitations in common. Firstly, due to the
direct link between the NTF zero location and integrator quality as shown in the
previous section, there exists a steep trade-off between noise-shaping effect and
power efficiency. Although the FIR-IIR approach can alleviate this trade-off using
loop gain to compensate for a less ideal integrator design, this method becomes
less effective for high-resolution high-OSR design as the NTF flattens out at low
frequencies. Owing to the same trade-off, NTF optimization1 is considered costly
for CIFF NS-SAR ADCs, because it demands high quality integrators to ensure
close proximity of NTF zeros to the unit circle. Existing NS-SAR ADCs in the
CIFF structure have yet to report NTF optimization. Secondly, although using multi-
input comparator obviates the need of an explicit path summing block, the extra
input pairs are extra sources for noise and mismatch, which can lead to potential
performance loss.

Researchers have thus investigated alternative methods to implement NS-SAR
ADCs that can circumvent the drawbacks of the CIFF structure. Recent research
has demonstrated that the error-feedback (EF) structure can be a promising solution.
Figure 2.13 depicts a generic block diagram of the EF structure. In contrast to the
CIFF methods that process the subtraction result of the input and converter output,
the EF path extracts and filters the unshaped quantization error Q(z). The filtered
prior errors are then combined with the input signal during subsequent quantization.
This structure produces a set of neat signal and noise transfer functions (STF and
NTF) as shown in Fig. 2.13. The NTF expression indicates an attractive feature, that
using an FIR loop filter, rather than low-loss integrators, will suffice for creating

1NTF optimization is a common practice in classic �� ADC design. It splits the NTF zeros into
complex conjugate pairs other than placing them all on the real axis, such that they will create
“stop-band” notches in the NTF. This will further minimize the energy of the shaped quantization
noise.
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highly effective optimization notches. To elucidate with a 2nd-order example, a two-
tap FIR filter (a1z

−1 + a2z
−2) results in an NTF of 1 − a1z

−1 − a2z
−2, whose zeros

are at z = a1±
√

a2
1+4a2

2 . Provided that a2 = −1 and a1 ≤ 2, the NTF zeros will
be placed on the unit circle, thus realizing a strong notch. FIR filters are simply
combinations of delay elements. They are relatively easy to design, thus allowing
the EF structure to achieve aggressive noise shaping more efficiently.

Thanks to its structural simplicity, the EF structure has been a dominant method
in digital �� modulators. In classic �� ADCs, however, the EF structure is
traditionally deemed less attractive. The major reason is that the EF structure is
vulnerable to inaccurate residue extraction. Classic �� ADCs often employ a
flash ADC as the quantizer. To extract the quantization error, a separate extraction
DAC is needed. In practice, it is difficult to guarantee that the quantizer and the
extraction DAC will have the same reference levels and full scale. In the presence
of discrepancy, an error will be added to the extraction result as indicated by ε(z) in
Fig. 2.13. This error will not be shaped and thus will corrupt the ADCs performance.
Owing to this drawback, the EF structure has typically been used as an order booster
at the back-end of a high-order integrator-based loop where its non-idealities causes
little impact [21, 22], thereby restricting its potential. In the context of NS-SAR, on
the other hand, this limitation is naturally resolved. The SAR operation concurrently
quantizes and extracts using the same DAC, thus inherently providing accurate
residues at the end of each conversion, allowing the EF structure to be adopted
straightforwardly and reliably. This key observation led to the revitalization of the
EF structure in NS-SAR ADCs.

The first attempt to use the EF structure for NS-SAR was reported by Chen
et al. [23]. In this work, the authors proposed a modified EF scheme, in lieu of
a direct implementation of Fig. 2.13, to suit a fully passive implementation. The
circuit and signal flow diagram is presented in Fig. 2.14. Nevertheless, this fully

passive modification renders a relative shallow NTF design of 1−0.5z−1

1+0.5z−1 . Due to the
first-order nature and far zero placement, their scheme only provides a maximum of
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9.5 dB in-band attenuation. It also suffers from significant signal attenuation due to
internal charge sharing, which results in limited DR performance.

Seeking to further extract the potential of the EF structure, Li et al. [24, 25]
proposed a NS-SAR ADC featuring a more direct EF implementation, whose signal
flow and circuit diagram are shown in Fig. 2.15. This work presents a reduced-
variable EF scheme, where the EF path is implemented by a tunable gain followed
by a two-tap fixed-coefficient FIR. This scheme is able to generate optimized NTF
with high flexibility by simply using the gain as the single tuning knob. To visualize
this effect, Fig. 2.16 plots the magnitude of the NTF as a function of the EF path
gain GA. By effectively optimizing the NTF, this work demonstrates a 7 dB noise-
shaping improvement compared to the state-of-the-art performance in [14] and [19].
The design realizes the reduced-variable EF scheme in a way that only requires
minimum modifications to a standard SAR ADC are required. As shown in Fig 2.15,
it implements the tunable gain by reusing the comparator as a dynamic amplifier, and
the FIR and feedback summation through fully passive switched-capacitor network
and charge sharing. Similar to [19], the use of residue pre-amplification highly
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relaxes the noise from switched-capacitor FIR, thus reducing its area overhead.
Through the charge sharing summation, it obviates the need for a multi-input
comparator, which brings an additional advantage.

As mentioned in the previous chapter, using a dynamic amplifier brings the
drawback of PVT sensitivity. This work addresses this issue through a dither-based
least-mean-square background calibration, which continuously monitors the gain
of the amplifier and regulates the timing generation. Noteworthily, background
calibration is traditionally deemed non-trivial for �� ADCs, as it relies on
accurately replicating the analog transfer function in the digital domain. This work
takes advantage of the simplicity of the EF structure, that its analog transfer function
is well-controlled and easy to be digitally represented, thus enabling precise gain
tracking using low-power digital techniques. In comparison, background calibration
can be more challenging for CIFF NS-SAR ADCs for the same reason as classic
�� ADCs. On the other hand, it should be noted that the accuracy requirement
for the EF path gain becomes highly stringent for ultra-high-resolution high-OSR
applications, as the NTF notch becomes more sensitive to the gain. This results in
a trade-off with the convergence speed of the background calibration, which can be
disadvantageous for applications that require fast start-up.

2.4 ADCs Hybridized with an NS-SAR

In recent years, there has been a popular trend in using the SAR ADC to replace
the flash quantizer in classic architectures such as the pipelined ADC and ��

ADC. Compared to flash ADC, which generally limited to 4-bit resolution (due
to exponentially increased hardware complexity), the SAR ADC can provide higher
resolution while consuming less power/area and exhibiting better tolerance to low
voltage. However, the successive conversion introduces a speed penalty to the
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design, making the advantages of the SAR quantizer diminish in high-bandwidth
applications. The development of NS-SAR ADCs brings a solution to this drawback.
From our previous analysis, we can see that the STF of an NS-SAR ADC remains
unity like a standard SAR. Thus, the NS-SAR can readily assume the role of a sub-
quantizer. With noise shaping, it equivalently requires less raw SAR resolution, thus
compensating for the speed penalty. Especially for �� ADCs, the extra orders of
noise shaping provided by the NS-SAR quantizer can reduce the �� loop filter
complexity, hence improving power and stability. The following are several notable
existing ADC designs that embed the NS-SAR as part of the system.

Recently, Chen et al. [26] and Liu et al. [17, 18] demonstrated the use of a
NS-SAR ADC as the quantizer of a discrete-time (DT) and continuous-time (CT)
�� ADC, respectively. The architecture diagrams of these two works are presented
in Figs. 2.17 and 2.18. The NS-SAR quantizers in these two works both adopt a fully
passive design. Noteworthily, Liu’s work [17, 18] embeds a second-order NS-SAR
ADC in a first-order CT loop filter, it achieves a third-order noise shaping in total but
requiring only a single OTA. This �� ADC can also be viewed as a CT-DT hybrid
with the one-order noise shaping realized in CT domain and two orders realized
in DT domain. It combines the merits of CT �� ADCs, which provides intrinsic
anti-alias filtering, with the merit of DT �� ADCs, which is PVT robustness. The
overall stability of the third-order CT �� ADC is similar to that of a first-order CT
�� ADC when considering tolerance to RC variation.

Fig. 2.17 A single-OTA DT
�� ADC using a first-order
NS-SAR quantizer, as
proposed in [26]

Fig. 2.18 A single-OTA, CT-DT hybrid �� ADC using a second-order NS-SAR quantizer, as
proposed in [18]
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In another design, Song et al. [27] present a two-stage pipeline-SAR ADC
featuring a NS-SAR ADC as the second stage. The NS-SAR adopts a first-order
EF implementation. This work simultaneously leverages the inter-stage amplifier to
extract the previous conversion NS-SAR residue and combines it with the first-stage
residue. By doing so, the EF operation can be guaranteed lossless while saving the
need for an extra residue amplifier.

2.5 Capacitor Mismatch in NS-SAR

While the quantization error and comparator noise are suppressed in NS-SAR
ADCs, in practice the resolution is determined by another factor that we have not
touched upon so far: the mismatch effect or non-linearity in the CDAC. To get a
more intuitive understanding of this mismatch effect, we can represent the behavior
of a SAR conversion and output reconstruction using Fig. 2.19. The SAR’s behavior
can be regarded as subtracting the input with a sequence of analog DAC weights.
Due to mismatches, the analog DAC weights will drift away from their intended
values. This error can be captured by an error term EDAC. Figure 2.19 suggests
that the reconstructed output of the SAR, DOUT = DMSB + DLSBs, is related to
the input, quantization error Q and DAC mismatch error EDAC in the relationship
of DOUT (n) = VIN(n) + Q(n) − EDAC(n). This behavior can be captured in the
signal flow of the NS-SAR ADC shown in Fig. 2.20. Note that during extraction,
the DAC error will be intrinsically applied to the analog representation of DOUT .
For this reason, EDAC will appear directly at the output without experiencing any
transfer function. This suggests that the DAC mismatch error in the NS-SAR ADC
can be mitigated in the same way as a standard SAR ADC. Existing solutions in
foreground or background calibration can be adopted directly.

Apart from using calibration, the oversampling nature of NS-SAR ADCs in
fact allows them to leverage mismatch error shaping techniques similar to those
used in a �� ADCs. The classic mismatch error shaping (MES) technique in ��

ADCs is dynamic element matching (DEM) [28, 29], which requires the DAC to

VIN(n)

DMSB(n)
DLSBs(n) + EDAC(n)

DMSB(n)

DLSBs(n)

VREC(n)
-Q(n)

SAR DAC Switching Digital Input Reconstruction

Fig. 2.19 Behavior of the SAR operation and the effect of DAC mismatch
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Fig. 2.21 Error-feedback MES technique proposed in [11]: (a) Operation breakdown; (b) Error
model

be decomposed into equally weighted unit elements. However, a critical limitation
for DEM is that the number of independently addressable unity-weighted DAC
elements grows exponentially with DAC resolution, making the hardware cost too
high when it is directly applied in NS-SAR ADCs, where the number of bit of DAC
is usually much larger than that of �� ADCs.

In [11], Shu et al. developed a new MES technique that well suits the nature
of NS-SAR ADCs, as is shown in Fig. 2.21. The idea is to reapply the conversion
result of the previous cycle during sampling. By doing so, it explicitly feeds back the
mismatch error from the previous conversion cycle, thus creating an EF operation
on the mismatch error, making it first-order shaped. In implementation, it is realized
by simply delaying the reset of the LSB capacitors. The digital output will be
subtracted by the last result to recover the conversion result. This MES technique
can directly operate on a power-of-two-weighted DAC, therefore its hardware cost
grows only linearly with the number of bits and is substantially lower than DEM.
However, the MES of [11] comes with the limitations of limited shaping capability
and reduced dynamic range. Recently, Liu et al. systematically generalized this MES
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technique to second-order [30] and other more advanced forms [31], enhancing its
shaping capability and enabling it to be applied to various types of low-pass, band-
pass, and high-pass converters. Moreover, the work of [31] addresses the critical
dynamic range loss problem with digital prediction and names this new class of
MES technique as EF MES based upon its operation principle.

2.6 Conclusions

In this chapter, we have presented a comprehensive review of NS-SAR ADCs.
Our discussion begins from the motivation of the architecture, followed by a
comprehensive survey covering existing architectures and design techniques for
existing NS-SAR ADCs. We have reviewed standalone NS-SAR ADC designs in
both CIFF and EF structures, the use of embedded NS-SAR ADCs as a subquantizer
in other architectures, as well as techniques for addressing the CDAC mismatch
for NS-SAR ADCs. NS-SAR ADCs are versatile, simple to design, and scaling-
friendly. Their performance is expected to improve as CMOS technology scaling
continues. This is still very much an active area of research with many research
groups, including the authors, contributing to this area. It is also expected that
there will be more innovative architectures that will further extract the merit of this
framework and push the envelope of bandwidth and power to unprecedented levels.

References

1. C.G. Bell, R. Chen, S. Rege, Effect of technology on near term computer structures. Computer
5(2), 29–38 (1972)

2. P. Harpe, E. Cantatore, A. van Roermund, An oversampled 12/14b SAR ADC with noise reduc-
tion and linearity enhancements achieving up to 79.1dB SNDR, in 2014 IEEE International
Solid-State Circuits Conference Digest of Technical Papers (ISSCC) (IEEE, Piscataway, 2014),
pp. 194–195

3. L. Chen, X. Tang, A. Sanyal, Y. Yoon, J. Cong, N. Sun, A 0.7-V 0.6- μW 100-kS/s low-power
SAR ADC with statistical estimation-based noise reduction. IEEE J. Solid-State Circuits 52(5),
1388–1398 (2017)

4. C.C. Lee, M.P. Flynn, A SAR-assisted two-stage pipeline ADC. IEEE J. Solid-State Circuits
46(4), 859–869 (2011)

5. H.Y. Lee, B. Lee, U.K. Moon, A 31.3fJ/conversion-step 70.4dB SNDR 30MS/s 1.2V two-step
pipelined ADC in 0.13μm CMOS, in 2012 IEEE International Solid-State Circuits Conference
(IEEE, Piscataway, 2012), pp. 474–476

6. B. Verbruggen, M. Iriguchi, J. Craninckx, A 1.7 mW 11b 250 MS/s 2-times interleaved fully
dynamic pipelined SAR ADC in 40 nm digital CMOS. IEEE J. Solid-State Circuits 47(12),
2880–2887 (2012)

7. F. van der Goes et al., A 1.5 mW 68 dB SNDR 80 Ms/s 2× interleaved pipelined SAR ADC in
28 nm CMOS. IEEE J. Solid-State Circuits 49(12), 2835–2845 (2014)

8. Y. Lim, M.P. Flynn, A 1 mW 71.5 dB SNDR 50 MS/s 13 bit fully differential ring amplifier
based SAR-assisted pipeline ADC. IEEE J. Solid-State Circuits 50(12), 2901–2911 (2015)



2 Noise-Shaping SAR ADCs 39

9. B. Murmann, ADC performance survey 1997–2018, http://web.stanford.edu/murmann/
adcsurvey.html

10. J.A. Fredenburg, M.P. Flynn, A 90-MS/s 11-MHz-bandwidth 62-dB SNDR noise-shaping SAR
ADC. IEEE J. Solid-State Circuits 47(12), 2898–2904 (2012)

11. Y.S. Shu, L.T. Kuo, T.Y. Lo, An oversampling SAR ADC with DAC mismatch error shaping
achieving 105 dB SFDR and 101 dB SNDR over 1 kHz BW in 55 nm CMOS. IEEE J. Solid-
State Circuits 51(12), 2928–2940 (2016)

12. K. Obata, K. Matsukawa, T. Miki, Y. Tsukamoto, K. Sushihara, A 97.99 dB SNDR, 2 kHz
BW, 37.1 μW noise-shaping SAR ADC with dynamic element matching and modulation dither
effect, in 2016 IEEE Symposium on VLSI Circuits (VLSI-Circuits) (IEEE, Piscataway, 2016),
pp. 1–2

13. W. Guo, N. Sun, A 12b-ENOB 61μW noise-shaping SAR ADC with a passive integrator, in
Proceedings of 42nd European Solid-State Circuits Conference (ESSCIRC) (IEEE, Piscataway,
2016), pp. 405–408

14. W. Guo, H. Zhuang, N. Sun, A 13b-ENOB 173dB-FoM 2nd-order NS SAR ADC with passive
integrators, in Proceedings of IEEE Symposium VLSI Circuits (IEEE, Piscataway, 2017), pp.
C236–C237

15. H. Zhuang, W. Guo, J. Liu, H. Tang, Z. Zhu, L. Chen, N. Sun, A second-order noise-shaping
SAR ADC with passive integrator and tri-level voting. IEEE J. Solid-State Circuits 54(6),
1636–1647 (2019)

16. Y.Z. Lin, C.H. Tsai, S.C. Tsou, R.X. Chu, C.H. Lu, A 2.4-mW 25-MHz BW 300-MS/s passive
noise shaping SAR ADC with noise quantizer technique in 14-nm CMOS, in Proceedings of
IEEE Symposium on VLSI Circuits (IEEE, Piscataway, 2017), pp. C234–C235

17. J. Liu, S. Li, W. Guo, G. Wen, N. Sun, A 0.029MM2 17-FJ/Conv.-Step CT �� ADC with 2nd-
order noise-shaping SAR quantizer, in IEEE Symposium on VLSI (IEEE, Piscataway, 2018),
pp. 201–202

18. J. Liu, S. Li, W. Guo, G. Wen, N. Sun, A 0.029-mm2 17-fJ/conversion-step third-order CT ��

ADC with a single OTA and second-order noise-shaping SAR quantizer. IEEE J. Solid-State
Circuits 54(2), 428–440 (2019)

19. C.C. Liu, M.C. Huang, 28.1 A 0.46mW 5MHz-BW 79.7dB-SNDR noise-shaping SAR
ADC with dynamic-amplifier-based FIR-IIR filter, in IEEE International Solid-State Circuits
Conference (ISSCC) Digest of Technical Papers (IEEE, Piscataway, 2017), pp. 466–467

20. M. Miyahara, A. Matsuzawa, An 84 dB dynamic range 62.5–625 kHz bandwidth clock-
scalable noise-shaping SAR ADC with open-loop integrator using dynamic amplifier, in
Proceedings of IEEE Custom Integrated Circuits Conference (CICC) (IEEE, Piscataway,
2017), pp. 1–4

21. S. Pavan, R. Schreier, G.C. Temes, Understanding Delta-Sigma Data Converters, 2nd edn.
(IEEE Press, Piscataway, 2017)

22. K. Lee, M.R. Miller, G.C. Temes, An 8.1 mW, 82 dB delta-sigma ADC with 1.9 MHz BW and
−98 dB THD. IEEE J. Solid-State Circuits 44(8), 2202–2211 (2009)

23. Z. Chen, M. Miyahara, A. Matsuzawa, A 9.35-ENOB, 14.8 fJ/conv.-step fully-passive
noise-shaping SAR ADC, in Proceedings of IEEE Symposium on VLSI Circuits (2015),
pp. C64–C65

24. S. Li, B. Qiao, M. Gandara, N. Sun, A 13-ENOB 2nd-order noise-shaping SAR ADC realizing
optimized NTF zeros using an error-feedback structure, in IEEE International Solid-State
Circuits Conference (ISSCC) Digest of Technical Papers (IEEE, Piscataway, 2018), pp. 234–
236

25. S. Li, B. Qiao, M. Gandara, D.Z. Pan, N. Sun, A 13-ENOB second-order noise-shaping SAR
ADC realizing optimized NTF zeros using the error-feedback structure. IEEE J. Solid-State
Circuits 53(12), 3484–3496 (2018)

26. Z. Chen, M. Miyahara, A. Matsuzawa, A stability-improved single-opamp third-order ��

modulator by using a fully-passive noise-shaping SAR ADC and passive adder, in European
Solid-State Circuits Conference (IEEE, Piscataway, 2016), pp. 249–252

http://web.stanford.edu/murmann/adcsurvey.html
http://web.stanford.edu/murmann/adcsurvey.html


40 S. Li et al.

27. Y. Song, Y. Zhu, C. Chan, L. Geng, R.P. Martins, A 77dB SNDR 12.5MHz bandwidth 0–1
MASH �� ADC based on the pipelined-SAR structure, in IEEE Symposium on VLSI (IEEE,
Piscataway, 2018), pp. 201–202

28. R.J.V.D. Plassche, Dynamic element matching for high-accuracy monolithic D/A converters.
IEEE J. Solid-State Circuits 11(6), 795–800 (1976)

29. B.H. Leung, S. Sutarja, Multibit � − � A/D converter incorporating a novel class of dynamic
element matching techniques. IEEE Trans. Circuits Syst. II Analog Digit. Signal Process.
39(1), 35–51 (1992)

30. J. Liu, G. Wen, N. Sun, Second-order DAC MES for SAR ADCs. Electron. Lett. 53(24), 1570–
1572 (2017)

31. J. Liu, C. Hsu, X. Tang, S. Li, G. Wen, N. Sun, Error-feedback mismatch error shaping for high-
resolution data converters, in IEEE Transactions on Circuits and Systems I: Regular Papers
(IEEE, Piscataway, 2018)



Chapter 3
Efficient High-Resolution Nyquist ADCs

P. Vogelmann, Y. Luo, M. A. Mokhtar, and M. Ortmanns

3.1 Introduction

In many sensor applications, such as in high-channel-count biomedical applications,
analog-to-digital converters (ADCs) with rather high resolution, are needed. Simul-
taneously such ADCs must be capable of being multiplexed between individual
channels without memory and thus without inter-sample interference. Therefore,
they need to provide true sample-to-sample conversion at Nyquist rate. Successive-
approximation register (SAR) ADCs offer the best efficiency for a huge range
of sampling frequencies and resolutions [1]. However, to achieve high resolution
(e.g., ≥14 bits) and high linearity (e.g., ≥90 dB), noise shaping and mismatch
error shaping have been used almost exclusively [2, 3]. These techniques introduce
memory to the system and thus such ADCs cannot be multiplexed. Similarly, freely
running delta-sigma modulators (DSMs) dominate the state of the art in efficiency
for high-resolution designs. Likewise, they use noise shaping and have memory
within their loop and decimation filters, and thus cannot be multiplexed nor do they
offer true Nyquist-rate sample-to-sample conversion.

In Fig. 3.1a, an overview of recently published ADCs is presented based on
[1]. Firstly, we see that the terms high efficiency or high resolution are obviously
relative. Depending on conversion speed, “High” resolution corresponds to a
completely different number of bits. The intention of this chapter is to focus on
high resolution in absolute terms, meaning more than, e.g., 14 bits of resolution and
linearity. Obviously, this is an area where over the last decades very few designs
have been published: there exists an almost Nyquist-ADC free gap, marked in red in
Fig. 3.1a. Similarly, Fig. 3.1b shows an overview of published ADCs, but displaying
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Fig. 3.1 State-of-the-art comparison for ADCs. (a) State-of-the-art ADCs: Speed vs. SNDR. (b)
State-of-the-art: Energy vs. SNDR

energy over SNDR. Again, it is clear that high efficiency is very rarely achieved
without the use of oversampling and noise shaping, and true Nyquist-rate converters
are again almost exclusively found outside the “Nyquist-gap.” In the following
sections, we will therefore review some of the advances in the field of efficient
high-resolution Nyquist-rate converters, thereby focusing on SAR and incremental
DSM that are capable of true Nyquist-rate conversion.

3.2 SAR ADCs

The main building blocks of a SAR based ADC are shown in Fig. 3.2, which
are the comparator, the DAC, and the SAR logic. The major error sources for
limited resolution are kT /C noise of the sampling and switched-capacitor DAC
(CDAC), the comparator noise, and the DAC mismatch. The major sources of power
dissipation and thus of limited efficiency are the comparator, the switched CDAC,
and—very minorly in advanced technologies—the digital control logic circuitry.
The power consumption of the comparator is mainly determined by noise; the
CDAC size and its power consumption are determined by technology, matching, and
noise specification, and advanced switching schemes have helped to significantly
suppress the CDAC power consumption [4–6].

Notably, in most published work, the power consumption of the necessary
preceding anti-aliasing filter, the driver, and the reference-voltage buffer is not
included in power consumption or non-ideality considerations, even though these
can easily consume considerably more power than the ADC itself—especially for
high resolution.
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Fig. 3.2 Block diagram of a
SAR ADC
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3.2.1 Oversampling, Noise Shaping, and Nyquist-Rate
SAR ADCs

SAR ADCs have gained high popularity due to their superior power efficiency for
moderate resolution and moderate bandwidth A/D conversion [4, 6], especially in
advanced CMOS technologies. For high resolution, however, the stringent accuracy
requirement imposed on the circuit blocks of a SAR ADC degrades its efficiency.
To achieve high linearity in the CDAC, a straightforward way is to increase the
element size of the DAC, leading to an increased power consumption. Since at
high resolution the required size of the DAC elements to meet noise specifications
is typically smaller than that to meet the matching specifications [7], the energy-
efficient solution to the DAC sizing is based on their noise contribution; thereafter,
various calibration schemes are employed to ensure the adequate linearity of the
DAC.

The comparator is usually the noise bottleneck of high-resolution SAR ADCs,
since it needs to feature a resolution as small as the LSB of the ADC. A 6 dB noise
reduction increases the power consumption at least by a factor of 4. In order to cope
with comparator noise efficiently, oversampling and noise shaping are often used
for SAR ADCs.

For example, the noise-shaping SAR ADC presented in [8] utilizes a cascaded
FIR-IIR filter as a loop filter to perform noise shaping for the DAC residue voltage
generated at the end of the SAR conversion. By noise shaping, the comparator noise
and quantization noise in the signal band get suppressed, obviating the need for a
power-hungry precision comparator. By oversampling, also the error due to kT /C

noise and DAC element mismatch can be suppressed as well. Such an ADC can be
regarded as a hybrid between a SAR and a �� ADC. By doing so, the work in [9]
achieved a Schreier FoM of 180.1 dB in 2017.

Together with the comparator and quantization noise, the DAC mismatch error
also can be shaped [3]. By postponing the reset of the LSB CDAC array until
the sampling switches open, the relative capacitor mismatch error, with respect
to the MSB cell, gets first-order high-pass filtered, thus an SFDR = 105 dBFS,
SNDR = 101 dB are achieved over 1 kHz bandwidth, leading to a Schreier FoM of
178.9 dB without any further calibration.
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Those are perfect examples of how the state of the art has driven efficiency in
high-resolution ADCs. Unfortunately this comes at the cost of losing true Nyquist-
rate operation. When no oversampling or noise or mismatch error shaping can be
employed to the whole SAR ADC, DAC mismatch can still be digitally calibrated;
this leaves comparison noise as the key obstacle to implementing an efficient high-
resolution SAR ADC. Given that only very few comparisons in one conversion
cycle of a SAR ADC are noise critical, a data-driven noise-reduction method was
proposed in [10]. There, based on the comparator decision time, noise-critical
decisions are detected, for which the comparator decision is repeated several times
and the final result is determined by voting. This technique, which basically employs
comparator oversampling when it is needed, ensures that the extra power in the
comparator is spent on the exact bit trials where it is needed.

To achieve a fully adaptive noise reduction based on the comparator input, an
eye-opening VCO-based comparator is proposed in [11]. As shown in Fig. 3.3, the
comparator consists of two identical VCO rings controlled by the two input signals
and a phase detector. The input voltage difference is converted to a difference
in oscillating frequency, which integrates into phase difference. The integration
continues until the phase difference exceeds a pre-set threshold in the phase detector.
Based on the lag/lead phase relation, the comparison result can be determined.
Assuming that N cycles of oscillation are performed before the decision is made,
the comparator’s input-referred noise is improved by

√
N . For a certain threshold,

different comparator inputs lead to different N . Thus, the comparator input-referred
noise and thus the power consumption are scaled with respect to the actual input
voltage difference, resulting in a comparator with “power on demand.” Although
the VCO-based comparator is used in a 13-b SAR ADC in [11], it can be used
for higher resolution. Furthermore, since this VCO-based comparator consists of
inverters and some logic circuit, it is a good candidate for advanced technology.

Phase
Detector Decision

VinP

VinN

Fig. 3.3 Eye-opening VCO-based comparator [11]
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3.2.2 Design Examples for High-Resolution Nyquist-Rate SAR

To implement efficient high-resolution SAR ADCs at Nyquist rate, an efficiency
enhanced comparator is essential, but still architectural innovation is needed for
further error attenuation. In this section, three state-of-the-art designs are presented
as examples of architectural innovations and solutions.

SAR ADCs with Coarse and Fine Phases

In a SAR ADC, the noise-critical decisions tend to occur towards the LSB decisions.
Thus, the A/D conversion can be divided into two phases: coarse phase and fine
phase. With redundancy between these two phases, the accuracy requirement for
the coarse phase is relaxed [12]. Hence, a low noise comparator is only required for
the fine phase, while a low power comparator can be adopted in the coarse phase.
The coarse-fine architecture based SAR ADC has proven to be an efficient solution
for resolution improvement [12, 13]. The design in [13] is elaborated here.

The block diagram of the 16-b SAR ADC from [13] is shown in Fig. 3.4. The
first 7 MSBs are resolved by a coarse-phase SAR ADC consisting of a 7-b CDAC
and a low-power dynamic comparator; then, the remaining 9 bits are resolved by a
fine-phase SAR ADC consisting of an incremental �� DAC (I−��DAC) and a
VCO-based comparator [11]. The I−�� DAC consists of an intrinsically linear 1.5-
b, third-order digital �� modulator followed by a semi-digital FIR D/A interface
and a third-order reconstruction filter. Non-binary radix is used in the fine phase,
which helps to suppress settling errors. To address the offset between the coarse and
fine phase comparators, one bit redundancy is introduced at the beginning of the fine
phase. The input signal operates from the I/O supply (2.5 V), while the fine phase
and the digital logic work at 1.1 V supply, which enhances efficiency.

Vref+
Vref-

Vref+
Vref-

SAR
Logic I-ΔΣ DAC

Dout
VinP
VinN

Fig. 3.4 Block diagram of a SAR ADC with coarse and fine phases [7]
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The fine phase of the SAR ADC is also used to calibrate the 7-b coarse-phase
CDAC during start-up. In the calibration scheme, the relative capacitance error of
each binary capacitor in the coarse CDAC is estimated by the fine-phase SAR ADC.
For example, to find out the relative error of C0 with respect to Cr in the positive
capacitive array, as shown in Fig. 3.5a, first, the top plates of both the positive and
negative capacitive arrays are set to Vcm, and the bottom plates of all the capacitors
are set to “1” except that of C0, which is set to “0.” Subsequently, the top plates
of the two capacitive arrays disconnect from Vcm; next, the bottom plate of C0 is
set to “1,” and that of Cr is set to “0,” as seen in Fig. 3.5b. Ideally, the differential
voltage of the top plates should be zero. Due to the mismatch between C0 and Cr , a
non-zero differential voltage appears at the top plates, which is a representation of
the relative capacitance error of C0 with respect to Cr . This voltage is digitized by
the fine-phase SAR ADC. In a similar way, the relative capacitance error of all the
capacitors in the CDAC arrays can be found. This information is used to linearize
the coarse CDAC in the digital domain.

This design achieved an SNDR above 84.8 dB and an SFDR of 104 dBFS for an
input frequency of up to 20 kHz at a Nyquist rate of 80 kS/s [13] and was limited by
the unexpectedly high 1/f-noise contribution of the VCO-based comparator.

A Pipelined SAR ADC with Digital Calibration

In [14], an 18-b pipelined SAR ADC with 98.6 dB SNDR and 100.2 dB dynamic
range at 5 MS/s is presented, whose combination of resolution and speed sets the
current state of the art in Fig. 3.1a. Instead of working on improving the comparator
noise performance, this design inserts a residue amplifier (RA) during the SAR bit
trials to decouple the ADC performance from the comparator noise.

The block diagram of the ADC is shown in Fig. 3.6 [14]. It consists of three sub-
SAR ADCs with their individual CDACs. The MSB ADC resolves the first 4 MSBs.
After the first 4 bits are determined, ADC1 resolves another 9 bits. At the end of the
conversion of ADC1, the RA amplifies the residual quantization error of ADC1,
which is eventually converted by ADC2.

Employing the low-noise, high-bandwidth RA with a gain of 64 is the highlight
of this design. The RA is in auto-zero mode during ADC1 operation; when the
conversion of ADC1 is completed, it amplifies the residue. Once ADC2 samples
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Fig. 3.6 Block diagram of a
pipelined SAR ADC [14] MSB
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its output, the RA is powered down. The RA allows the accuracy of the individual
bit trial among all the 18 bits to be no better than approximately 10 bits. Thus,
the comparator noise requirement and the CDAC settling accuracy are significantly
relaxed, which is an important reason why the ADC achieves above 100 dB SNDR
at 5 MS/s.

The differential input signal swing is as large as 10 Vpp, thanks to the used
technology node, while the active circuitry operates from 1.8 V core supply. The
dual supply scheme improves the power efficiency as before in [13]. Due to the
redundancy in ADC1, only a 4-bit accuracy is required in the MSB ADC, which is
small, fast, and low power.

Since the CDAC element mismatch in the MSB ADC and in ADC2 is suppressed
by the redundancy and the RA, respectively, the CDAC mismatch in ADC1
dominates the overall static non-linearity. One-time calibration of the CDAC in
ADC1 is used to determine the actual bit weight, which is used to digitally correct
the output code. Besides, the already known voltage dependency of the capacitor in
the CDAC is employed to further linearize the conversion results.

It is worth noting that this design is implemented in a 0.18 μm technology, which
is beneficial in terms of the RA implementation; however, as a digital intensive
data converter, high-efficiency SAR ADCs tend to be implemented in advanced
technology nodes; in this design though, as the RA is the key to the achieved
high SNDR, the technology is of great advantage and the same architecture should
become challenging in advanced technology nodes. Moreover, the design features
a large digital correction circuitry, which makes the overall core area as large as
4 mm2.

For the same architecture, instead of one-time calibration of the CDAC in
ADC1, a signal-independent background calibration scheme is proposed in [15]. It
determines the element mismatch error of the CDAC in ADC1 by a heuristic process
with certain constraints and convergence conditions. The background calibration is
all digital and implemented in an FPGA and Matlab. In addition to this background
calibration, polynomial correction is applied to calibrate the static low-order error,
which is not caused by CDAC1 mismatch, such as capacitor voltage dependency and
signal-dependent sampling errors. The coefficients of the polynomial correction are
obtained by measuring the harmonics in the frequency domain. With the proposed
calibration techniques, the SAR ADC is able to achieve an SNDR above 100 dB and
an SFDR above 110 dBc for an input frequency up to 100 kHz at a Nyquist rate of
1 MS/s, leading to a Schreier FoM of 175.5 dB.
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3.3 Incremental �� ADCs

One of the most prominent architectures for high-resolution ADCs is the ��

modulator, which makes use of oversampling and noise shaping to mitigate noise
and matching requirements to large extent. However, these ADCs have memory
due to the structure of their loop and decimation filters, which hinders them from
operating as true Nyquist-rate converters. To combine the idea of �� modulation
with the Nyquist-rate operation, incremental �� (I−��) converters have been
introduced, which periodically reset the entire memory within the loop filter and
the digital decimation filter. While offering Nyquist-rate conversion capabilities,
I−��s are commonly found less power efficient than freely running �� mod-
ulators; e.g., I−�� ADCs pay a noise penalty and usually work with higher
oversampling ratios (OSR) than their freely running counterparts. Therefore, there
is a continuous interest in all system-level and circuit-level techniques that help to
close the efficiency gap between freely running and incremental �� ADCs.

3.3.1 Operation Principle of Incremental �� ADCs

Conventional �� ADCs are widely known for their ability to permit high resolution
at low- to medium-speed ranges. Circuit non-idealities can be traded in for speed.
This is due to the two fundamental principles: oversampling and noise shaping.
These shall shortly be explained in the following before the incremental operation
is introduced. The discrete-time, first-order modulator depicted in Fig. 3.7 shall
serve as an example. For analysis, the non-linear quantizer is replaced by the white
quantization noise model having an effective gain keff and a quantization error
eq [k]. To simplify the following calculations, the quantizer gain is further simplified
to be keff = 1. Under these assumptions, the Z-domain signal and noise transfer
functions (STF and NTF) become

STF(z) = D(z)

U(z)
= z−1 (3.1)

Fig. 3.7 A freely running,
discrete-time, first-order ��

modulator

u(t) 1
z-1-

+ d[k]
u[k]

fs

keff
eq[k]

+
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NTF(z) = D(z)

Eq(z)
= 1 − z−1. (3.2)

The first principle of �� modulators is oversampling: by overfulfilling the
Nyquist criterion (fS � 2fB ), sampling and quantization noise will be spread to
a larger frequency band and can be filtered before they alias into the baseband by
decimation.

The second principle is noise shaping. Looking at Eq. (3.2), the NTF possesses
a high-pass characteristic. As the oversampling makes it possible to have a larger
frequency range that can be divided in in-band and out-of-band, the NTF can be
used to high-pass filter spectrally spread quantization noise (QN) and shape it into
higher frequency bands. Such out-of-band QN can easily be filtered in the digital
domain, which heavily increases the resolution. This noise-shaping is depicted in
Fig. 3.8.

Combining both principles offers the possibility to use a low-resolution quantizer
while still achieving high resolutions with superb efficiency, which is proven, e.g.,
by Fig. 3.1a, b and the Nyquist gaps discussed in Sect. 3.1.

In order to provide true sample-to-sample correspondence at Nyquist rate, any
memory from one sample to another has to be erased within the system. This can
be achieved by introducing a periodic reset after the conversion of every sample as
shown in Fig. 3.9.

For such an incremental modulator it is not possible anymore to use a conven-
tional low-pass filter for reconstruction as they come again with memory causing
inter-symbol interference. When operated in an I−�� modulator, the filter itself
needs to be reset together with the analog integrators in the modulator loop.

Unfortunately, the STF and NTF—calculated for the freely running modulator in
Eqs. (3.1) and (3.2)—are not valid anymore as the reset signal transforms the linear

Fig. 3.8 The principle of
noise shaping
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Fig. 3.10 Working principle of an I−�� ADC

time-invariant system of a conventional �� modulator into a linear time-varying
system; this does not allow for simple Fourier transformation anymore. Therefore,
it is convenient to describe the system in the time domain by using the impulse
responses of the individual components.

The working principle of an I−�� ADC (modulator+filter) is illustrated in
Fig. 3.10. The continuously varying input signal u(t) is observed for a certain time
frame as indicated by the black box in the top left. For the given example it is
assumed that the current conversion is the n-th conversion, where n can be an
arbitrary integer number. During this time, the input signal may slightly vary. A
dedicated S&H amplifier can be used to keep the signal constant, but this leads to
a significant increase in power consumption. It was, e.g., shown in [16] that the
S&H upfront can be omitted. In consequence, higher frequency signal components
(towards the band edge and higher) are slightly attenuated; this can usually be
tolerated.

This part of the input signal is now fed to the I−�� modulator. During the
whole conversion period, the modulator produces OSR quantizer decisions. Also
in I−�� modulators, OSR is usually referred to as the oversampling ratio. The
output sequence of the I−�� modulator is then fed to the digital reconstruction
filter with an impulse response h[k]. Usually, for the sake of simplicity, a chain-
of-integrators (CoI) filter is chosen as it yields a very good reconstruction quality
for a comparably low complexity. Nevertheless, there are implementations making
use of sinc filters, which provide line noise suppression at the cost of a worsened
reconstruction quality that requires an increased OSR to restore the targeted SQNR
as in [17]. The output of the CoI filter still runs at the full sampling rate fS of the
I−��. Therefore, only the last sample of every Nyquist-rate conversion is taken
and the rest is discarded. As it can be seen in Fig. 3.10, the decimated samples Di

are the digital representation of the analog input signal running at Nyquist rate fN.
The DFT of this signal can be calculated to evaluate the performance of the I−��

converter.
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I−�� modulators can be realized in DT and CT architectures, offering similar
advantages as their freely running counterparts. The calculation of the resulting STF
and also a definition of an NTF for an I−�� and the respective prediction of their
QN-performance were recently shown in [18].

3.3.2 Design Examples for High-Resolution I−�� ADCs

In the following, state-of-the-art designs are presented that make use of incremental
�� modulators to achieve high-resolution and high-efficiency Nyquist-rate perfor-
mance.

The “Zoom ADC”

The architecture presented in [17] is widely known as the “zoom ADC.” It is
designed in a 160 nm technology node and operates from a 1.8 V supply. This ADC
is able to achieve an outstanding peak SNR of 119.8 dB at a power consumption of
6.3 μW, thereby achieving an effective bandwidth of 12.5 Hz. This results in the best
Schreier FoM of 182.7 dB for a Nyquist-rate converter at the time of its publication.
A system overview of this ADC is depicted in Fig. 3.11. Even though this converter
looks like a two-step ADC and it even operates in two operation cycles, it introduces
a new operation principle. First, a SAR ADC converts the input signal X. This
SAR ADC offers an effective resolution of 6 bits. After this coarse conversion,
the approximate range is known where the input signal should be found. This
information is used to adjust the feedback references of an I−�� modulator, which
performs the fine conversion. A simplified circuit implementation of the I−�� is
shown in Fig. 3.12. Thereby, the SAR ADC helps the I−�� modulator to zoom into
the signal range, where it will perform the fine conversion. After filtering the output
of the I−�� by means of a reconstruction filter—implemented as a resettable sinc-
filter—the results of the coarse and the fine conversion are added, respectively.

Fig. 3.11 System-level
overview of the “zoom ADC”
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Fig. 3.12 Circuit implementation of the I−�� used in the fine-conversion phase

As the effective input signal to the I−�� modulator is very small, the require-
ments on the input stage are greatly relaxed. Furthermore, as the coarse and the
fine ADC share a big part of the same hardware, this can be reused for the I−��

resulting in an increased area and power efficiency, respectively. However, the
selection of the feedback references in the I−�� modulator comes similar to using
a multibit converter, such that mismatch in those feedback levels would cause major
non-linearity. Thus, data-weighted averaging (DWA) is employed. As the OSR of
this architecture is as large as 2000, DWA can be very effectively used. Furthermore,
correlated double sampling (CDS) and system-level chopping are used to reduce
1/f-noise, as it is crucial for the performance of this low bandwidth ADC.

The “Two-Step” ADC

Another highly efficient architecture using an I−�� modulator was presented in
[19]. It is implemented in a 65 nm technology node and the circuit is operated
from a 1.2 V supply voltage. The reported SNDR/DR are 90.8 dB and 99.8 dB,
respectively. Given a power consumption of 10.7 μW and an effective bandwidth of
250 Hz, this results in a Schreier FoM of 173.5 dB. This is achieved using a two-step
conversion.

The I−�� ADC, as shown in Fig. 3.13, operates on the input signal for 128
cycles. After this phase, the first integrator is reset by “reset1” and the modulator
is reconfigured to perform the second conversion step. As has often been shown
in literature, the residual quantization error is available at the output of the last
integrator. By performing another A/D conversion of this error and by adding
it—correctly scaled—to the output, the effective resolution can be increased; in
literature, this is known as extended counting in I−�� ADCs. To avoid the
necessity for another ADC, Chen et al. [19] reuses the hardware by simply
reconfiguring the I−�� modulator as shown in Fig. 3.14. The last integrator is
now used as a hold amplifier storing the residual error—that is left after the first
conversion step—and feeding it to the first integrator in the loop. Thereby, the order
of the I−�� is reduced from two to one, and the modulator runs for another 64
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cycles on the residual error. After this conversion step, the digital outputs D1 and
D2 are added and all elements are reset by the signal “reset2.”

By making use of this implementation of extended counting, the reduction of
the quantization noise is greatly improved. To achieve an SNDR/DR of 90.8 dB and
99.8 dB in a 250 Hz bandwidth, respectively, chopping techniques to remove the
1/f-noise contributions are again used. The OTA in the first integrator is chopped
at a speed of f s/2, thereby greatly reducing the 1/f-noise contribution. In order
to relax the requirements on the first integrator and to increase the maximum stable
amplitude (MSA) as much as possible, a five-level quantizer is used in the presented
work. This comes with the drawback of increased harmonic distortion, which is
reduced by using DWA.

The “Sliced” ADC

The architecture presented in [20] makes use of the dynamic increase of non-
idealities during the operation of the I−�� modulator to increase the power
efficiency. The modulator is implemented in a 180 nm technology node and the
circuit is operated from a 3 V supply, thereby approximately consuming 1.1 mW.
The reported SNDR/DR are 86.6 dB and 91.5 dB, respectively. Achieving an
effective bandwidth of 100 kHz results in a Schreier FoM of 171.1 dB.
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This work makes use of the unequal weighting of the individual samples of the
I−�� in the reconstruction filter. It can be shown that samples towards the end of a
conversion are much less weighted by the digital reconstruction filter than samples at
the beginning of a conversion [20]. This strongly depends on the order of the filter
as well as on the OSR. This theoretically allows to increase circuit non-idealities
towards the end of every Nyquist-conversion cycle, since there non-idealities are of
less importance.

To achieve this, the work introduces the “slicing technique,” in which the entire
first integrator consisting of sampling network and OTA is split into four equal parts
(or slices) as shown in Fig. 3.15. Every single slice can be deactivated during the
runtime to save power. As the power savings linearly depend on the number of cycles
that a slice is activated, but the contribution of the noise decreases superlinearly
over the conversion cycles, power savings are possible by reducing the number of
used slices during the runtime of each Nyquist-conversion cycle as indicated by the
clocking scheme and the control signals a–d. By making use of this technique, the
power consumption of this modulator can be reduced by 30%, while the SNR is
barely affected.

The “Linear-Exponential” Incremental ADC

Another architecture was recently presented in [21]; it makes use of a single-loop
two-phase exponential incremental ADC. The presented circuit is implemented in a
65 nm CMOS technology with a 1.2 V supply. The ADC is able to achieve an SNDR
of 100.8 dB as well as a dynamic range of 101.8 dB in a bandwidth of 20 kHz. The
ADC consumes 550 μW and achieves a Schreier FoM of 176.4 dB. The consumed
area is only 0.134 mm2. The basic principle of this ADC is depicted in Fig. 3.16.
In the first phase, the part indicated in red is inactive. The modulator works as a
first-order I−�� modulator with a first-order CoI as reconstruction filter for 246
cycles. Instead of a single-bit quantizer, a multibit quantizer is used to increase the
achievable resolution.
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During the second phase, the path as shown in red is switched in for the last 10
cycles; this noise-coupling loop is fed back with a gain factor of 1 + ke, where ke

is a gain factor. This feedback exponentially decreases the quantization error during
the last cycles of the conversion. But in order to precisely reconstruct the signal,
any change within the modulator has to be imitated by the reconstruction filter.
Therefore, an accumulator block is switched in. This block modifies the transfer
function of the digital reconstruction filter such that the change in the modulator is
imitated in the digital domain. During this phase, the SQNR is increased by 66 dB.

As a multibit quantizer is used to boost the SQNR during the whole conversion
phase, the non-linearity from the feedback DAC has to be attenuated. This is
achieved by means of DWA. As a first-order modulator with large OSR is used,
a simple DWA can be used in contrast to more sophisticated DEM for higher-
order I−�� modulators [22]. To reduce the 1/f-noise contribution, chopping is
again used in the first integrator. However, the noise penalty that is usually paid by
using higher-order modulators (and reconstruction filters) is avoided in this design
as a first-order modulator does not suffer from this noise penalty as all samples are
weighted equally in the reconstruction filter.

3.4 Conclusions

High-efficiency data converters are of continuous research interest. When high
efficiency is combined with high resolution, this is mostly achieved by oversampling
and noise-shaping techniques, which makes such converters dominate the state of
the art for such applications. If at the same time, true Nyquist-rate conversion is
required, e.g., for multiplexing or true sample-to-sample conversion, those archi-
tectures fail to achieve this. Thus, an increasing research interest is again dedicated
to efficient, high-resolution Nyquist-rate ADCs. This chapter has reviewed some of
the prominent examples in the state of the art, mostly looking into SAR ADCs and
incremental �� converters, both of which already today promise to fulfill those
requirements and any further architectural or circuit level innovation of those ADCs
is highly needed to further close the efficiency gap to the oversampling converters.
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Chapter 4
Continuous-Time ADCs for Automotive
Applications

Muhammed Bolatkale

4.1 Introduction

Automotive applications such as AM/FM/DAB car radios, vehicle-to-anything
(V2X) transceivers, multi-standard GPS receivers, and UWB based car key
transceivers require data converters with bandwidths ranging from 25 to 250 MHz
and dynamic ranges between 50 and 80 dB. Such data converters enable software-
defined car products that can be deployed worldwide. Although many types of
data converters can digitize BW >25 MHz and achieve DR larger than 50 dB, a
continuous-time delta-sigma ADC architecture with its inherent anti-alias filtering
and excellent linearity, spurious-free dynamic range (SFDR), and interference
immunity results in the best in class receiver architecture [1].

Figure 4.1 plots the Schreier figure of merit (FOMS) vs the Nyquist bandwidth
of the data converters published over the last two decades. The trend line for
bandwidth limited designs (BW <10 MHz), which is also known as the architectural
front, has improved approximately by 20 dB over the last decade. Architectures
utilizing incremental converters, noise-shaped SARs, and continuous-time delta-
sigma modulators achieve FOMS better than 180 dB [3–6]. These architectures,
also known as hybrid converters, minimize thermal noise sources and circuit non-
linearities which limit the maximum achievable SNDR in a given power dissipation
target. On the other hand, the trend line set by high speed data converters, which is
known as the technology front, has improved by 25–30x.

In [7], the authors for the first time demonstrated an implementation of a multi-
GHz sampling continuous-time �� modulator. Figure 4.2 illustrates the maximum
sampling rate and bandwidth of the oversampled data converters which were
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Fig. 4.1 Schreier figure of merit, FOMS = SNDR + 10log10
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Fig. 4.2 Maximum sampling rate and bandwidth of continuous-time ADCs
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published since 2002. The highest sampling rate is nearly 10 GHz and is used
in a continuous-time pipeline converter. Over a decade ago, the bandwidths of
oversampled (OS) data converters were limited to 20 MHz, whereas currently a
state-of-the-art design has a bandwidth of 1.125GHz [8].

In the remainder part of this chapter, various high-speed continuous-time ADC
architectures are discussed. Then a brief summary of architectural constraints
is introduced and the main building blocks and circuit design techniques are
summarized.

4.2 Continuous-Time ADC Architectures

A continuous-time delta-sigma (CT��) modulator has an inherent anti-alias
filtering, a resistive input stage, and should have a flat signal transfer function (STF)
as will be discussed later on in this chapter. For automotive applications, a receiver
architecture employing a CT�� modulator can achieve better area efficiency since
the AAF filtering stages can be simplified. It is also more energy efficient to drive a
resistive load rather than a switched-capacitor load.

The dynamic range (DR) of a wide bandwidth ADC is often defined by a near-
band blocker that is often adjacent to the signal bandwidth. Filtering such blockers
with analog filters is very costly. Therefore, Nyquist converters rely on oversampling
to reduce the impact of such near-band blockers on the anti-alias filter (AAF),
whereas the AAF requirement of a CT�� modulator is defined by blockers located
around its sampling frequency. The amplitude of these blocker signals should be
within the input range of the CT�� in order not to saturate its filter stages.

An oversampled data converter employs a decimation filter to achieve the desired
resolution in the band of interest. The power dissipation of a decimation filter is
proportional to its clock frequency (Fclk). The power dissipation of digital circuits
and clocked circuits, such as comparators, clock buffers, will scale down for each
new generation of process node. Therefore, implementing a CT�� modulator in
advanced process nodes can reduce its power dissipation.

4.2.1 Design Space of Single-Loop Continuous-Time
Delta-Sigma Converters

Figure 4.3 shows a basic model of a single-loop CT�� modulator. It has three main
building blocks: a loop filter, an ADC (also known as a quantizer), and a digital-to-
analog converter (DAC). To explore the design space of a delta-sigma modulator,
it is crucial to understand the fundamental working principle of each block and
their trade-off between each other. The maximum clock frequency of a multi-GHz
modulator is often related to the fT of the process technology. Based on the choice of
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Fig. 4.3 A basic single-loop
continuous-time delta-sigma
modulator

circuit architectures, each block that is clocked (i.e., comparator, DAC, etc.) requires
a well-defined clock edge and amplitude. The maximum sampling rate is defined by
the highest operating frequency of a CMOS clock buffer, which is proportional to
the rise and fall times that can be implemented on a chip. Furthermore, the quantizer
must convert its analog input signal to a full scale digital signal. Effectively, the
quantizer can be modeled as a gain block which trades time for gain. For very
small input signals, the quantizer will not have enough time to resolve its input to
a digital output signal. Therefore, it will introduce metastability errors. Effectively,
the sampling rate of a multi-bit quantizer which employs a rail-to-rail CMOS clock
is approximately limited to 10 GHz. However, the maximum sampling rate could be
further increased by employing low-swing clocking schemes.

Table 4.1 lists CT�� modulators which have bandwidths larger than 25 MHz.
Table 4.1 also gives an overview of the architectural techniques employed in
state-of-the-art modulator designs. Furthermore, it lists the sampling rate and the
resolution of the quantizer for each design.

Increasing the resolution of the quantizer reduces the quantization error. For a
given signal-to-quantization noise ratio (SQNR), the sampling rate of the modulator
can be reduced, which enables the realization of many wide-bandwidth delta-sigma
modulators at the expense of calibrating offset voltages of comparators as listed in
Table 4.1.

Choosing a higher order loop filter reduces the oversampling ratio (OSR = Fs/2/
BW), where Fs is the sampling rate and BW is the signal bandwidth. However, it
is more effective at high oversampling ratios. Therefore, wideband �� modulators
often employ high order loop filter such as between third and sixth order (Table 4.1).

Loop Stability and Excess Loop Delay Compensation

As shown in Fig. 4.3, an ideal �� modulator instantaneously performs sampling,
quantization, and digital-to-analog conversion. The stability theory of a ��M has
been developed from the observation that a first-order ��M is inherently stable.
To design a stable modulator, the phase margin of the loop filter must be as close
as possible to 90◦ at Fs/2 [25]. However, due to the limited switching speed of the
transistors in the quantizer and the DAC, there exists an excess loop delay (ELD) in
the feedback of the ��M.
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Fig. 4.4 A basic single-loop
continuous-time delta-sigma
modulator with excess loop
delay model (a) and ELD
introduced around the
quantizer (b)

Figure 4.4a illustrates a ��M with a quantizer followed by a delay block which
models the excess loop delay. Effectively, the unwanted delay in the �� loop
increases the order of the modulator and causes instabilities. The basic goal of
ELD compensation techniques is to preserve the original NTF of the modulator
and thus the stability of the modulator. To compensate for ELD, a feedforward
path around the quantizer must be introduced. For example, one clock cycle ELD
can be compensated by introducing a direct feedforward path around the quantizer
as shown in Fig. 4.4b. To match the NTF of the modulator before and after
ELD compensation, the compensated loop filter HLD(s) should have the following
relation to the original loop filter HL(s) [26]:

HLD(z) = HL(z) · z1 − c (4.1)

where c is the coefficient around the quantizer and also shown as an ELD DAC in
Fig. 4.4b. By satisfying (4.1), the NTF of a modulator with one clock cycle excess
delay can be matched to the original NTF.

ELD compensation schemes are employed in all the GHz sampled modulators
listed in Table 4.1. In summary, ELD compensation techniques can be classified
into three main categories: analog, mixed-signal, and digital ELD. Some examples
from the literature are summarized as follows:

• An analog ELD technique uses a feedforward compensation path within the
loop filter. The coefficient k as shown in Fig. 4.5 implements an analog ELD
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Fig. 4.5 Overview of the
ELD compensation
techniques. The coefficients
“k,” “d,” and ELD DAC
represent analog, digital, and
mixed-signal ELD
compensation techniques,
respectively

compensation path [27–30]. For example, an RC integrator can be configured to
have a feedforward path by introducing a resistor in series with the integration
capacitor. Since it only uses passive components, this technique is potentially
low power. However, the bandwidth of the feedforward path is limited by the
amplifier’s bandwidth.

• Mixed-signal ELD techniques implement a feedforward path by applying the
output of the quantizer to a digital-to-analog converter [1, 7, 31, 32]. The
requirements of such a DAC are much more relaxed when compared to the main
feedback DAC. Mixed-signal ELD is more suitable for GHz sampling ��M
since it directly accesses the output of the quantizer latch and the propagation
delay of a current steering DAC is only limited to a few gates.

• Digital ELD is more suitable for low frequency applications where the delay
of the digital adder does not introduce additional excess loop delay [33, 34]. In
the case of a VCO based quantizer, the phase domain rotation can be utilized to
implement the digital ELD domain in a hardware efficient way and also achieve
high sampling rates [13].

Signal Transfer Function and Power Efficiency

A CT�� modulator has an inherent signal transfer function (STF), which can be
expressed as:

STF (jω) = H (jω) · NTF
(
ejw

)
(4.2)

where H(jw) is the continuous-time transfer function of the loop filter and NTF
is the noise transfer function of the modulator. Compared to other data converter
architectures which have a unity STF, a �� modulator can be designed to
achieve a filtering STF. Figure 4.6 illustrates a �� modulator with a feedforward
and a feedback architecture. The STF of a ��M with feedforward architecture
often exhibits out-of-band peaking because integrator outputs are added through
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Fig. 4.6 A �� modulator
with feedforward (a), with
feedback architectures (b)

Fig. 4.7 Signal transfer
function of a CT��

modulator with a feedforward
loop filter (dashed line) and a
feedback loop filter (solid
line)

feedforward coefficients (a1 . . . an). On the other hand, the STF of a ��M with
feedback architecture has a low-pass filtering response since the input signal goes
through cascaded integrator stages. Figure 4.7 compares the STF of a CT��M with
feedforward and feedback architectures.

The energy efficiency of a ��M depends on its loop filter architecture. By
choosing a feedforward architecture, the number of feedback DACs are reduced
and the unity gain frequency of the first integrator can be set larger than signal
bandwidth [10, 14, 15]. Consequently, thermal noise contribution and non-idealities
of the following filter stages can be minimized. On the other hand, a feedback
architecture will require a lower unity gain frequency from its first integrator [12,
16]. This general trend can be expressed as:
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ωint 1−FF > BW > ωint 1−FB (4.3)

In recent years, ��Ms with a flat STF have been published [9], where input
feedforward coefficients are introduced to remove the STF peaking in CT��Ms
with feedforward loop filter architecture [23, 34] and to remove the STF filtering in
a CT��M with a feedback loop filter [35]. As a result, the general trend in (4.3)
only holds for modulators without signal feedforward coefficients. The integrator
unity gain frequencies can be independently designed for �� modulators with input
feedforward coefficients. This technique can be applied to any �� modulator and
is independent of the OSR.

4.2.2 Multi-Stage Continuous-Time Converters

According to the published works, the maximum sampling rate of a single loop
CT�� modulator is limited to approximately 6 GHz and its BW is less than
160 MHz. Figure 4.8 depicts the maximum SQNR for a fourth order CT��

modulator with 4-bit quantization. Most of the single loop designs that target DR
larger than 70 dB employ an OSR larger than 8 in order to suppress the quantization
error much below the thermal noise floor. In order to break the BW versus DR trade-
off, multi-stage noise shaping (MASH) architecture can be adapted. In principle,
this architecture enables cascading of low-order CT�� modulators and as a result
achieves wider bandwidth for a given sampling rate [25] (Fig. 4.9).

Figure 4.10 shows a system diagram of a 1–2 MASH CT�� modulator [9]. The
first stage is a first order CT�� modulator and the second stage is a second order
CT�� modulator with a feedback loop filter architecture. The transfer function of
the first and the second stages can be expressed as:

Y1 = X · STF1 + EQ1 · NTF1 (4.4)

Fig. 4.8 Maximum SQNR
limit for a fourth order
CT�� modulator with 4-bit
quantization [36]
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Fig. 4.9 An example of a continuous-time pipelined ADC adapted from [8]

Fig. 4.10 An example of a 1–2 MASH CT�� modulator [9]

Y2 = −EQ1 · G · STF2 + EQ2 · NTF2 (4.5)

where G is the inter-stage gain which is defined as G = LSBDACX/LSBDAC2.
Assuming STF1 and STF2 are unity, and an accurate representation of NTF1 can be
implemented in digital (NTF1d), the final transfer function of the MASH converter
can be expressed as:

Yout = Y1 + Y2
NTF1d

G
= X · STF1 + EQ2 · NTF1d

G
NTF2 (4.6)
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The coefficients of NTF1d can then be calibrated over PVT to minimize the
leakage of the quantization error of the first stage. The most common techniques
use either the variance of the in-band noise after decimation filter or the cross-
correlation technique before the decimation filter which then update the coefficients
of the digital noise cancellation filter [37, 38].

As shown in Table 4.1, the minimum OSR of the single-loop and MASH ��

modulators is limited to around 8 which is set by the 70 dB DR requirement. For
applications that do not require very high DR such as an UWB car key receiver,
an ultra-low OSR of 4 can be employed to further increase the BW and reduce the
power of the clocked circuits [35, 39].

To further lower the OSR ratio, a CT pipelined converter can be implemented
[8, 40]. Figure 4.9 shows a simplified block diagram of a pipelined continuous-time
converter. It consists of N stages, and each stage converts its input signal with n-bit
resolution and forwards its residue (e(t)) to the following stage. The outputs of the
stages are then added and reconstructed in the digital domain to achieve the target
resolution of M-bit.

A basic system level model of each stage is shown in Fig. 4.9. The input signal
is sampled by an n-bit flash ADC, and its output is converted to analog through an
n-bit DAC. The DAC output is subtracted from a delayed version of the input signal.
At this point of the signal chain, the input of the low pass filter is mostly dominated
by the quantization error of the flash converter and the images of the DAC. The main
function of the low pass filter is to attenuate the DAC images [8]. As a result, the
following stage only processes a residue signal (e(t)) which is a low pass filtered
version of the flash quantization error.

Compared to continuous-time �� modulators, the CT pipeline converter has a
limited out-of-band signal handling capability [8]. Due to the sampling operation of
the flash converter, the out-of-band signals located between n∗FS ± BW alias back
into the signal bandwidth. However, the delayed version of the input signal does not
have any aliased tones. As a result, the residue signal might saturate and clip the
following stages. Therefore, an AAF is required.

4.3 Main Building Blocks

A CT�� modulator has three main building blocks: a quantizer, a DAC, and a loop
filter. We will first introduce each building block and briefly describe the circuit
techniques that are required to achieve wideband conversion at GHz sampling rates.

4.3.1 Quantizer

The quantizer defines the maximum sampling rate of a �� converter. The flash
ADC is the most common architecture and can achieve resolutions of up to 5-bits
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[9, 10, 12, 22]. Each comparator often uses a pre-amplifier and a latch which can be
implemented using either in current mode or dynamic logic schemes. For a multi-bit
flash ADC, the offset voltage (Voffset) of each comparator must be calibrated. While
calibrating the offset voltage of a latch, the offset trim circuits must not load the
latch critical nodes [41]. The comparator slices can also be sized for matching and
the offset voltage can be reduced at the cost of area and power [7].

For CT�� modulators which target below GHz sampling rate, a SAR based
quantizers can also be employed [42]. Since, a 1-bit per cycle SAR converter has
only one comparator, the comparator offset calibration might not be required.

Metastability

Figure 4.11a shows a basic model of a high speed quantizer. The input signal is
sampled by an edge triggered comparator, then further sampled by a D-FF. The time
allocated to the comparator (Tcomp) is less than the clock period of the modulator
(TCLK). As the clock rate increases, the dynamic gain that a comparator can achieve
degrades. The gain of a comparator can be modeled as:

Latch Gain = Apre · eTcomp/τ (4.7)

where Apre is the gain during pre-amplification phase and τ is the time constant
of the latch. To reduce the metastability of the modulator, the time allocated to the
latches must be maximized. This can be achieved by using cascaded stages of latches
[7], or allocating most of the clock period to the latch which has the smallest time
constant [9].

Fig. 4.11 A basic model of a high speed comparator (a) and delay vs input signal transfer function
of a high speed comparator (b)
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Fig. 4.12 Current steering (a), resistively degenerated current steering DACs [26] (b), and
resistive DAC [23] (c)

4.3.2 Feedback DAC

The feedback DAC defines the accuracy of a CT�� modulator. The main types
of architectures are resistive and current steering DACs as shown in Fig. 4.12. For
converters targeting BW smaller than 60 MHz using a resistive DAC is advantageous
because a resistor is often less noisy than an active current steering (CS) DAC for
the same supply voltage [1, 24]. On the other hand, for BWs larger than 60 MHz, a
current steering DAC brings speed advantage but it contributes more thermal noise
than a resistive DAC [7, 9, 10, 12, 16, 22]. To reduce the thermal noise contribution
of a CS DAC, designers often employ supply voltage higher than the nominal supply
voltage of the process node and use resistively degenerated CS architecture [7].

A multi-bit DAC will introduce non-linearity due to mismatches of unit current
sources. The static mismatch errors can be minimized either by scaling the unit
current sources for matching or by calibrating the static mismatch sources. At GHz
sampling rates, the dynamic error sources such as inter-symbol interference (ISI)
and timing errors limit the accuracy of the converter even after calibrating the static
mismatch sources.

Inter-Symbol Interference

As the sampling rate of a CT�� modulator increases, the non-idealities related
to timing and data-dependent switching artifacts limit the performance of the
converter. Inter-symbol interference (ISI) which is caused by the non-equal rise/fall
times of the DAC output currents is studied extensively in the literature [19, 23].

There are two main types of ISI compensation schemes:

– Switching schemes: return-to-zero [1, 43], differential quad switching (DQS)
[43, 44], error-sampling scheme [26]

– Analog calibration: ISI error-amplifier [10], timing error calibration [9].
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Return-to-zero switching scheme is the most effective ISI compensation scheme
since for every sample, the DAC outputs the same amount of charge. The authors
have demonstrated a CT�� modulator which achieved beyond 100dBc THD
by employing a RTZ scheme [1]. The IM3 and HD3 performance of the other
techniques are limited to around 80 dBc due to other circuit non-idealities.

Clock Jitter

A CT�� modulator is sensitive to clock jitter, which modifies the trigger moment
of DAC unit and effectively acts as an additional noise source at the input of the
modulator. To reduce the performance loss due to clock jitter, the clocking and DAC
driver blocks must be co-optimized to achieve the target signal-to-jitter noise ratio
(SJNR) which can be expressed as for a low pass CT�� [45]:

SJNRLP�� = 10log10

(
1

4· σ 2
j · σ 2

Y · fs · BW

)
(4.8)

where fs is the sampling frequency, BW is the signal bandwidth, σ Y is the RMS
output of a ��, and σ j is the RMS jitter. Increasing sampling frequency and BW
degrades SJNR.

A summary of techniques which improve the SJNR:

– Architecture level: Reduce σ Y by using a multi-bit or a finite impulse response
(FIR) DAC architecture. Employ an NTF with lower out-of-band gain (OBG).

– At circuit level: Reduce σ j, which basically means clock distribution network
with lower noise. At GHz sampling rates this can drastically increase power
dissipation of the modulator.

4.3.3 Loop Filter

A CT�� modulator requires a continuous-time analog filter which provides gain
and attenuates the quantization noise in the band of interest. At low frequencies,
the filter can be approximated as a cascade of integrators, thus high gain. At high
frequencies (fs/2), the filter should achieve a gain and phase response of a first order
integrator for stability. The order of the filter is defined by the order of the NTF. The
designs that target good linearity use RC based integrators, and the designs that are
optimized to reduce power dissipation use gmC based integrators [7, 9, 12, 16, 24].



4 Continuous-Time ADCs for Automotive Applications 73

Amplifier Architectures

The basic building block of a loop filter is an amplifier. Historically, many CT��

designs have used traditional amplifiers such as telescopic, folded cascode, and two-
stage amplifier. However, designing a multi-GHz CT�� and maintaining a good
FoMW less than 100 fJ/cs requires an energy efficient amplifier architecture. As
also indicated in Table 4.1, many �� modulators use an inverter based amplifier
architecture. The supply regulation strategy is an important design aspect of an
inverter based amplifier. Inverter based amplifiers with an integrated LDO can
achieve similar or better power supply rejection ratio (PSRR), and linearity than
traditional amplifier architectures. In [1], a CT�� modulator, which employs an
inverter based biquad-integrator, has been presented with the state-of-the-art THD
better than -102 dBc in 25 MHz BW.

Most of the filter stages of a GHz sampling CT�� use high-order amplifiers to
achieve gain required to suppress the quantization error. However, these amplifiers
should also achieve the target phase margin at fs/2 and their frequency compensation
is crucial. Some examples from the literature are summarized as follows:

• Multi-path multi-stage amplifiers

– feedforward frequency compensation [7, 11, 12, 17, 20, 22, 24]
– feedforward and Miller frequency compensation [14, 18, 19]

• Inverter based multi-stage amplifiers

– Miller compensation [1]
– Nested feedforward compensation [8, 9]

• Single-stage stacked inverter [10]

4.4 Conclusions

Over the last decade, CT�� modulators have expanded their application space
and now can address the needs of the wideband software defined radio platforms
such as AM/FM/DAB car radio products and beyond. This is enabled by employing
innovations at the architectural level, high-frequency circuit techniques, and ELD
delay compensation techniques.
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Chapter 5
Continuous-Time Delta-Sigma
Converters with Finite-Impulse-Response
(FIR) Feedback

Shanthi Pavan

5.1 Introduction

The �� architecture has become the de facto choice for the realization of
analog-to-digital converters that achieve high resolution over low and medium
bandwidths. Since the late 1990s, there has been a resurgence of interest in
continuous-time �� modulators (CT��M), where the loop filter of the �� loop
was implemented using continuous-time circuitry. There were many motivating
facts that prompted this wave. Designing switch-capacitor circuits at high speeds in
processes that supported low supply voltages was becoming increasingly difficult.
Driving the switched-capacitor input impedance of the modulator, especially in
high-speed high-resolution converters, was a challenge. Both these problems were
avoided with a CT��M. Furthermore, a CT��M has the remarkable property of
implicit anti-aliasing, since the input is sampled after being filtered by the loop filter.

Unfortunately, it turns out that clock jitter degrades a CT��M’s in-band SNR.
The effect of jitter on the modulator loop can be modeled by errors at the input
and output of the ADC and DAC, respectively, [1, 2] as shown in Fig. 5.1. It
is immediately apparent that eadc is shaped by the modulator’s NTF, just like
quantization noise, and has virtually no effect on the in-band spectrum of the
CT��M.

The story is different, however, with the error induced by jitter at the DAC
output. As seen in Fig. 5.1, e_dac adds to the input of the modulator and degrades
the modulator’s in-band SNR. With an NRZ DAC, it can be shown that e_dac

consists of a sum of slivers, whose width and height at nTs are given by �t[n]
and height (v[n] − v[n − 1]), respectively. Jitter in a particular clock edge,
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Fig. 5.1 The clock-jitter problem in a CT��M. eadc and edac model jitter-induced errors. In-band
SNR degradation is due to edac

therefore, introduces an error at that edge only if the modulator output changes
in that cycle. Furthermore, the noise is dependent on the height of the transitions
(v[n] − v[n − 1]) in the output waveform. Using a multi-bit quantizer, therefore, is
a very good way of reducing the sensitivity of a CT��M to clock jitter.

From the discussion above, we see that clock jitter can be a potential show-
stopper for a single-bit CT��M. This motivated research into techniques that aim
to address this problem. One such approach is the use of switched-capacitor (SC)
feedback [3]. An SC-feedback DAC attempts to reduce jitter sensitivity by feeding
a packet of charge into the loop filter in an impulsive fashion. Unfortunately, this
greatly increases the peak-to-average ratio of the feedback waveform, and causes
linearity problems in the loop filter. Furthermore, SC DACs severely compromise
alias rejection of the modulator around multiples of the sampling frequency [4].

A particularly elegant and effective approach to address the jitter sensitivity of a
single-bit CT��M is the use of FIR feedback [5, 6]. We illustrate with the single-
bit example shown in Fig. 5.2. The 2-level output sequence v is filtered by an N -tap
low pass FIR filter with transfer function F(z), before exciting the main feedback
DAC. The DAC has an NRZ pulse shape. For simplicity, the tap weights of F(z)

are assumed to be identical. Since v = ±1, the magnitude of transitions in v is 2.
With F(z) in place, this is reduced to 2/N . Thus, the magnitudes of the steps in the
feedback DAC waveform (denoted by v1(t) in Fig. 5.2a) are N times smaller than
what they would have otherwise been. Since noise due to clock jitter is proportional
to the height of the transitions in the DAC output, it follows that the in-band mean
square noise due to jitter is reduced by 20 log(N ) dB.

The FIR DAC has other important benefits. Since F(z) is a low pass filter, the
input component of v is not affected, but the power of the shaped noise is reduced.
The DAC’s output v1(t), therefore, has a reduced high frequency content that closely
follows the input u. The error processed by the loop filter, which is u(t) − v1(t), is
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Fig. 5.2 (a) Using an FIR feedback DAC to mitigate noise due to clock jitter in a single-bit
modulator. (b) Semi-digital implementation of the FIR DAC

therefore much smaller. This relaxes the linearity requirements of the loop filter,
just like in a CT��M with a multi-bit DAC. Intuitively, since v1(t) “looks” like
the output of a multi-bit DAC, one should expect similar benefits with respect to
clock jitter and loop-filter linearity. For a detailed analysis of clock jitter with FIR
feedback, see [5, 7, 8].

Implementing the FIR DAC as drawn in Fig. 5.2a is problematic when the DAC
levels are not equally spaced (due to mismatched components). Recognizing that
v[n] is a two level sequence, a linear DAC-filter combination can be realized
using the semi-digital approach [9], as shown in Fig. 5.2b. Here, the delays are
implemented digitally, while the individual DAC outputs (which are assumed here
to be currents) are weighted and summed in the analog domain. It is easy to see
that DAC mismatch modifies the transfer function of the filter, but does not cause
nonlinearity.

To summarize, using a plain 1-bit quantizer, while being a very efficient use
of hardware, is severely impacted by jitter, and is problematic for the linearity
of the CT��M. Fortunately, using FIR feedback with a one-bit ADC not only
addresses the jitter problem, but also greatly relaxes the linearity requirements
of the loop filter, just like with a multi-bit quantizer. Unlike a multi-bit design,
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whose linearity is impacted by element mismatch in the feedback DAC, an FIR
DAC implemented using a semi-digital approach is inherently linear. FIR feedback,
therefore, combines the beneficial aspects of single-bit and multi-bit designs,
without the key disadvantages of either approaches.

The conventional wisdom in the �� community is that most of the power in
a CT��M is consumed in its input stage (to achieve low noise). At the high
clock rates needed to achieve wide bandwidths, however, the stage driving the
quantizer consumes significant power. The power dissipated in the clock generation
and distribution circuitry also becomes problematic. Yet another issue is that DEM
may not be feasible, as it adds an unacceptably large delay into the loop. These
difficulties might have led to a renewed interest in CT��Ms with a single-bit
quantizer and FIR feedback [8, 10, 11]. In such an approach, the quantizer design
is greatly simplified and DEM is not necessary. There have been many designs
reporting the use for FIR feedback in recent years (see, for instance, [7, 12–16]),
targeting low and high bandwidths. While CT��Ms with single-bit quantizers and
FIR feedback are particularly efficient, ADCs with multilevel quantizers and FIR
feedback have also been reported [17].

This chapter is intended as a review of FIR feedback in CT��Ms [18]. The
rest of this chapter is organized as follows. Section 5.2 addresses the issue of
loop compensation when an FIR DAC is used. This is particularly important, since
introducing a delay in the feedback path of a �� modulator can destabilize the loop.
In Sect. 5.3, we discuss the issue of design centering a CT��M with FIR feedback,
in the light of practical circuit nonidealities like finite OTA gain and bandwidth. Yet
another recently discovered [14, 19] advantage of FIR feedback is that it enables
the use of “chopping for free.” The intuition behind this is discussed in Sect. 5.4.
Section 5.5 concludes the chapter.

5.2 Compensation

Using FIR feedback introduces delay in the �� loop, and most likely renders the
modulator unstable. One of the key design challenges with an FIR DAC, therefore,
is to compensate the loop for the effect of the FIR filter. It turns out that the NTF
of a �� loop with an FIR DAC can be restored exactly. This can be done by
modifying the loop-filter coefficients and by adding a direct path FIR filter around
the quantizer.1 The method of moments allows us to quickly and simply determine
the modified coefficients. A detailed analysis is given in [21, 22]—here we give the
intuition behind the results.

1This is similar to compensating a CT��M for excess delay, where coefficient tuning and a direct
path around the quantizer is usually needed [2, 20].
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Fig. 5.3 (a) A second-order CT��M with a 4-tap FIR DAC compensated for the delay of the
FIR DAC. Fc(z) is also a 4-tap FIR filter. (b) Determining the pulse response y(t) of the loop filter
without the FIR DAC. (c) ỹ1(t) can be made to equal y(t) for t ≥ 4 by modifying coefficients.
Fc(z) is needed to compensate for the difference in the sampled pulse response for t < 4

To illustrate the process of compensation, assume that we have on hand a
normalized2 second-order cascade of integrators with feedforward (CIFF) CT��M
prototype that achieves a desired NTF. Let the loop-filter transfer function be
L(s) = a1/s + a2/s

2. The main feedback DAC of the prototype is modified to a
4-tap FIR DAC with equal tap weights (each being 0.25), as shown in Fig. 5.3a.
If nothing else was done, the NTF of the loop will change. What should we do to
restore the NTF? We need to ensure that the sampled pulse response of the prototype
modulator and that of the loop filter with the FIR DAC are identical.

2Sampling rate of 1 Hz.



82 S. Pavan

The prototype’s pulse response is determined using the signal flow graph of
Fig. 5.3b. After the DAC pulse has “died,” the output of I1 is 1. Thus, for t � 1, the
output of I2 will grow as t , and y(t) will grow as a2t . Consider now the loop filter
excited by the FIR DAC, as shown in Fig. 5.3c. The area of the pulse exciting the
loop filter is unity. Thus, after t � 4, I ′

2s output will grow as t , and ỹ1(t) will grow
as k2t . If the NTF has to be restored, it is immediately apparent that k2 = a2.

Choosing k2 = a2 ensures that y(t) and ỹ1(t) in Fig. 5.3b and c asymptotically
grow at the same rate. However, ỹ1(t) for large t will be delayed with respect to
y(t), since the FIR-DAC pulse is delayed with respect to the NRZ-DAC pulse.
To address this, ỹ1(t) must be “advanced.” This is possible by recognizing that
for any waveform g(t) with continuous derivative, g(t + td ) = g(t) + td ġ(t) +
(t2

d /2)g̈(t) + . . .. In other words, by adding suitable amounts of the first and higher
order derivatives of a waveform, the waveform can effectively be advanced.3 In
our example, the derivative of the output waveform can be generated by suitably
weighting the output of I1. Analysis, omitted here due to lack of space, shows that
the k’s must be chosen as

k2 = a2, k1 = a1 + 1.5a2. (5.1)

This will ensure that ỹ1(t) and y(t) are equal for t ≥ 4. Figure 5.4 shows ỹ1(t) and
y(t) in our 4-tap example after the k’s have been chosen as per the equations above.
To achieve the desired pulse response for t < 4, a four-tap compensation filter
(Fc(z)) must be used in a direct path around the quantizer, as shown in Fig. 5.3a.
The taps of Fc(z) can be computed using the following steps:

Fig. 5.4 Loop-filter pulse responses of the NRZ prototype, the (coefficient tuned) loop filter with
a 4-tap FIR DAC, and the response of the compensation filter. The main FIR DAC taps are all
assumed to be equal. The direct path DAC with response Fc(z) should make up for the difference
(ỹ1(t) − y(t))

3The idea is the same as introducing zeros in a loop to stabilize a feedback system. In the time-
domain, this corresponds to adding a derivative(s).
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(a) Using a1, a2 from the prototype, and the coefficients of the main FIR DAC, use
(5.1) to compute k1, k2.

(b) Determine the pulse response of the prototype loop filter and the coefficient
tuned loop filter with the FIR feedback DAC. These responses will be identical
beyond t = M , where M denotes the number of FIR DAC taps.

(c) Determine the difference between the pulse responses in step (b) above that lasts
for a duration M . The direct path filter taps are the samples of this difference at
times 1, . . . , (M − 1).

It is not necessary for the compensation path to appear directly around the quantizer.
It can be moved to the input of the second integrator.

5.2.1 STF Peaking

As seen from the discussion above, the process of compensating the �� loop for
the delay introduced by the FIR DAC increased the gains of the 1/s and 1/s2

paths. This then means that the signal transfer function (STF) of the CIFF structure,
which already has peaking, will increase further. This can be problematic in wireless
applications and can be mitigated somewhat by adding input feed-ins into the
integrators. Loeda et al. [7] is an industrial example of a CT��M that uses feed-ins
to flatten the STF.

5.2.2 FIR Feedback Without Compensation

Observing Fig. 5.3 shows that inserting the FIR filter into the outermost feedback
path of the CT��M adds delay to all the feedback paths around the quantizer. It
is therefore reasonable to conclude that the modulator would become unstable if it
was not properly compensated. In some CT��M architectures (for example, the
cascade of integrators with feedback (CIFB)), the outermost feedback DAC is not
part of the “fast feedback” path around the quantizer. It is then conceivable that the
CT��M will remain stable (though its NTF changes) when an FIR filter is inserted
before DAC in the outermost path. This was employed in [6].

5.3 Design Centering

Design centering the modulator in the face of practical integrator nonidealities (like
finite gain and parasitic poles) is perhaps the least appreciated aspect of CT��M
design. We use the modulator of Fig. 5.3 as an example to illustrate the design-
centering process. The loop filter (without the compensating FIR DAC) is shown
in Fig. 5.5. In practice, I1 and I2 are nonideal—they will have finite dc gain and
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Fig. 5.5 Loop filter with
practical integrators

parasitic poles. Using such integrators in place of ideal ones will change the NTF
that is realized, if one uses the coefficients corresponding to ideal integrators. The
poles of the discretized loop filter are no longer at z = 1 (due to finite gain).
Furthermore, the order of the loop filter has increased (in our example) to four.
It is not possible, therefore to be able to achieve the second-order NTF of the ideal
prototype. What we can hope for is that with an appropriate choice of the k’s the
NTF actually realized approximates the desired NTF well.

A tempting, albeit numerically unstable, method of determining the k’s and the
compensating FIR filter taps is to use “open-loop” fitting according to

⎡
⎢⎢⎢⎢⎢⎣

l1[1] l2[1] 1 0 0
l1[2] l2[2] 0 1 0
l1[3] l2[3] 0 0 1
l1[4] l2[4] 0 0 0

...
...

...
...

...
...

⎤
⎥⎥⎥⎥⎥⎦

[
K

Fc

]
=

⎡
⎢⎢⎢⎢⎢⎣

l[1]
l[2]
l[3]
l[4]
...

⎤
⎥⎥⎥⎥⎥⎦

(5.2)

where l1[n] and l2[n] denote the sampled responses at the outputs of I1 and I2
when the loop filter is driven by the FIR-DAC pulse as shown in Fig. 5.5. KT =[
k1 k2

]T
, FT

c = [
fc1 fc2 fc3

]
, and l[n] is the response of the ideal loop filter. l1 and

l2 are easily obtained from simulations (of either schematic or layout). The set of
equations above attempt to find that linear combination of l1, l2 and compensation
filter taps that approximate the response of the ideal loop filter with the least square
error. As shown in [23], the solutions to K,Fc obtained above vary significantly
with the number of equations used in the fitting procedure.
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A robust way of determining the coefficients and taps of the compensation
FIR DAC is to use “closed-loop fitting” [23] where we first form the sequences
h1[n] = (l1 ∗ h)[n], h2[n] = (l2 ∗ h)[n], where h[n] denotes the impulse response
corresponding to the desired NTF, and * represents convolution. The equations to
be solved in the closed-loop fitting technique are given by

⎡
⎢⎢⎢⎢⎢⎣

h1[1] h2[1] h[0] 0 0
h1[2] h2[2] h[1] h[0] 0
h1[3] h2[3] h[2] h[1] h[0]
h1[4] h2[4] h[3] h[2] h[1]

...
...

...
...

...
...

⎤
⎥⎥⎥⎥⎥⎦

[
K

Fc

]
=

⎡
⎢⎢⎢⎢⎢⎣

−h[1]
−h[2]
−h[3]
−h[4]

...

⎤
⎥⎥⎥⎥⎥⎦

where KT = [
k1 k2 k3

]T
and FT

c = [
fc1 fc2 fc3

]
.

Closed-loop fitting has been used in several successful designs across industry
and academia [16, 17, 24–30].

5.4 FIR Feedback and Chopping

Flicker noise degrades the in-band SNR of a CT��M. In ADCs intended for low-
frequency applications, using small device sizes can lead to a 1/f noise corner that
is larger than the signal bandwidth. The commonly used brute-force approach is
to simply increase device dimensions until the 1/f noise corner is reduced to a
sufficiently low frequency. This, however, is problematic on two counts. First, the
area occupied by the input stage can become very large. Second, the flicker-noise
corner of a device can vary significantly with process changes. It is not uncommon,
especially in technologies with small geometries, for the 1/f noise spectral density
to increase by a factor of 10 in the worst-case process corner. This implies that the
area of the input stage should be made ten times larger to accommodate the worst
case!

It is tempting to think of flicker noise as being merely a problem afflicting low-
bandwidth converters. Unfortunately, high-speed CT��Ms are also affected by 1/f

noise, albeit in a more subtle manner, as described below. In wideband ADCs, one
is often forced to use the smallest feasible transistor geometry to achieve the desired
speed of operation. The flicker noise due to this choice can occupy a non-negligible
portion of the (large) signal bandwidth. Attempting to reduce the contribution of
the flicker noise by device sizing significantly increases the parasitic capacitance at
the input of the input OTA. This degrades the high-frequency loop-gain around the
OTA, increasing the delay through the integrator and reducing its linearity. From
the discussion above, it is seen that flicker noise is a problem with all flavors of
CT��Ms, regardless of bandwidth. The problem is further exacerbated due to 1/f -
noise modeling issues in nanometer CMOS processes, which make it difficult to rely
on simulations.
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Chopping is a traditional way of eliminating flicker noise, and works by
modulating it out of the signal band [31]. It can also be applied to the OTA in
the input integrator of a CT��M. The hope is that chopping allows the use of
small input devices, without being concerned about flicker noise (since it will be
eliminated anyway). Thus, handling inaccuracies in modeling and accommodating
the worst-case 1/f -noise corner are no longer problematic. Chopping in a CT��M
comes with its own challenges, as described below.

Figure 5.6a shows the input section of a CT��M with an integrator employing
a chopped OTA. For simplicity, we assume a single-stage OTA, and a resistive
feedback DAC. If the input and feedback DAC resistors are each equal to 2R,
the integrator can be modeled as shown in Fig. 5.6b. cp1 and cp2 denote the
parasitic capacitors at the input and output of the OTA, respectively. The chopping
frequency is f c. The single-ended equivalent of the chopped-integrator is given in
Fig. 5.6c. The effect of chopping the OTA can be modeled as follows [32]. The
parasitic capacitances cp1 and cp2 are replaced by their chopped versions. The
OTA’s 1/f noise is modulated to around odd multiples of fc, and will eventually

Fig. 5.6 (a) Input stage of a
CT��M with a chopped
integrator. (b) Simplified
schematic, using a
single-stage OTA-RC
integrator. (c) Single-ended
equivalent
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be eliminated by the decimator. (u − v)/2 consists of shaped quantization noise,
whose out-of-band noise spectral density is several orders of magnitude larger
than that of the noise in the signal band. This is problematic due to the following.
Due to the chopped capacitors, the integrator is a linear periodically time-varying
(LPTV) system. It turns out that time-varying operation causes out-of-band noise
from around multiples of twice the chopping frequency to fold into the signal band,
dramatically degrading in-band SNDR. In the case of the single-stage OTA, most
of the noise-folding is due to the inversion of the voltage across cp1 at every edge
of the chopping clock. This is equivalent to injecting into the integrating capacitor
C, a charge proportional to the virtual ground voltage at every chopping edge. It
thus follows that chopping related artifacts are inversely proportional to 1/(gmR).
Another problematic aspect of chopping is the switched-capacitor resistor created
by periodically switching cp2. This reduces the OTA’s dc gain, thereby increasing
the input referred 1/f noise due to the rest of the loop filter. Chopping artifacts
can be reduced using an OTA with a higher transconductance, or increasing the
number of quantizer levels, or both. None of these strategies is power efficient. An
alternative solution to the problem is to chop the OTA at the modulator’s sampling
rate [33]. This way, noise folds from integer multiples of fs , where the feedback
DAC waveform has spectral nulls anyway. Unfortunately, chopping at such high
speeds degrades the OTA’s dc gain and linearity, and increases charge injection
errors due to mismatches in the chopping switches.

The use of FIR feedback enables the use of a low chopping frequency, while
greatly reducing the aliasing of shaped quantization noise. The basic idea behind
this is illustrated using Fig. 5.7 [14, 19]. F(z) is assumed to have N equal taps. The
F(z)-DAC combination is implemented using semi-digital techniques [9]. The DAC
output waveform v1(t) has nulls at fs/N . If the chopping frequency is chosen to be
fs/(2N), the shaped noise that can alias into the signal band is greatly attenuated,
as shown using a 12-tap example in Fig. 5.7b. The parts of the spectra in red show
the spectral content that would fold back to low frequencies with and without FIR
feedback. Calculations show that with OSR = 128, the shaped noise is attenuated
by at least 35 dB before it aliases into the signal band. To achieve the same level
of chopping artifacts by increasing the OTA’s transconductance, gm should increase
by a factor of 60. Alternatively, the number of quantizer levels should increase by a
factor of 60. It is thus seen that FIR feedback, originally invented to the sensitivity
of a CT��M to clock jitter, allows one to achieve “chopping for free.” This is
confirmed by the experimental results in [16] and [14]. The only difference between
the two designs is the use of chopping in the first stage of the two-stage OTA used in
the input OTA. The two designs achieve similar performance with the same power
dissipation, except that [14] achieves a much lower 1/f noise corner even while
using input devices that are 16× smaller than those used in [16].

A general technique to analyze and simulate the effect of chopping in a CTDSM
is given in [34]. The technique is capable of addressing chopping artifacts with
arbitrary OTA topologies. It was used to estimate the level of chopping artifacts in
the high-performance design presented in [35].
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Fig. 5.7 (a) CT��M with FIR feedback. (b) PSD of the feedback waveform with and without
FIR feedback. If the chopping frequency is chosen to be half the frequency of the lowest spectral
null, chopping artifacts that alias into the signal band are small

5.5 Conclusions

This paper traced the motivation behind the use of FIR feedback in CT��Ms. The
intuition behind compensation of the �� loop with FIR feedback was given, and
design centering of a practical modulator was discussed. We described a recently
discovered feature of FIR feedback, namely “chopping for free.”
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6.1 Introduction

The wireless revolution continues unabated with the impending roll-out of 5G
networks. These networks aim to sate the seemingly limitless demand for wireless
bandwidth, promising higher throughput, lower latency, and higher density to name
but a few of the planned improvements. Clearly these promised improvements pose
severe challenges for the notoriously tricky analog front-end (AFE) of the radio
receiver.

Conventional radio receivers consisting of a direct-conversion or low-IF mixer
stage, filtering, and relatively narrow-band ADCs [1] suffer from bandwidth limita-
tions when instantaneous signal bandwidths exceed a few 100s of MHz. An inher-
ently wideband approach, e.g., direct-RF sampling and digital down-conversion,
avoids these bandwidth limitations and offers maximum flexibility. Because this
approach quantizes unwanted spectrum and needs to digitally process this quantized
spectrum there is an inherent penalty in power consumption. Nevertheless, with
technology scaling and advances in ADC design, the direct-RF solution is now
possible in an acceptable power envelope.

In this chapter we will discuss the implementation of such a direct-RF conversion
system, part of the Xilinx RFSoC [2–4]. The rest of this chapter is organized as
follows: Section 6.2 will describe the general ADC requirements and how they
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are driven by the wireless application. Section 6.3 describes an ADC designed to
meet these requirements, with measurements shown in Sect. 6.4. We will end with
conclusions in Sect. 6.5.

6.2 ADC Requirements

For market success, direct-RF sampling ADCs should offer a compelling alternative
to conventional receivers. To understand the ADC requirements for linearity and
noise we can thus start by simply translating these receivers’ specifications into
equivalent ADC requirements. This will be done in the first part of this section for a
few of the most important receiver specifications: noise figure, IIP2/3, and blocker
noise figure. Next, we must consider any specific ADC circuit imperfections that
could noticeably differentiate our RF-sampling ADC from the equivalent receiver,
which is done in the second part of this section. The third part will discuss how the
application drives the requirements on sampling rate and bandwidth.

6.2.1 Receiver Specifications Applied to an ADC

The most obvious receiver specification is its noise figure. An equivalent ADC noise
figure can be found by:

(1) measuring the ADC output noise spectral density (NSD) in dBFS/Hz,
(2) using the ADC full-scale input power to obtain input-referred NSD in dBm/Hz,
(3) subtracting the −174 dBm/Hz of an ideal 50 
 resistor.

For example, an ADC with a 1 V peak-to-peak differential input range, 100 
 dif-
ferential input impedance, and NSD of −154 dBFS/Hz would have a −153 dBm/Hz
input-referred NSD, and thus 21 dB noise figure. In general:

NFADC (dB) = NSD(
dBFS

Hz

) + 10log10

(
V 2

FS,ppd(V)

8 × Rin(
) × 1mW

)
+ 174

An important caveat here is that the initial NSD should be measured with zero
input, as NF is typically considered to be signal-independent and simply sets the
smallest detectable signal. In a well-designed ADC the NSD should be limited by
additive thermal noise.

In theory, the equivalent ADC IIP2 and IIP3 can be obtained by measuring IM2/3
with two tones at several input powers and doing the conventional extrapolation.
In practice though, to get a true equivalent IIP2/3 great care must be taken that
measured IM2 and IM3 are limited by “soft” non-linear effects that see expected 2
or 3 dB per dB scaling with input signal. In the presence of random INL effects, this
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Fig. 6.1 Worst case spur, HD2 and HD3 vs. input amplitude

is not a given, as these tend to set a “distortion floor” when input amplitude decreases
as illustrated in Fig. 6.1 for a simple modeled ADC. As a result, it might be more
reliable to instead measure IM2/3 with an input close to full-scale and specifying
this, rather than the extrapolated IIP2/3. In most practical ADCs, these soft non-
linear effects are pure analog effects such as input driver distortion or capacitance
non-linearity.

Blocker noise figure is indicative of a receiver’s noise floor degradation when
large unwanted signals are applied. The equivalent ADC metric can be obtained by
measuring the ADC noise figure with the above procedure when a full-scale signal
is applied. Interestingly, just as in a conventional receiver, blocker noise figure is
often limited by LO quality. In most RF-sampling ADCs clock jitter is the main
contribution to noise floor degradation when a (high frequency) signal is applied.

6.2.2 ADC Specific Imperfections

The above examples serve to illustrate the fact that conventional ADC testing,
heavily focused on near full-scale single-tone signals, is insufficient when consid-
ering the ADC as a receiver. Moreover, commonly used “catch-all” metrics such
as SNDR/ENOB are too crude, as they offer no information about where in the
output spectrum errors will appear. This does not, however, imply that one can
simply design an ADC for the abovementioned receiver specifications and assume
the system will operate correctly. Indeed, many common ADC imperfections are
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unique to ADCs and have no equivalent receiver specification. Most significant
among these are INL/DNL effects and interleaving impairments: these need to be
dealt with separately.

As briefly mentioned above, INL/DNL effects tend to generate a “distortion
floor.” At high input amplitudes, soft non-linear and low-order effects tend to
dominate, but when the signal is backed off, the random INL gains significance.
Because the shape of the INL tends to be random, the order and magnitude of
the generated distortion is very hard to predict. As a result, much more severe
“small-signal” linearity requirements tend to be imposed. For example, while an
RF-sampling ADC might be perfectly fine with a −60 dBFS second and third-order
distortion near full-scale input, it might need <−90 dBFS SFDR at 20 dB back-off.

Interleaving is almost universally applied in RF-sampling ADCs, despite the
well-known issues of channel offset, gain, and phase/time mismatch. These channel
mismatch effects generate spurs and generally require calibration. While all of these
spurs are undesirable and should be corrected to an acceptable level, offset mismatch
is of specific note for wireless applications. Indeed, while gain and phase/timing
mismatch generate spurs proportional to the input signal, offset mismatch is input
independent. This means that when the ADC is operating with a backed-off input
signal, offset spurs can easily become the most significant interleaving spur and
therefore tends to have a more stringent requirement. For example, for a near full-
scale input −80 dBFS might be an acceptable level for gain and phase/timing
mismatch spurs, but offset spur requirements would be closer to −90 dBFS.

From the above description it should be clear that wireless applications impose
very stringent requirements on spectral purity, especially at back-off. This focus on
spectral purity means that absolute gain or offset requirements are comparatively
relaxed, as they are linear effects and can easily be dealt with at the system level.

6.2.3 Sample Rate and Bandwidth

In theory, if we assume that the ADC can sub-sample the input signal, the sample
rate required only depends only on the channel bandwidth. This seems to suggest
that ADCs in conventional receivers and RF-sampling ADCs could operate with
similar sample rates. This is not the case: RF-sampling ADCs need significantly
higher sampling rates for reasons explained below. We will also touch on the input
bandwidth requirements.

To illustrate how the application drives the sample rate requirement, let us
consider the example of a 200 MHz channel around 3.5 GHz. Nyquist–Shannon
correctly states that in theory, perfect reconstruction of this channel is possible with
a 400 MS/s ADC, but there are several practical issues.

The first issue we run in to is that the 400 MS/s ADC would require a perfect
anti-alias filter, in this case centered at 3.5 GHz. Without this filter the output of
the ADC would get corrupted by adjacent spectral content, which is not acceptable.
Such a filter is not practically realizable, so a certain amount of oversampling is
required.
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Fig. 6.2 ADC output frequency plan for 2.5 GS/s sampling of 200 MHz band around 3.5 GHz

If we optimistically suggest 2× oversampling, our new ADC would operate
at 800 MS/s as if it were quantizing a signal in the first Nyquist zone. In RF-
sampling ADCs, however, the sampling clock also acts as a down-converting LO.
This requires an increase of the sampling rate to 950 MHz, as with 800 MS/s clock
the frequencies between 3.6 and 3.7 GHz fold on top of those between 3.6 GHz
and 3.5 GHz, clearly still requiring ideal filtering to avoid corrupting the band of
interest. At 950 MS/s there is some design space for the anti-alias filtering, now
requiring a 200 MHz passband and 400 MHz stopband, still around 3.5 GHz. This
filter would still be fairly tricky but might at least be possible.

The next issue we run into is harmonic folding. Indeed, our signal or neighboring
channels could generate harmonic distortion components. With a 200 MHz channel,
the second-order distortion products would be 400 MHz wide, and third-order
distortion is 600 MHz wide. With only 400 MHz output bandwidth on the ADC,
these harmonic components would clearly occupy the complete output spectrum,
thus corrupting the desired channel.

This issue can be avoided by careful frequency-planning. Increasing sampling
rate changes the Nyquist bandwidth and the folding locations of the harmonic
components. For example, if our ADC sample rate is 2.5 GS/s we obtain the output
spectrum shown in Fig. 6.2. Second and third-order distortion products are safely
away from the desired band and can thus be filtered out digitally.

A final potential issue is the requirement for the same ADC design to be used in
the transmitter feedback path. This feedback path is used to measure PA distortion
and then apply digital pre-distortion (DPD) to avoid violating spectral masks. The
issue here is that to correctly operate, this DPD algorithm needs to be able to read
not just the desired spectrum, but also the spectral regrowth components. From the
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point of view of the ADC, this implies a 3× or 5× expansion on the bandwidth we
need to quantize. In our example, instead of digitizing 200 MHz of spectrum, we
now have to digitize 600 MHz or even 1 GHz bandwidth, all the while still ensuring
no folded harmonics occupying the same desired spectrum. This is illustrated in
Fig. 6.3 for an ADC running at 4.25 GS/s.

A final critical requirement for RF-sampling ADCs is their input bandwidth.
Clearly, if the input signal is centered at 3.5 GHz, an input bandwidth of at least
4 GHz is required to maintain gain flatness and avoid phase distortion that would
need to be corrected with digital equalization. Moreover, the ADC will be integrated
with the rest of the receiver on board rather than on-die. Since this is a distributed
50-ohm environment, the ADC needs reasonably good input matching, e.g., S11
<−15 dB, to ensure the overall receiver response does not show ripple due to
standing waves. While for both the input bandwidth and the input matching a
bandpass response is in theory possible, the range of different RF frequencies in
use today complicate this approach, and a low-pass approach is generally adopted.

6.3 Example ADC Implementation

In the previous section we discussed how the application drives the ADC require-
ments. We will now describe an ADC implementation targeted at this application
and describe how the various key specifications are addressed. The simplified
overall ADC architecture is shown in Fig. 6.4. It uses two input buffers sharing
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a single on-die termination to drive two sets of four ADC channels, for a total of
8× interleaving. Each ADC channel can operate up to 625 MS/s for an aggregate
rate up to 5 GS/s. To achieve excellent spectral purity at back-off, two techniques
are implemented. First, each ADC channel implements front-end chopping at the
sampling stage. This randomizes the flicker noise of the ADC channels which would
otherwise show up at offset spur locations with unacceptable magnitudes. Second,
the overall INL/DNL of the ADC is scrambled using dither injection.

6.3.1 Input Buffer and Sampling Network

The input buffer is based on an NMOS source follower as shown in Fig. 6.5. Current
feedback is used to improve distortion: any signal-dependent increase in current
drawn from N1 is sensed by P2 and fed back through cascaded mirror N2/3. A
feedback ratio of 1–4 is used as a compromise between speed and linearity.

The sampling network and its clocking is shown in Fig. 6.6. The ADC imple-
ments top-plate sampling, which in this 16nm technology is possible with suffi-
ciently low distortion using a standard bootstrap circuit [5]. The fairly poor flicker
noise of this technology is suppressed by chopping the complete ADC channel.
At the front-end this is done using two sets of differential sampling switches
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connected directly and with outputs swapped [6, 7]. Conveniently, this arrangement
also cancels differential capacitive feedthrough. Unchopping is done digitally using
a simple sign inversion as shown in Fig. 6.4.

These different physical sampling switches require different clocks which results
in inevitable skew. Left uncorrected, this skew would translate into random jit-
ter when these switches are pseudo-randomly selected. A chopping-aware time-
skew calibration loop addresses this chopping switch time skew, as discussed in
Sect. 6.3.3. To save space, both chopping switches share the same time-skew DAC,
which does then need sufficiently fast settling to cope with fast-changing phase
requirements.

6.3.2 ADC Channel Implementation

The ADC channel is shown in Fig. 6.7 and consists of three asynchronous 5b SAR
stages with two open-loop dynamic residue amplifiers [8]. The SAR stages use a
split-capacitor DAC [9] for constant common-mode and are comparator-controlled.
To reduce design and verification time, a single comparator and residue amplifier
design is reused through the pipeline, albeit at a minor power penalty. Capacitor
mismatch, comparator offsets, residue amplifier offsets, and residue amplifier gain
are all calibrated on-chip as explained below.

Contrary to more conventional 1.5b or 3.5b pipeline stages, the 5b SAR stage
implemented here exhibits a residue transfer discontinuity at zero differential input
as illustrated in Fig. 6.8. The input signal shown in blue does not see any distortion
from the 1.5b stage and would thus likely only be subject to soft distortion errors.
For the 2b stage, the discontinuity is seen at any input level and gives rise to
unacceptable INL/DNL errors even after calibration. These errors are randomized
by injecting a 3.7b PRBS dither signal just after sampling. This dither is removed
digitally after conversion and thus propagates through the full ADC channel,
improving linearity at back-off to around the required −90 dBFS level.



6 High-Speed ADCs for Wireless Base Stations 99

...3.7b
dither

Residue
amplifier 1

Residue
amplifier 2

from 
sampling
switches

5b asynch SAR

5b asynch
SAR

5b asynch
SAR

G ≈ 10G ≈ 6

Fig. 6.7 Simplified ADC channel

Fig. 6.8 Residue transfer
curves for conventional 1.5b
and 2b stages

Input voltage

Residue voltage

1.5b stage
2b stage

Input at back-off

time

The DAC references are taken directly from the analog supply and ground. While
this does impose a stringent requirement on external power and ground integrity,
it simplifies the overall design by removing the need for on-die reference drivers,
which will always be higher impedance than the off-chip power-delivery network.
This lower impedance thus improves the speed and accuracy of the SAR DACs. A
potential concern could be other signal-dependent current drawn from the power-
delivery network corrupting the reference voltage, but this turns out not to be the
case in our implementation. Absolute reference accuracy is also a potential concern,
but in a wireless application the limited uncertainty on this external voltage is
acceptable.

6.3.3 Digital Calibration

As previously indicated this design leverages a significant amount of digital
calibration. There are several loops which fall into two categories: single-channel
calibration and inter-channel calibration.

The goal of the single-channel calibration loops is to linearize the ADC channels.
This requires adjustments to DAC capacitor values, residue amplifier offset and
gain, and comparator offsets. All of these are initially calibrated in foreground for
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fast start-up, and comparator offsets and residue amplifier gains have a supporting
background calibration loop because they are sensitive to voltage and temperature.

Foreground calibration samples an internally generated common-mode voltage,
which is used directly for comparator and residue amplifier offset calibration. For
the other defects, the SAR DACs are used to generate either an error signal during
capacitor calibration or a reference voltage during residue amplifier gain calibration.
All these loops operate by essentially comparing the digital output of the ADC
back-end with the desired result and adjusting analog trim controls to reduce this
difference. Background calibration is done as in [10] for the comparators in the
first two stages and the two residue amplifier gains. Third stage comparators are
not calibrated in background, as due to the preceding residue amplifier gain their
input-referred offset drift does not lead to significant DNL degradation.

Inter-channel calibration aims to adjust offset, gain, and time skews between the
different channels. A standard gain calibration is implemented: the output power of
each ADC channel is measured and adjusted digitally until they match. The offset
and time-skew loops need to be modified to support the chopping architecture.

The standard offset calibration loop measures the average of each channel output
and adjusts this average until they match. In the chopping ADC presented here
this measurement and correction could be done either before or after the digital
unchopping as illustrated in Fig. 6.9. If the offset calibration is placed after the
unchopping, it will attempt to correct any signal at offset spur frequencies, but the
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Fig. 6.9 Offset sources in ADC and impact of where offset calibration is done
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core ADC offset, which is modulated by the chopping signal, will be left uncorrected
and turned into noise. If the offset calibration loop acts before the unchopping, it
will correct the core ADC offset but offsets due to the chopping switches and input
buffers can result in residual spurs appearing at the offset frequencies. To meet the
desired linearity and noise targets, we thus use two loops, one acting inside the
chopping and one outside.

The chopping architecture, which uses two different sets of switches for each
channel, also requires a chopping-aware time-skew calibration block (TSCB) which
now needs to adjust two sampling times for each channel. In addition to the
increased number of corrections, the chopping switches are randomly selected and
thus do not sample at regular intervals contrary to the standard implementation
where each switch samples in turn. This non-uniform sampling creates potential
interaction between the input signal and the chopping sequence, which is mitigated
using the three improvements described below.

First, the chopping sequence and TSCB observation window are synchronized,
ensuring that each update of the TSCB happens based on the same PRBS sequence.
For a 2N sample observation window, the chopping signal uses an N-bit LFSR
with an added zero to balance the number of zeros and ones. Next, to ensure
correct averaging between the two chopping switches when inputs coherent with
the LFSR are used, the LFSR input is periodically inverted. This ensures that the
ADC inputs that were sampled with an inverting switch on a first repetition of the
LFSR are also sampled by the non-inverting switch on a next repetition and avoids
any signal-dependent time skew being generated by the modified TSCB. Finally,
because most real signals will not be coherent with the LFSR, the non-uniform
sampling could require a larger averaging time for the same time-skew observation
accuracy. This penalty is reduced by using independent loops for the time-skew
average and difference of each pair of chopping switches. Because each pair of
chopping switches samples uniformly, their average time skew can be adjusted fairly
quickly, while their difference typically requires more averaging due to interaction
between the chopping sequence and signal. A block diagram of the implemented
arrangement is shown in Fig. 6.10.
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6.4 Measurements

The ADC is implemented in a 16 nm FinFET process and occupies a total area of
1.1 mm2

, including digital calibration and supply decoupling as shown in Fig. 6.11.
Sampling at 5 GS/s, the ADC achieves a zero-input NSD of −154 dBFS/Hz with an
input range of approximately 1 Vppd, for an equivalent NF of 21 dB. Figure 6.12
shows the single-tone spectrum with a −1 dBFS 2.4 GHz input sampled at 5 GS/s.
SFDR and SNDR are 60.9 and 55.3 dB, respectively. Notably, HD2 of −70.4 dBFS
and HD3 at −61.9 dBFS dominate distortion, with the largest remaining spur
below −82 dBFS. HD2 and HD3 performance suggest equivalent IIP2 and IIP3
of approximately 63 and 26 dBm, respectively. The NSD with this high-frequency
input is −152 dBFS/Hz, or a blocker NF of 23 dB with a 0 dBm continuous wave
blocker at 2.4 GHz.

The ADC can operate up to 5.4 GS/s as shown in Fig. 6.13. The effectiveness
of dither injection and chopping is illustrated in Fig. 6.14, which shows an input
amplitude sweep: spur levels generally better than −90 dBFS are achieved at 20 dB
back-off.

The performance of the ADC in a band 42 in-band blocking test for 5 MHz
channels is shown in Fig. 6.15. The ADC input signal contains a near full-scale
blocker channel and 52.4 dB smaller desired channel separated by 5 MHz, both
near 3.5 GHz. These are sampled at 4423.68 MS/s and then down-converted and
decimated using on-chip digital logic. The system achieves measured EVM and
SNR of 11.6% and 18.7 dB for the first 5 MHz channel next to the blocker, which
is dominated by ADC thermal noise. The ADC power consumption is 641 mW at
5 GS/s, which consists of 299 mW for input buffers, bandgap, and clock receiver,
191 mW for the ADC core and clocking, and 151 mW for digital calibration.

Fig. 6.11 Die micrograph
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6.5 Conclusions

RF-sampling ADCs are becoming a viable alternative for conventional down-
conversion receivers. We have described how specifications for these ADCs are
driven by the application, requiring mostly excellent noise floor and spectral purity
at back-off. An example implementation uses dither and chopping to achieve
excellent spectral purity at back-off, requiring only a few additional SAR DAC
capacitors, an extra pair of sampling switches, and some modifications to standard
digital calibration algorithms. The ADC achieves 11.6% EVM in a 5 MHz blocker
test at 3.5 GHz.
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Part II
High-Performance Power Management

The second part of this book is dedicated to developments in the field of high-
performance power management. Chapters 7 and 8 discuss the advanced integrated
power management systems for Internet-of-Things (IoT) applications and System-
on-Chips (SoC). In Chap. 9, current sensing approaches are described, which are
required in many power management tasks. Chapters 10 to 12 focus on the advances
in technology development using non-conventional devices as well as high-voltage
circuit designs.

Chapter 7, by Nicolas Butzen and Michiel Steyaert, discusses advanced multi-
phasing concepts to push the limits of fully integrated switched-capacitor converters
in terms of efficiency, chip density, and a scalable conversion ratio.

In Chap. 8, by Jürgen Wittmann, Francesco Cannillo, Dan Ciomaga, Mihail
Jefremow, and Fabio Rigoni, the challenges of integrated power management
ICs for IoT devices and wearables are discussed. Several circuit and architecture
innovations are shown to minimize standby current and to maximize efficiency.

Chapter 9, by Mahdi Kashmiri, discusses current sensing techniques, as required,
for instance, for monitoring battery and load conditions. Besides discussing the
basic current sensing concepts, readout circuit solutions are also presented.

Chapter 10, by Carl-Mikael Zetterling, Saleh Kargarrazi, and Muhammad Shakir,
introduces the use of wide-bandgap semiconductors (like GaN and SiC) as a
solution for operating at higher voltages, higher temperatures, and high-radiation
environments. Besides introducing the semiconductors, several example ICs are
discussed as well.

In Chap. 11, Jef Thoné and Mike Wens describe the trade-offs and limits for
the gate-driver design for wide-bandgap power transistors. Various devices are
benchmarked, the main challenges and solutions for each technology are discussed,
and various examples of gate drivers are presented.

Chapter 12, by Sergio Morini, Davide Respigo, and Martina Arosio, presents the
challenges in driving superjunction power switches for motor drive applications.
A circuit architecture is presented that can self-adjust the dV/dt slope to find
an optimum balance between switching losses and electromagnetic interference
compatibility.
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Chapter 7
Advanced Multiphasing: Pushing the
Limits of Fully Integrated
Switched-Capacitor Converters

Nicolas Butzen and Michiel Steyaert

7.1 Introduction

Over the past decades, fully integrated power management has received a lot of
attention in the literature [1]. For low-power internet-of-things (IoT), sensor nodes
potentially combined with energy scavenging, the reduced PCB footprint, system
height, and reduction of the number of external passives that monolithic power
converters provide can have a tremendous effect on the total system size and cost.
On the other end, the transportation of energy onto higher power systems-on-a-
chip (SoCs) has become an effective bottleneck to these systems’ performance.
A bottleneck that could be solved using DC–DC converters that are integrated
together with the load onto the same die, as illustrated in Fig. 7.1. Using an
external point-of-load (POL) converter, the SoC has a certain intake current which
induces substantial voltage droops in the power delivery network (PDN). In order
to guarantee correct operation, the load consequently has to be designed with a
certain voltage margin in mind [2]. However, this voltage margin does lead to a
higher power consumption, even when it is not needed. Moreover, thanks to the
continued scaling of technology’s supply voltages [3], the intake current together
with the voltage margins has increased making the PDN effects effectively large
loss contributors [4]. In contrast, by shifting the POL converter on-chip, as shown
in Fig. 7.1b, the intake current is reduced by the converter’s voltage conversion ratio
(VCR), causing the voltage margins and PDN losses to be reduced by the same
factor as well.

In addition, fully integrated converters are a key enabler for extensive granular-
ization of voltage domains in today’s SoCs and processors [5, 6]. The central idea
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Fig. 7.1 An example power
delivery network (PDN) to an
integrated load using (a) an
external and (b) an on-chip
DC/DC converter

is simple: if every core or functional block of a SoC would be supplied a voltage
that is just high enough to fulfill its task in a given time, independent of the rest of
the SoC, then a substantial amount of energy can be saved [7]. Depending on the
workload, a processor’s efficiency could be increased by as much as 21% if per-core
dynamic voltage and frequency scaling (DVFS) is used [8]. Because this does mean
that every granular block requires its own voltage domain and thus voltage regulator,
realizing a high level of granularization is impractical with external converters.

By far the most popular type of POL converter is the buck converter. However,
the lack of quality of integrated inductors has posed a serious problem for their
full integration. To make things worse, this quality issue appears to be tied to
the inductor’s small size and is thus fundamental in nature [9]. As a result, most
inductive converter designs in the literature have opted for a system-in-package
(SiP) rather than a SoC approach where the inductor is not integrated on the die
itself, but made out of bondwires [10], extra back end of the line (BEOL) metal
and/or magnetic layers [11], PCB tracks [12], or a surface-mount device (SMD),
possibly mounted directly on the silicon [13].

Switched-capacitor (SC) converters, in contrast, only need switches and capaci-
tors, both of which are readily available in modern CMOS processes. Consequently,
these converters have gained popularity as a promising candidate for full integration.
Nevertheless, the monolithic context does pose its own challenges that inherently
constrain the design space of fully integrated SC converters. This is portrayed
in Fig. 7.2. At low-power densities, the converter’s efficiency is limited by the
relative size of the flying capacitor’s parasitic substrate coupling, CBP/Cpar and
the flying capacitance, Cf ly , itself due to a combination of charge-sharing losses in
the flying capacitors and parasitic coupling, or bottom-plate (BP), losses [14, 15].
For increasingly large output powers, a clear efficiency-power-density trade-off
becomes apparent due to power transistor losses gaining in importance. Here, it is
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Fig. 7.2 Effect of advanced multiphasing on the monolithic SC converter design space

the ratio of the transistor QonRon and Cf ly density that is the dominant factor [14].
Unfortunately, due to the planar nature of modern technology nodes, the parasitic
coupling is relatively large while the flying capacitance density per unit area is small
compared to external components. Thus, both at low- and high-power densities the
design space is much more constrained compared with SC converters using external
components.

Moreover, SC converters also have a topological issue: Due to the fact that
charging capacitors with a voltage source or other capacitors inherently leads to
charge-sharing losses, SC topologies have traditionally been designed to minimize
the voltage swing across their capacitors’ terminals [16]. With the capacitor voltages
consequently being approximately constant over a full converter period, a SC
converter topology has a fixed ideal voltage conversion ratio (iVCR) at which
it could theoretically achieve 100% efficiency. At smaller VCRs, say when the
output voltage is reduced, the efficiency drops rapidly. While multiple topologies
can be combined together in a gearbox converter [17–23], this does require a lot
of additional transistors to maintain a high efficiency over a wide voltage range,
increases the system complexity, and ultimately reduces the efficiency and power-
density for the full VCR range [24].

Multiphasing or interleaving is a popular technique in the literature where a
converter is split into several converter cores that run in parallel but out of phase of
each other to reduce the output voltage ripple [25, 26]. Especially in the monolithic
context, where both capacitors and transistors can rather easily be split into smaller
parts and where the achievable frequencies are much larger than required for a power
converter, multiphasing can be implemented with very low overhead. With advanced
multiphasing (AM), these out-of-phase cores are used as a resource: by having them
interact with each other, the typical two-phase converter can be transformed to have
many more distinct converter phases. These additional phases can then be used to
boost the converter’s performance or even to unlock fundamentally new types of SC
converters.
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This chapter is organized as follows. Section 7.2 introduces a first technique
that focuses on the reduction of parasitic coupling losses in a SC converter.
After, Sect. 7.3 focuses on improving the effective capacitance density on-chip, and
Sect. 7.4 demonstrates a SC topology with a continuously scalable conversion ratio.
Finally, Sect. 7.5 highlights the main conclusions of this chapter in a brief summary.

7.2 Scalable Parasitic Charge Redistribution

Figure 7.3a shows the main working principle of a two-phase SC converter that
uses multiphasing from the point of view of its capacitor’s bottom-plate node, VBP.

Fig. 7.3 Bottom-plate voltage, VBP, versus phase diagram of (a) a regular multiphasing converter
with 8 cores, and (b) a converter using SPCR with 3 charge redistribution steps. Each labeled circle
represents a different converter core. Arrows represent actions during phase transition
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It can be appreciated that each core can either be in a high or low voltage state,
corresponding to VH and VL, respectively. At each switching event, the two cores
that have been in the high/low state the longest transition to the next state by fully
charging/discharging their VBP to VH /VL. In the charging case, VH needs to supply
an amount of charge equal to the voltage difference between both states and the size
of the parasitic coupling on the BP node.

Scalable parasitic charge redistribution (SPCR) introduces a dedicated BP
charging and a dedicated BP discharging state [15, 27]. Instead of transitioning
from a high state directly to a low state, cores will first enter the dedicated BP
discharging state. Similarly, a core will go through the BP charging state when
going from the low to the high state. Figure 7.3b illustrates an example SC converter
using SPCR. Cores that are neither in the regular high nor in the regular low state
are instead in the BP charging or discharging state. Here, all the regular power
transistors are non-conducting and the core itself can only be at a set number
of intermediate levels, chosen during design time. At every clock edge, each BP
charging core is paired up with the BP discharging core which is in the closest, yet
higher intermediate level. By shorting the BP nodes of each pair, their VBP’s average
out by transferring charge from the BP discharging to the BP charging core. This is
called a charge redistribution step (CRS) and results in all paired BP charging cores
going up, and all paired BP discharging cores going down one intermediate level.
BP charging/discharging cores which are already at the highest/lowest intermediate
level, and can consequently pair up no more, are instead pulled up/down to the
high/low state. Furthermore, to keep this process going, every two phases, the two
cores that have been in the high/low state for the longest time, are transferred to the
BP discharging/charging state. The end result is that the low to high transition is
now completed approximately adiabatically using a fixed number of CRS equal to
the number of intermediate levels and that VH only needs to supply enough charge
to pull the core up to the high state, which is in general (CRS + 1) times lower than
the charge without SPCR. The BP losses are consequently also reduced by the same
factor.

Ultimately, the losses associated with the parasitic coupling are thus reduced in
a scalable manner. Considering the fact that these losses are one of the determining
factors of the maximum obtainable converter efficiency on-chip [14], the efficiency
of a SC converter can be substantially improved. For larger values of CRS, though,
the extra transistors that enable the charge redistribution steps to take place do add
significant additional losses such as leakage that cause a new efficiency ceiling to
emerge [15]. Regardless, this new ceiling is generally substantially higher compared
with the situation without SPCR, depending on the ratio of the parasitic coupling to
the flying capacitance, and on how leaky the transistors are. To verify the obtainable
efficiencies of the SPCR technique, a fully integrated 2:1 SC converter was designed
in a 40 nm process using 16 cores and 9 CRS, thus reducing the parasitic coupling
losses tenfold. A system overview of the converter is shown in Fig. 7.4. Rather than
connecting the cores’ BP nodes directly with each other, they connect through a
charge redistribution bus (CRB). Furthermore, the bus they use depends on their
resulting intermediate voltage level after their VBP’s average out. The end result is
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Fig. 7.4 System overview of a converter implementing SPCR, showing the controller and
transistor-level implementation of the converter cores

that significantly less area overhead is needed and that the voltage swing on each
CRB is approximately zero, effectively making them DC voltage rails. The CRBs
can also be used to power low-power circuitry within the converter itself [28, 29],
and do not require any additional start-up circuitry to converge to their DC levels:
Using the regular control signals, the CRBs naturally spread evenly over the full BP
node swing.

From a conceptual point of view, the CRBs also greatly facilitate the design
and implementation of this technique. A core simply needs to connect to these
CRBs in a certain order when charging its BP node, and in the opposite order
when discharging. The number of CRBs further determines the number of CRS
and subsequently by how much the parasitic coupling losses are reduced. At the
converter level, there need to be enough out-of-phase cores given the number of
CRBs to make sure every time a core connects to a CRB, there is another core to
exchange charge with.

The bottom line is that, thanks to the presented AM technique, the realized
converter achieves a higher efficiency than any other fully integrated SC regulator,
including those using deep-trench capacitors which have much smaller parasitic
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coupling but require extra masks [30, 31]. To this day, the achieved efficiency of
94.6% is still the highest converter efficiency demonstrated entirely on-chip.

7.3 Stage Outphasing and Multiphase Soft-Charging

Despite the success of SPCR in improving the efficiency of SC converters, its
effect is reduced at higher power densities. This is simply because the parasitic
coupling losses themselves are less important here. In contrast, stage outphasing
(SO) and multiphase soft-charging (MSC) are two techniques that aim to improve
the effective capacitance density by reducing the charge-sharing losses of the flying
capacitors, thereby also having an impact at high-power densities. Although said
techniques can be used for many topologies [32], they are demonstrated here using
the Dickson converter [16].

In a regular N :1 Dickson converter, there are a total of N − 1 stages. If Vout

is close to the technology’s supply voltage, the top-side switches are usually
implemented as two stacked transistors to avoid using less-efficient I/O devices. This
also leads to the creation of intermediate nodes (k), which are topologically speaking
DC nodes and can be used as voltage rails. These intermediate nodes always connect
a discharging flying capacitor of a stage to a charging flying capacitor of the next
stage, also portrayed in Fig. 7.5.

Note that this situation is very similar to the discharging/charging of the parasitic
coupling if SPCR is used with just one CRB. Recall that with SPCR, the number of
CRBs can be scaled freely, and as long as the charging and discharging capacitors
connect with the CRBs in opposite order, they will spread evenly over the full range,
leading to the approximate adiabatic (dis)charging of the parasitic coupling. This is
also the essence of the first technique, multiphase soft-charging, shown in Fig. 7.6:
simply by splitting the intermediate node (k) up into multiple nodes (k,1) to (k,
M) and having the charging and discharging flying capacitors connect to these in
opposite order, they will spread evenly. Of course, this is assuming that the stages

Fig. 7.5 Charge transfer between two adjacent stages of a regular Dickson converter. Ck and Ck+1
are the flying capacitances of stages k and k + 1, respectively, q is the transferred charge
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Fig. 7.6 Application of multiphase soft-charging to a Dickson converter with factor M . (a) a
schematic overview, (b) the charge transfers of two adjacent stages

themselves are split up into a sufficient number of out-of-phase cores. The resulting
step-wise (dis)charging reduces the charge-sharing losses by the number of steps,
M , which is fully equivalent to increasing the effective capacitance density by the
same factor. In other words, the effective capacitance density can be scaled freely
by spreading the charge transfers between the flying capacitors out over multiple
steps in what we call soft-charging. To achieve this, however, extra power transistors
need to be added that connect the capacitors to the many intermediate nodes, which
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Fig. 7.7 Application of stage outphasing to a Dickson converter

will increase the total transistor-related losses. In the end, the balancing between
the increase of these losses with the reduction of the charge-sharing losses will
determine the optimal number of M and the overall efficiency improvement.

Stage outphasing is a second technique where adjacent stages are put out of phase
with each other to, surprisingly, achieve the same effect as MSC with M = 2. Figure
7.7 illustrates this. Here, the discharging flying capacitor that was already connected
to the intermediate node connects to the flying capacitor that has not been charged
yet. In other words, the capacitor in its second discharging phase connects to the
capacitor in its first charging phase. Similarly, when the converter switches again,
the capacitor in the second charging phase will connect to another capacitor in its
first discharging phase. In some way, the intermediate node (k) thus acts as two
nodes through which the charging and discharging capacitors connect in opposite
order. Unlike with MSC, though, no additional transistors have to be added, and the
gain of SO consequently comes with no real cost.

Now, for a full converter there will be charge transfers that are between a
capacitor and a combination of converter terminals. Because the voltage difference
across these terminals is considered to be DC, these charge transfers cannot be soft-
charged. Nevertheless, the Dickson converter only has two such transfers, regardless
of the number of stages, which makes the use of MSC and SO more impactful
as the number of stages and the VCR increases. Using a combination of SO and
MSC, a fully integrated SC 3:1 DC–DC converter was made that has a 60% higher
effective capacitance density [33, 34]. It is in part, thanks to these techniques,
that said converter obtained 82% efficiency at a power-density of 1.1 W/mm2
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in measurements, which corresponds to 3× lower losses compared with similar
power-density designs, or close to 30× higher power-density compared with similar
efficiency designs in the literature.

7.4 Continuously Scalable Conversion Ratio

For the past decades, SC converters have been designed such that the voltage swing
across their flying capacitors’ terminals is minimized as shown in Fig. 7.8a, because
this was considered the only way to minimize the charge-sharing losses and to
obtain a high efficiency converter. Unfortunately, because the amount of charge that
is transferred is proportionate to the capacitor voltage swing, this means that the
output charge per cycle of these converters is minimized as well. If a higher output
charge per cycle is required, the converter can only obey by increasing the voltage
swing and thus lowering the efficiency, which also lowers the VCR. Consequently, a
conventional SC converter’s VCR, efficiency, and output charge per cycle are closely
linked.

With the introduction of advanced multiphasing, however, we showed that
charge-sharing losses can also be reduced by spreading the (dis)charging of flying
capacitors out over multiple steps, over multiple phases. Consequently, rather than
minimizing the voltage swing of the flying capacitors, and thus the output charge
of the converter, the efficiency of the converter can instead be improved using
soft-charging regardless of the capacitors’ voltage swing. This offers the exciting
opportunity to make switched-capacitor converters with large capacitor voltage
swings that are soft-charged for high efficiency, as illustrated in Fig. 7.8b.

To arrive at such a converter, first a set of phases is chosen that maximizes the
voltage swing on the flying capacitor while simultaneously taking into account that
the transition from each phase to the next should lead to charge being transferred
to and from the right converter terminals. In an efficient step-down converter, for
example, charge should be transferred from the input and ground terminals to the
output terminal. Figure 7.9 portrays such a set of phases, which we refer to as
cornerstone phases. For a more detailed explanation on how to derive this set,
the authors refer to [32, 35]. From these cornerstone phases, soft-charging can
be implemented similarly to other AM techniques, by adding intermediate nodes
through which charging and discharging capacitors can connect. Here, two sets of
nodes are added for the top and bottom nodes of the flying capacitor, shown in
Fig. 7.10. Because the charging and discharging capacitors connect to these nodes
in opposite order, these nodes spread out between Vin and Vout , and Vout and Vss ,
respectively.

Because the capacitor voltage does not stay approximately constant over a full
clock cycle, this topology cannot be modeled using an ideal transformer with a finite
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Fig. 7.8 High level concept of (a) a conventional two-phase switched-capacitor converter, and (b)
a large capacitor voltage-swing switched-capacitor converter
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Fig. 7.9 Cornerstone phases
of large capacitor
voltage-swing converter

Fig. 7.10 Voltage versus phase diagram of the presented topology

output impedance like regular SC converters can [36, 37]. Instead, it can be shown
that this particular topology behaves like a gyrator [32]. That is, its output current
is mostly proportionate to the input voltage, and not the output voltage. Thus, with
constant input voltage, the output charge per cycle is mostly independent from the
conversion ratio. At the same time, the input charge per cycle scales linearly with the
output voltage. Figure 7.11 compares the theoretical efficiency of this topology to
a regular SC converter, and demonstrates that, as the number of intermediate nodes
increases, the converter tends towards an ideal gyrator which is lossless regardless
of the VCR, both step-up and step-down.

The topology is realized in a 28 nm technology using 32 intermediate nodes
at both the top and bottom side [38]. The micrograph of this design is shown in
Fig. 7.12, while the measured efficiency is portrayed in Fig. 7.13 for an input voltage
of 2 V. It can be appreciated that the latter demonstrates the gyrator behavior of the
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Fig. 7.11 Efficiency of presented topology for different number of top- and bottom-side soft-
charging phases, M and N , compared with a regular 2:1 and 3:1 SC converter

Fig. 7.12 Micrograph of the monolithic SC converter using a continuously scalable-conversion-
ratio topology

topology and that the converter maintains an efficiency of more than 80% over a
continuous VCR range of 0.85, which is substantially higher than designs using
regular SC gearbox converters in the literature [17, 18, 23]. In addition, this design
achieves a peak efficiency of 93%.
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Fig. 7.13 Measured efficiency versus output voltage of the presented converter at a fixed clock
frequency

7.5 Conclusions

This chapter touched upon the main factors that have sparked the interest in
monolithic power conversion and why switched-capacitor converters in particular
make an excellent candidate. The large parasitic coupling to the substrate, the
limited capacitor density on-chip, and the inherent constrained conversion ratio
range were presented as challenges to the widespread adoption of this type of
converter. With advanced multiphasing, multiple out-of-phase converter cores inter-
act with each other to arrive at a switched-capacitor converter with more than the
typical two phases that in the end has more capabilities and/or better performance.
Several advanced multiphasing techniques were discussed that focus on both high-
and low-power densities, and even allow for a new type of switched-capacitor
converter which has a continuously scalable conversion ratio. Measurement results
demonstrated the working principles of these techniques and showed the great
potential of advanced multiphasing in pushing the limits of fully integrated power
conversion further.
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Chapter 8
Highly Efficient Power Management
in Wearables and IoT Devices

Juergen Wittmann, Francesco Cannillo, Dan Ciomaga, Mihail Jefremow,
and Fabio Rigoni

8.1 Introduction

The Internet of Things (IoT) market experienced a significant growth in terms
of business and visibility in the last years. McKinsey Global Institute research
estimates the impact of the Internet of Things on the global economy to be as
high as $6.2 trillion by 2025 [1]. The purpose of IoT is to interconnect different
applications in order to exchange information, e.g., sensor data or media, or to make
this information available via the internet. IoT contains applications in a large range
of different areas [2]:

• Smart buildings use sensors to identify the locations of people as well as the state
of the building.

• Smart cities use sensors to monitor pedestrian and vehicular traffic and may
integrate data from smart buildings.

• Medical systems connect a wide range of patient monitoring sensors that may be
located at home, in emergency vehicles, the doctor’s office, or the hospital.

• Wearables are mobile devices, wireless head phones, smart watches, Bluetooth
head phones, performance measurements (heart rate, distance, and step counter,
etc.).

• Industrial systems use sensors to monitor both the industrial processes
themselves—the quality of the product—and the state of the equipment.

• Autonomous driving requires connected devices with power consumption due to
high computational power mainly due to sensor and graphics evaluation.
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Fig. 8.1 Overview of a typical IoT system

The challenge of IoT systems is that it involves different competences from
software to hardware [3]. The hardware space includes a combination of different
functions: sensors for external world data acquisition, connectivity with RF chips
such as BLE (Bluetooth low energy), power management to supply the different
part of the system, data conversion and computation to convert the data from the
analog world to digital and compute the information as required, cybersecurity to
ensure system security for applications involving the privacy or confidentiality of
the users.

An overview of a typical IoT system is shown in Fig. 8.1. A main requirement of
IoT devices is a high level of integration. Most of the functionalities are integrated
on one or several different ICs to achieve a very small volume. This allows to
reduce the application’s size and cost (bill of materials, BOM), and at the same
time to increase the number of functionalities in IoT devices, e.g., for standalone
sensors, wearables as wireless ear plugs, mobile devices as smart watches, medical
monitoring applications, and many others.

Most IoT or wearable systems contain batteries, to be functionally independent
from a grid power supply connection. The battery is charged from an external power
supply as a wall plug charger, a USB connection, a wireless charger, or even from
energy harvesting sources. A long battery lifetime is essential and requires a highly
efficient and low-loss energy management, which is provided by one or more power
management ICs as shown in Fig. 8.1.

On the power management IC (PMIC), a battery management circuit charges the
battery, and provides the main PMIC supply either from the battery or from the
external supply, if available. An important circuit group in the PMIC is the analog
core circuitry. This contains mainly all internal circuits required for the PMICs,
which are the supply circuits of all internal circuits, interfaces (e.g., I2C, SPMI, and
general-purpose IOs), voltage and current references, sensing circuits, and several
other supporting functions. The analog core circuitry is fundamental for the battery
lifetime during standby mode of the IoT device. Sensors nodes, for example, can
be in standby mode most of the time, in which the analog core circuit is still active
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to provide a communication and wake-up functionality. The power consumption
(quiescent current, IQ) of the analog core in standby mode determines the overall
battery lifetime. A digital core and memory support a high configurability of the
PMIC.

Several power management circuits provide the power for different functions
within the IoT device, which are accurately regulated and configurable voltage rails
for other ICs or regulated power to control LEDs or displays with output voltages up
to 20 V. The output power of some of these rails can be in the order of tens of Watts
to do complex computation, e.g., in sensor devices, process media in mobile devices,
or providing transmitting power from RF ICs. An increase of the power conversion
efficiency is essential, as it directly impacts the functional battery lifetime.

A main challenge for PMICs in IoT devices is that a very large design parameter
space needs to be covered. The supply voltage can be from a single Li-ion battery
voltage up to 4.5 V, or two in series connected Li-ion batteries with supply voltage
of up to 9 V, while the latest USB-PD (power delivery) standard allows to even
provide up to 20 V charging voltage. e-Mobility or automotive applications, e.g.,
for autonomous driving, are supplied from batteries of 12 V, and observe a trend for
battery voltages even up to 48 V.

Figure 8.2 shows an example of a typical PMIC used for wearable applications
[4]. It has fully integrated battery management with overvoltage protection and a
linear charger for the battery including the temperature and voltage supervision. It
includes a digital part to control the main FSM (finite-state machine) and analog
blocks. The buck converter supplies the host processor either from the battery (here
VDD_SYS) or from the VDD_PWR rail. The boost converter can supply LEDs
used for different applications. The three LDOs of the PMIC are usually supplying
different sensors of the IOT system. The crucial spec for this kind of PMIC is the
standby current, which is below 1 uA for the entire chip with buck enabled (no-load
condition) and supplied from the battery.

This work describes advanced implementation techniques for PMICs used for
different IoT applications. Section 8.2 focuses on the analog core implementation
and demonstrates circuits and implementation techniques to achieve minimum IQ
and reduce die area.

For lower input voltage, conventional buck converters provide a good ratio
between high efficiency and die area as step-down converters, while the losses
and converter size become more critical towards higher input voltages. Section 8.3
covers advanced architectures of voltage converters used for high-power delivery
in the chargers, as well as for power management circuits, improving efficiency
especially for higher input voltages and conversion ratios VIN/VOUT. It comprises the
design of a switched-capacitor converter, and a 3-level buck converter. Conclusions
are drawn in Sect. 8.4.
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Fig. 8.2 Example of a low-IQ PMIC used for wearables

8.2 Low-IQ Analog Core Design

Figure 8.3 gives an overview of the main functionalities of the analog core circuitry
in a low-IQ PMIC. This section shows an implementation of the IQ critical circuits.
As the main PMIC supply rail is typically connected to the battery, it is always
supplying a voltage to some of the analog core circuits shown in Fig. 8.3. All
circuits, which are required to power up the digital core of the PMIC, must be always
ON, as they control not only the PMIC start-up, but also the start-up of the entire
IoT device, as soon as a battery voltage is available. A pre-regulator is required to
stabilize noisy external PMIC supply voltages. It supplies a bandgap voltage and
current reference, which is required for a linear regulator to generate the internal
PMIC supply (VDD). The IQ of these always ON circuits determines the overall
battery lifetime in standby mode of the IoT system.

The analog core generates the initial power-on reset of the PMIC and the entire
IoT system, as soon as the battery supply and the internal digital supply (VDD) are
stable. Thus, the pre-regulator to supply a bandgap voltage and current reference and
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Fig. 8.3 Typical analog core implementation of a low-IQ PMIC

the supply monitor circuit require to be self-biased, i.e., these circuits are operating
autonomously, without relying on other PMIC functions to provide them with inputs
and control signals, such as reference currents or voltages or digital control signals
from the digital core. At the same time, they need to provide their designated
functionality within acceptable margins of accuracy. An implementation example
of a self-biased pre-regulator, supply monitor, and bandgap reference is shown in
Sect. 8.2.1.

The oscillator requires either to have a low-IQ, slow clock mode, or it is
completely turned off during standby mode by digital. This is possible if the digital
core is activated by an interrupt received internally from the PMIC or externally
from any of the communication interfaces. Therefore, some of the interfaces require
to stay on in standby mode. The interfaces itself can be implemented without a
significant current consumption, when they are not switching; however, for a larger
amount of interfaces on the PMIC, the interface supply requires to be able to provide
high power to supply all interfaces in case they are switching at the same time, but
at the same time, this supply has to be very low-IQ in standby mode in case only
few interfaces are to be supplied. In Sect. 8.2.2, an advanced IQ and area beneficial
interface supply concept is presented.

The analog core often contains general-purpose low-dropout regulators (LDOs)
supplying IQ critical functions on the IoT device, e.g., sensors, which might be
required to be turned on in standby mode. Design examples of a low-IQ, general-
purpose LDO are demonstrated in Sect. 8.2.3.
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Fig. 8.4 Proposed supply monitor, pre-regulator, and bandgap

8.2.1 Self-Biased, Self-Referenced PORs, Pre-regulators,
Bandgaps

The reference generator or bandgap in the analog core is typically supplied from
a stabilized pre-regulator rail (Vpre). However, the bandgap is not available as a
reference for the pre-regulator, as well as for the supply monitoring block (see
Fig. 8.3). They require to be self-biased, i.e., generate their own internal reference
with enough accuracy. In all circuits, a method is applied which generates the
bandgap voltage through the polysilicon work function difference of a pair of MOS
devices with controlled gate doping [5]. Several technologies provide an NMOS
transistor with a P+ doped gate. The doping is performed to increase the threshold
to higher voltages, such that the threshold difference compared to a standard NMOS
transistor, which has an N+ doped gate, is shifted by one bandgap voltage (~1.2 V).

Figure 8.4 shows a possible implementation of a supply monitor, pre-regulator,
and bandgap circuit with the help of a pair of differently gate-doped NMOS devices.
The circuits are autonomous, and do not rely on inputs from other circuits and are
able to provide their designated functionality as soon as the supply (VDD) is present.

In the configuration of Fig. 8.4, the supply monitor and pre-regulator provide a
VBAT_OK flag and Vpre voltage at about two times one bandgap voltage. Alternative
implementations are possible to generate the VBAT_OK flag and Vpre voltage at any
other level higher than one bandgap voltage. The bandgap provides a reference equal
to one bandgap voltage. The circuits can be designed to have a quiescent current less
than 100 nA each.
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Fig. 8.5 (a) Conventional supply concept for switching blocks; (b) IQ and area improved
implementation of the switching blocks supply

8.2.2 Low-Power, Capacitor-Less Supplies for Switching
Blocks

A further IQ, area and BOM reduction is achieved with the power supply strategy of
the switching blocks, which are mainly communication interfaces. A conventional
implementation is shown in Fig. 8.5a. A main linear regulator is required to supply
the worst case switching current, assuming all IOs are active and switching at the
same time. This leads to an overdesign of this regulator, as most of the time none
of the interfaces are switching. This leads to a large area of the regulator, as well as
a high IQ in the regulator control circuit as it is designed for the maximum output
current. Moreover, in standby or sleep mode, most of the interfaces could be turned
off; however, the regulator IQ cannot be scaled down. Moreover, the regulator must
fulfill the accuracy requirements of all analog blocks connected to the regulator. The
large load often requires a large external output buffer capacitor, which increases the
cost and size of the IoT device.

A more IQ beneficial implementation of the supply concept is shown in Fig.
8.5b. Instead of one large accurate regulator as shown in Fig. 8.5a, each interface



132 J. Wittmann et al.

Fig. 8.6 Implementation of a
capacitor-less low-IQ
sub-regulator

block and the digital core have their own small capacitor-less sub-regulator, just
adjusted for the needs of each circuit block. The sub-regulator is supplied by the
pre-regulator, which has less accuracy requirements, and can be implemented also
as a capacitor-less low-IQ regulator as previously shown in Fig. 8.4. In standby, the
sub-regulators are turned off together with the interface blocks, if it is not needed.
This way, a significant IQ reduction can be achieved in standby, especially when
only very few interfaces are active.

A typical implementation of such a capacitor-less low-IQ sub-regulator is shown
in Fig. 8.6. The unbuffered pre-regulated supply rail is used as a voltage reference,
which is then replicated by a native PMOS source follower. A simple and fast
one-stage regulation loop controls an NMOS pass device. The sub-regulator design
requires an area of ~1500 μm2, consuming a total current of ~0.3 μA. This is about
25 times less IQ and nearly 50 times less area per sub-regulator, compared to the
conventional approach shown in Fig. 8.5a. Thus, the total size and the IQ of the
switching supply system are less, even if tens of interfaces are used.

8.2.3 Low-IQ General-Purpose LDOs for Power Delivery

Linear regulators, especially low-dropout regulators (LDO) are often preferred,
thanks to their better noise and PSRR performance. Moreover, they can be designed
to have lower IQ over a wide range of load currents, but especially for small
loads required in low-power or standby mode. The power efficiency of linear
regulators improves for smaller voltage drops across the pass device. Therefore,
linear regulators are preferred, if low load currents are required, or if the conversion
ratio Vin/Vout is reasonably small.
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Fig. 8.7 Conventional linear regulator and its behavior in dropout

One commonly used technique in linear regulators, which is depicted in Fig. 8.7,
is to drive the pass device (PPASS) from a low impedance node, such as from a diode
connected transistor PDIODE. This allows to achieve a good compromise between
IQ, stability, and speed. A drawback of this approach is the behavior of the linear
regulator close to dropout, i.e., for drain-source voltages lower than the saturation
voltage of the pass device. In this region the loop needs to pull a significantly
bigger current (Idrive) from PDIODE to maintain regulation at the output. Just before
entering dropout, Idrive reaches a very large peak value in the milli-ampere range.
This behavior is almost load current independent. Dropout mode is required, if the
battery supply drops. Especially for low battery voltages, it is even less acceptable to
have a high current consumption in the milli-ampere range, if the LDO is in dropout
mode.

Figure 8.8 shows two possible implementations that effectively allow the VIN-
VOUT difference to control Idrive by a starved current buffer structure (SCB) to
achieve a dropout behavior as depicted in the signal diagram in Fig. 8.8.

Another important benefit is a decreased dropout, compared to the implementa-
tion in Fig. 8.7, since a reduced Idrive current allows an increased swing of the gate of
the pass device, thanks to less headroom being lost on the NMOS device controlled
by Vctrl. The implementation of the SCB structures allows to significantly reduce the
dropout current consumption from the milli-ampere range down to several micro-
amperes only.
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Fig. 8.8 Linear regulators with starved current buffer (SCB)

8.3 Advanced Converter Design for Power Delivery

IoT and mobile computing devices require efficient power conversion with input to
output voltage ratio VIN/VOUT > 2. For such purpose, key power converter topologies
are the switched-capacitor (SC) divider [6, 7] and the multi-level switched-mode
converter (MLC) [8–10].

For example, in the mobile computing space, the voltage developed by two series
(2S) Li-ion batteries (typically 7.4 V) needs to be bucked down to a voltage of
about 1.0 V used by the main core processor. The efficiency of the voltage down-
conversion can be improved by introducing an unregulated intermediate supply
between the input and the supply voltages of the different parts of the system. This
is achieved with a 2:1 switched-capacitor (SC) power converter (Fig. 8.9).

The unregulated supply is then down-regulated by inductor-based switched-
mode buck converters. An example for the inductor-based buck converter used in
wearable applications is shown in Fig. 8.10. The buck converter architecture is based
on current mode control allowing to use a reduced number of building blocks in the
buck control, which can be switched off in the no load condition. Only the comp
block stays alive together with VDAC to monitor the output voltage, this allows to
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Fig. 8.9 2:1 SC converter generating an unregulated intermediate supply from a 2S battery

Fig. 8.10 Example of a low-IQ, highly efficient buck converter [11]

reduce the entire buck input current to 750 nA at no load condition. The efficiency
of this buck is above 90% for VDD_SYS of 3 V.

The overall system efficiency is improved because the SC divider generates the
intermediate supply with much higher power efficiency (98%) than conventional
buck converters. In addition, the buck converters performing the final regulation in
Fig. 8.9 can use switches rated for lower voltages, and, therefore, can operate at
higher switching frequency with a smaller inductor (with lower DC losses).

Another important use case is the charge of single cell (1S) Li-ion batteries,
typically used in portable devices (Fig. 8.11). The user experience of portable
devices demands longer usage time (higher battery capacity) and shorter battery
re-charging time (higher charging current). The need for high charging currents
(>1 A) causes higher power losses both in the charger IC (inside the portable
device) and in the cable connecting the portable device to the AC/DC adaptor. Cable
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Fig. 8.11 Charging solution in mobile computing devices with 1S battery

resistive losses can easily be reduced by increasing the input voltage of the charger
IC provided by the AC/DC adaptor. The MLC buck topology is a good candidate
to achieve voltage regulation having a conversion ratio VIN/VOUT > 2 with high
efficiency, as it inherently generates an intermediate lower voltage. 3-level buck
converters, for example, generate the VIN/2 voltage over its flying capacitor. This
level together with ground and VIN voltages is used for the power conversion.

8.3.1 Switched-Capacitor Converter with 2:1 Conversion Ratio

SC converters can achieve the highest theoretical power efficiency at a specific value
of VIN/VOUT ratio for the following two reasons:

• Switching losses can be minimized by reducing the time periods with a non-zero
voltage on the switch and a non-zero current across it.

• The process of charging capacitors with a voltage source or with other capacitors
approaches an efficiency of 100% when the initial condition on the capacitor
approaches its final voltage value.

Figure 8.12 shows the schematic of a SC 2:1 voltage divider. It comprises four
switches S1–S4 and one flying capacitors CF .

Its basic operation consists of two phases alternating at frequency fSW with
nominally 50% duty cycle: during one phase (Fig. 8.12a), both the flying capacitor
CF and the output capacitor COUT are connected in series and charged by VIN;
during the other phase (Fig. 8.12b), COUT is charged by CF by placing CF in parallel
with COUT. Therefore, the steady-state behavior of the SC converter can be modeled
by a transformer with a ratio equal to the no-load conversion ratio (VOUT/VIN = 1/2)
and an output resistance:

ROUT = 1

4CF fSW
+ RS

2
(8.1)

with RS due to the ON resistance of the switches and PCB routing.
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Fig. 8.12 Switched-capacitor converter and its two operation phases: (a) CF connected in series
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Fig. 8.13 Interleaved switched-capacitor topology

In the topology of Fig. 8.12, the converter input current is equal to the output
current for 50% of the time. This discontinuous input current causes unwanted
voltage ripple at the input of the converter. The solution shown in Fig. 8.13 adopts
an interleaved topology [7]. The two interleaved circuit parts operate in alternating
phase, guaranteeing a constant input current of 0.5 IOUT.

Figure 8.14 shows the efficiency measurement of a 2:1 SC converter [7] suitable
for applications supplied by a dual (2S) Li-ion or Li-polymer stacked cell battery
pack. The input voltage range goes from 5.5 to 10.5 V and the maximum output
current is 10 A. The SC power converter operates with 98% efficiency for loads up
to 3 A.
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Fig. 8.14 2:1 SC converter efficiency in fixed frequency mode

Fig. 8.15 2:1 SC converter efficiency in automatic frequency mode

The SC converter can operate at a fixed frequency of 500 kHz (Fig. 8.14) or in
automatic frequency mode (Fig. 8.15). In automatic frequency mode, the switching
frequency does not stay constant; the converter operates in discontinuous conduction
mode in order to improve efficiency in light load conditions.
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8.3.2 3-Level Buck Converter

Figure 8.16 shows a 3-level buck topology. It requires four switches S1–S4 and a
flying capacitor CF .

The switching node VX swings between VIN, VIN/2, and 0. Therefore, the
required VDS voltage rating of the MOSFET devices is VIN/2 instead of VIN as
in conventional 2-level buck converters. The converter goes through 4 operation
states while developing a voltage VIN/2 over CF . For output voltages below VIN/2
(above VIN/2) the converter goes through the sequence of states (a) → (b) → (c)
→ (b) ((d) → (a) → (d) → (c)). Since during each switching period the inductor is
magnetized twice (by VIN if VOUT>VIN/2 or by the flying capacitor if VOUT<VIN/2),
the frequency of the inductor current ripple is twice the switching frequency. Hence,
the required inductance is reduced for a given target current ripple.

Figure 8.17 shows the measured efficiency of a 3-level buck converter switching
at a frequency of 500 kHz and using an inductor of 0.47 μH and a flying capacitor
CF of 2 × 22 μF. With an input voltage of 9 V and an output voltage of 4.4 V, the
converter achieves a peak efficiency of ~96%. The efficiency advantage of the multi-
level converter is evident by comparing it to a conventional buck converter operating
at the same input and output voltages and with the same inductor. The conventional
buck converter achieves a peak efficiency of ~92% while switching at 1.5 MHz. The
two converters have been implemented in the same technology but use devices with
different voltage ratings: while the conventional buck requires high voltage devices,
the 3-level buck converter relies on low voltage devices. Consequently, even if the
3-level converter uses four devices (with two devices in series during each phase),
the power FETs’ area increases only by 80% compared to the 2-level converter.

8.4 Conclusions

The large parameter design space in wearables and IoT devices demands a power
management, which addresses both a very low standby power consumption in, e.g.,
sensor applications, and a highly efficient high-power delivery for data processing,
computational power, and transceivers, which can provide tens of Watts with neg-
ligible power losses. A low standby current consumption in the sub-microampere
region is achieved by advanced design techniques for the analog core circuitry of
power management ICs. This work showed power efficient implementations of
self-biased always ON circuits. A reference circuit, pre-regulator, and a battery
monitor utilize the work function difference of a pair of MOS devices as reference
generators, which are suitable to be operating with a current consumption as low as
100 nA per block. A supply concept for switching blocks, like interfaces, is based
on sub-regulators. They are designed for the current demand of each circuit block,
avoid external buffer capacitors, and significantly reduce IQ and implementation
area. Low-dropout regulator concepts, used for power delivery to IoT devices, are
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Fig. 8.16 3-level buck converter and its four operation phases

proposed, which reduce the dropout current consumption from milli-ampere to a
few micro-amperes by utilizing starved current buffers.

This paper presented converter topologies applied to two typical power applica-
tions, which are utilized for high-power conversion, especially suitable for higher
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Fig. 8.17 Efficiency measurement of a 3-level converter and a conventional 2-level buck converter
operating at VIN = 9 V and VOUT = 4.4 V

supply voltage range up to 10 V: a 2:1 switched-capacitor converter used to
efficiently (~98%) generate an intermediate voltage in power delivery trees, a low-
power buck converter to generate the final low-power voltage rail achieving a peak
efficiency above 90%, and a 3-level buck converter (~96% efficiency) used for
efficient charging of Li-ion batteries.
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Chapter 9
Current Sensing Techniques: Principles
and Readouts

Mahdi Kashmiri

9.1 Introduction

Current is the electrical parameter associated with the flow of charge, which runs
through electrical circuits. These usually involve a supply, i.e., a battery and a load
such as an electronic device or an electromechanical actuator such as an electric
motor. In most cases, current measurement has many uses in monitoring, control,
protection, and prediction. Current sensors vary in regard with their underlying
physical principle of operation, dynamic range, accuracy, size, complexity, and
isolation.

The effect of current is usually sensed through a transduction mechanism. This
transduction is enabled by either of the following principles: Ohm’s law, Faraday’s
law of induction, or Ampere’s law through magnetic sensing (Fig. 9.1). In the case
of Ohm’s law a resistor is placed in series with the current and the voltage drop
across the resistor is measured. This is an invasive method as the resistor contacts
the conductor. The other two methods are non-invasive as they provide contactless
current sensing. In case of Faraday’s law of induction a transformer effect is used
such that the main current carrying conductor acts as primary and a secondary
coil wound around it picks up AC induction due to the AC current running in the
primary. In case of magnetic based current sensors, Ampere’s law denotes that the
current running through a conductor results in a magnetic flux at a distance from
the conductor that is proportional to the current and inversely proportional to the
distance. This magnetic flux can then be measured by means of a magnetometer
[1–3].
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Fig. 9.1 Physical underlying principles of current sensing

After this introduction section, an overview of some of the current sensing
applications will be provided in Sect. 9.2. Section 9.3 discusses the principles of the
two mainstream current sensing techniques: contacted and contactless. Section 9.4
provides an overview of some of the readout techniques for contacted current
sensors (current sense amplifiers). Section 9.5 introduces some of the contactless
current sensors (magnetic based such as Hall effect, fluxgate, etc.) The paper ends
with conclusions in Sect. 9.6.

9.2 Overview of Applications

Some of the main applications of current sensing are in battery monitoring systems
(BMS), which can be found in automotive and consumer spaces. Furthermore,
automotive converters, motor control, and switching power supplies are some of
the other key applications for current sensors [4–16].

9.2.1 Battery Monitoring Systems (BMS)

Battery operated systems require a control of the charge and discharge scheme of
the battery and the interaction with the charger. This is done by monitoring the state
of charge in the battery through voltage, temperature, and current measurements.
A current sensor measures the charge entering or exiting the battery (Fig. 9.2). A
charging profile ensures safe and fast charging as well as battery life maximization
through operating it within a limited range of the capacity (e.g., 20% and 80%).

An automotive battery monitor system also deals with operations such as
plugin and regenerative charging, implementing accurate fuel gauge function, and
providing over current protection (Fig. 9.3). Dynamic range, isolation from high
voltage lines, and accuracy over the automotive temperature range and reliability
are some of the challenges for these current sensors (Table 9.1).

Consumer battery monitor systems used in handheld devices or power tools
usually deal with Li-Ion batteries at lower voltage and power ranges, e.g.,
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Table 9.1 Electro-mobility
typical voltage and power
ranges

Application Voltage (V) Power (kW)

Electric vehicles 400800 (near future) 100
Hybrid vehicles 90 20
Mild hybrid vehicles 48 15
Regular auto battery 12 2–3
e-Bikes 36 0.5

3–30 V and few mA–few A. The charge phases should be controlled for thermal
management, life time extension, and fast charging. The typical charging phase
(Fig. 9.4) involves a pre-charge, then a constant current and fast charge phase
followed by a constant voltage tapering [13].
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9.2.2 Motor Control Applications

The other application for current sensors is in motor control. Electric motors are
typically controlled electronically sometimes by means of a three-phase bridge
circuit providing modulated drive to the three-phase lines of the motor. This
usually involves Pulse-Width Modulated (PWM) type signals (Fig. 9.5). The current
monitoring at various nodes of such system is essential: at the supply line, at the
bridge branches as well as the phase lines for the control algorithm. The latter is
challenging as the current sensor has to measure current while exposed to the PWM
line voltages [14–16].

9.2.3 Converters (Automotive and Switching Supplies)

Finally, current sensors have their application in converters used in automotive
and switching power supply domains. Automotive converters involve: DC/DC
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converters between HV and LV batteries, AC/DC converters in plugin charging or
regeneration, and DC/AC converters for motor drive. Usually current is sensed for
the purpose of load regulation through current feedback mechanisms. Efficiency of
the converters is a key metric that should not be affected by the losses due to the
current sensor’s operation. Furthermore, high-voltage isolation as well as dynamic
range and bandwidth are some of the challenges for the current sensors in converters.

9.3 Overview of Current Sensing Methods

The two mainstream methods for current sensing are called: Contacted, where the
sensor is connected in series with the load and thus contacting the conductor and
Contactless, where the effect of current is measured indirectly without physically
touching the conductor (Fig. 9.6). The former method is simple and low cost but
provides no isolation. The latter provides galvanic isolation and hence desired for
application with high voltage lines; however, it entails cost and complexity.

9.3.1 Contacted Current Sensing

This method relies on measuring the voltage drop across a resistor placed in series
with the current. An amplifier connected in parallel (shunt) amplifies this voltage,
hence these sensors are also called “shunt current sensors”. Some of their benefits
include low cost and simplicity as well as capability to measure from DC to
relatively high bandwidths. Their drawbacks are usually related to their lack of
isolation in high voltage applications and the cost and power losses of the sensing
resistor (shunt resistor).

Depending on the location of the shunt resistor, these sensors are divided into two
categories: when the resistor is at ground side: Low-side sensors; when the resistor
is located at supply side: High-side sensors [17–21].

In the case of low-side sensors (Fig. 9.7) the shunt amplifier senses a low
input voltage, hence more simple architectures such as single-ended, non-inverting
amplifiers could be adopted. Some of the considerations for low-side sensors involve
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Fig. 9.6 Contacted and contactless current sensors
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the fact that the load ground is not at zero Volt due to the voltage drop across the
shunt. Furthermore, short circuit currents from the load to supply ground (could be
the system chassis) could bypass the shunt resistor and will not be sensed.

In the case of high-side sensing (Fig. 9.8), the shunt resistor is placed between the
supply and the supply terminal of the load. The load and supply grounds are now
at the same potential and any shorts from load to system chassis (supply ground)
can be monitored as the short circuit current passes the shunt resistor. Usually
the considerations with these sensors involve the readout complexity due to the
requirements on the shunt amplifier that it has to access a small differential voltage
across the resistor at a high voltage common-mode.

The shunt resistor itself has a few requirements to take into account. This
involves some key electrical specifications such as resistance, max current rating
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Table 9.2 Some shunt resistor ranges

Type Current (A)
Temp. coeff.
(ppm/K) Power Res Notes

PCB trace <10 ~1000 100’s mW m
 Low cost
Surface mount/
integrated

<10 ~1000 10’s W μ
 to m
 Low cost

Exposed element/
wire

Few 100 <100 10’s W μ


High power Few 1000 Few kW m
 Heatsink or liquid
cooling

Fig. 9.9 Shunt current
sensor’s error sources

(fusing current), continuous and duty cycled power ratings, temperature coefficient,
inductance (for high speed applications), etc. Based on the current specifications,
cost, and complexity there are several types of resistors that can be chosen
(Table 9.2). Furthermore, it is essential to access the shunt resistor through a four-
wire setup where the force and sense terminals are separated (Kelvin sensing) [22].

The accuracy of a shunt current sensor is affected by many parameters, among
others the shunt resistor tolerance itself �Rshunt(T), which can be a function of
temperature T and lifetime. Furthermore, the current sense amplifier’s input referred
voltage errors Verror(T) caused by offset, drift, Common-Mode Rejection Ratio
(CMRR), and Power Supply Rejection Ratio (PSRR). Other error sources from the
amplifier include input bias current, Ierror as well as gain error, �A (Fig. 9.9).

9.3.2 Contactless Current Sensing

Contactless current sensing enables indirect sensing with no contact to the conduc-
tor, hence providing isolation. This is important especially if the conductor is at
hundreds or even thousands of volts and the current sensor is in the low voltage
domain.
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The physical principles enabling contactless sensing include Faraday’s law of
induction such as Rogowski coils, which are also becoming integrated in CMOS
chips, as well as magnetic sensing methods. A Rogowski coil is a helical coil of a
wire with no magnetic core (Fig. 9.10). It surrounds the conductor carrying current.
When AC current passes the primary, it creates a varying flux in the coil, which
then induces a voltage across it. This voltage is proportional to the derivative of
the current in the primary, which can be integrated to produce a voltage that is
proportional to the current [2].

These sensors are relatively linear and due to the lack of magnetic core are not
prone to saturation making relatively low cost and high bandwidth current sensors
specifically for clamp on applications. Their drawback is that they are not suitable
for DC current measurement and their integrator readout usually limits speed and
can introduce errors such as drift.

For the case of magnetic based contactless current sensor, Ampere’s law defines
their physical underlying principle. A current carrying conductor with current I
creates a magnetic field B at distance r. The conductor could be a wire or a PCB
trace (Fig. 9.11). This field is proportional to the current and can be sensed with a
magnetometer that senses “Strength” and “Direction” of the field. Magnetic based
current sensors can measure both DC and AC currents at a range of accuracy and
speed determined by the magnetometer. Some of their drawbacks include sensitivity
to interference due to stray fields, cost and complexity of both sensors and their
readouts.

Magnetometers are also available as integrated sensors in CMOS technology and
have wide application in current sensing (Fig. 9.12). Some of the magnetometers
used in current sensing include: Hall-effect magnetometers, which could be made of
a semiconductor plate biased with a current. A magnetic field applied perpendicular
to the plate causes a voltage induced at opposite sides, hence behaving like a



9 Current Sensing Techniques: Principles and Readouts 151

I b
ia

s
R

+VHall -VHall
R

R

B

R

Die of the chip

Bext_X

Magnetic
cores

Y

X

Z

Fig. 9.12 Hall and fluxgate magnetometers

Fig. 9.13 Open-loop
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Wheatstone bridge. Also magneto-resistive sensors are used in current sensing.
These are resistors whose resistance changes as a function of the applied magnetic
field. Some of their variants include AMR, GMR, and TMR magnetometers. Finally
fluxgate magnetometers are also available as integrated sensors, including magnetic
cores with excitation and sense coils. AC excitation in the excitation coil couples to
the sense coil, which gets imbalanced in presence of an external field resulting in an
AC signal appearing across the sense coil. The magnetic sensors will be discussed
further in the following section [23–43].

One important consideration when using magnetometers as current sensors is
their configuration in terms of open-loop and closed-loop operation.

In an open-loop sensing configuration (Fig. 9.13), the sensor output is a direct
function of the total B field induced by the current. These are attractive due to their
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simplicity and lower level of cost. The drawback of open-loop sensing is that the
current sensor’s transfer characteristic will be directly affected by the characteristic
of the magnetometer, which in many cases can suffer from non-linearity and/or lack
of dynamic range due to saturation effects. This could limit the performance of the
current sensor significantly.

In contrast to that, a closed-loop sensing configuration can be adopted
(Fig. 9.14), where a feedback loop in the magnetic domain ensures that the
magnetic field created by the current of interest is compensated by a feedback
magnetic field. When the loop is closed, the feedback forces the loop error signal,
being the difference between the field due to the current and the feedback field
(BFB) to be driven to zero. This error field can then be sensed by a magnetometer,
translated to an electrical signal, filtered and used to drive the feedback path. As a
result of this configuration, the magnetometer senses a near zero signal and hence
the non-linearity and lack of dynamic range in its transfer characteristic will be
suppressed by the loop. This however comes at more cost, complexity, size, and
power consumption.
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9.4 Current Sense Amplifiers: Readout for Contacted
Sensors

A shunt current sensor’s readout is made of a current sense amplifier that has to
access and amplify the shunt resistor’s voltage to a level suitable for digitization
by an analog to digital converter (ADC). The system dynamic range determines the
accuracy requirements on the amplifier and specifically the need for reduction of
losses requires ever smaller shunt resistors that translates to smaller voltage drop
across the resistor. This will result in even more stringent requirements on the
performance of the sense amplifier [18–31].

Some of the key performance metrics of the sense amplifier include: low offset,
low dependence to input common-mode voltage (common-mode rejection), input
common-mode range (sometimes beyond the amplifier’s supply), gain accuracy,
and finally noise performance that can determine the lower bound of sensitivity
(Fig. 9.15).

Key input referred errors of the sense amplifier are shown as series error voltage
sources and parallel error current sources as shown in the figure. These errors cannot
be distinguished from the shunt voltage or the load current. One of the contributors
is the offset (both voltage and current). Offset can be calibrated; however, it drifts
as a function of temperature and lifetime, which might not be acceptable for some
applications. For instance a 1 mV input referred offset is a respectable number;
however, in comparison with a 5 mV shunt voltage drop this is equivalent to 20%
error.

Fig. 9.15 Current sense
amplifier input referred errors
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Fig. 9.16 Isolation
amplifiers
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Depending on their input stage structure, some amplifiers have input bias
current, which in case of mismatch between the two input terminals shows as an
input offset current. Furthermore, an amplifier’s CMRR (Common-Mode Rejection
Ratio) determines how much of the input common-mode variation translates into a
differential input referred error voltage. For instance a −100 dB CMRR (10 μV/V)
means that a variation of 100 V in the input common-mode level results in 1 mV of
input referred error.

Other performance metrics of the sense amplifier include Power Supply Rejec-
tion Ratio (PSRR), which is the rate at which power supply variations translate into
input referred errors, and gain error. Another important metric is the input common-
mode voltage range or CMVR. This has an operational range, within which the
amplifier meets its performance specifications and an absolute maximum beyond
which safe operation is not guaranteed as break down might occur.

Current sense amplifiers have various configurations. These are isolation ampli-
fiers, difference amplifiers, and instrumentation amplifiers (Fig. 9.16). Isolation
amplifiers provide a floating difference amplification and extend the CMVR beyond
the amplifier’s supply range by means of an isolation barrier that could be a
transformer, a capacitive coupling, or even optical coupling. The first two require
a modulation scheme to pass the signal through the transformer or capacitive
coupling. The optical amplifiers do not provide accuracy and are less common.

The next configuration involves difference amplifiers [18] where a pair of
resistors access the shunt voltage differentially from one side and the amplifier’s
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differential input (virtual ground) from the other side (Fig. 9.17). The shunt voltage
is hence translated into a differential current and amplified to an output voltage by
the amplifier. These amplifiers include the standard difference amplifier, where the
shunt common-mode and amplifier common-mode are at the same level, the bridge
amplifier, where the shunt common-mode voltage is reduced through a divider to
a lower level tolerated by the amplifier, and finally level shift amplifier, where a
feedback controls current sources that regulate the amplifier input common-mode
level to a desired reference voltage [18].

The last category of current sense amplifiers includes instrumentation ampli-
fiers (INA’s). These combine accurate voltage gain, low offset, and high CMRR
(Fig. 9.18). The classic INA is the three op-amp INA, where the differential input
is reflected through two buffers across a resistor and amplified by a difference
amplifier at the output. Its CMVR is limited by that of the input buffers and its
CMRR is determined by matching. The next type of INA used in current sensing is
the current feedback instrumentation amplifier (CFIA). These rely on their feedback
being closed in the current-domain through dedicated input and output (feedback)
transconductors. This configuration allows different common-mode levels at the
input and output of the amplifier. The other type of INAs used specifically for
high-side sensing is capacitive coupled instrumentation amplifier (CCIA). Inputs
are capacitively coupled to the high side and a chopper (passive modulator) turns the
shunt voltage into AC. The CMVR is defined through the isolation level provided
by the capacitors.

9.5 Magnetic Sensors as Contactless Current Sensors

As discussed earlier, contactless current sensors mainly rely on two physical
principles: the Faraday’s law of induction or inductive based current sensors and
magnetic based current sensors. Inductive based sensors can only sense AC currents;
however, magnetic sensors are capable of both DC and AC at various dynamic
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ranges and accuracies determined by the magnetometer. Inductive sensors have been
shown to be combined with magnetic sensors in the form of hybrid sensors, in order
to have very wide-band current sensors where low frequency response is determined
by the magnetometer and the high frequency response by the inductor. In this section
of the paper we will only discuss some of the magnetic sensors with some references
provided to the hybrid sensors [32–63].

9.5.1 Magnetic Current Sense Modules

Magnetic based current sensors rely on Ampere’s Law. This assumes the current
conductor to be an infinitely long wire with negligible diameter. In real life
we design current sensing modules, which means we deal with conductors and
magnetometers with finite geometrical dimensions, positions, and given axis of
sensitivity. This means that magnetic based current sensing boils down to the design
of a module, which houses the conductor and the magnetometer at a defined position
with given dimensions and geometries. This requires 3D vector field calculations to
calculate the effect of geometrical parameters to determine sensitivity and dynamic
range of the sensor.
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A current conductor can be broken into many smaller wires and the magnetome-
ter can also be broken into many smaller point sensors (Fig. 9.19). The 3D vector
effects of all the fields created by all small wires to the direction of sensitivity of each
of those small magnetometers are then calculated, including magnetic field from any
neighboring conductors creating interference. This allows the dynamic range of the
current to be mapped to the magnetic dynamic range of the magnetometer through
the 3D design of the structure. The misalignments in manufacturing will then result
in a gain error that should be calibrated at the system level.

9.5.2 Hall Sensors

Hall sensors are one of the popular magnetometers used in contactless current
sensing. They operate based on the effect discovered by Edwin Hall. A Hall sensor
is a plate, which could also be of a semiconductor material, where a current bias is
applied across one side of it (Fig. 9.20). When a magnetic field is applied orthogonal
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to the plate, a Lorentz force inside deflects the path of charge resulting in charge
buildup that eventually results in an electric field that counter balances the Lorentz
force and can be measured across the opposite sides of the plate.

Hall sensors are CMOS compatible and hence provide a low-cost solution for
integrated contactless current sensors. One consideration with their use is due to
their offset, which is a result of the limited homogeneity of the N-well plates. This
results in a structure that resembles an imbalanced Wheatstone bridge. A well-
known offset reduction technique applied to hall sensors is current spinning. This
method relies on periodically altering the point where the current is injected and the
terminals where the hall voltage is sensed. If this alteration occurs at a rate fspin then
the hall signal is up-modulated to that frequency and the offset remains at DC. As
shown in the figure below, a demodulator can down-convert the hall signal while
the offset of the hall sensor and the readout amplifier gets up-modulated and later
removed with a low-pass filter (Fig. 9.21).

Since hall sensors have sensitivity perpendicular to the plate, two hall sensors on
the die of a chip can be placed on top of a current carrying trace (Fig. 9.22). With
the hall sensors located at two sides of the trace a differential field sensing scheme is
created that helps rejecting common-mode fields such as stray fields (Earth magnetic
field, etc.)

9.5.3 Fluxgate Sensors

Fluxgate sensors are more sensitive than Hall and Magneto-resistive sensors as they
can provide nT-level offset and noise. Recently, integrated fluxgate sensors (IFG)
are introduced, which enable monolithic solutions for contactless current sensors
with low-range accuracy [48].



9 Current Sensing Techniques: Principles and Readouts 159

Fig. 9.23 Time domain operation of a fluxgate sensor

Challenges for their adoption into current sensing applications, include the
limited BW of their readouts that have been mainly developed for compass
applications (10’s Hz). Furthermore, their non-linear transfer characteristic requires
the application of linearization techniques such as closed-loop operation.

An integrated fluxgate sensor is a planar structure, which can be integrated into
CMOS as backend processing. This usually includes two magnetic cores and up to
three coils (Fig. 9.23). An excitation coil drives the magnetic cores periodically from
positive saturation to negative saturation. In transitions from saturation to saturation,
the core is highly permeable with very strong coupling from excitation to sense.
When there is no external field, the two opposite internal fields induced into the
two magnetic cores are at opposite directions, inducing opposite polarity voltages
across the two half sense coils. These cancel each other resulting in zero total sense
voltage. In presence of an external field, one of the cores reaches saturation earlier
than the other one (the core with external field in the same direction as its internal
field). This results in a net time domain imbalance in the induced voltages, resulting
in an AC signal appearing at the sense coil at two times the excitation frequency.
This voltage can be demodulated and filtered, whose average will be proportional
to the external field. Sometimes a third coil called a compensation coil creates a
compensation field in both magnetic cores that is used to cancel the external field in
closed-loop readouts.

The sense axis of a fluxgate sensor, being a planar structure in CMOS process
is parallel to the die of the chip. Its transfer function has a limited linear range and
dynamic range.

Fluxgate sensors can be used with open-loop readout, which involves a demod-
ulator, and amplifier and a filter. This readout has limited dynamic range (typically
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<1 mT) and limited linearity, however, is simple and low cost. To enhance linearity
and dynamic range a feedback path can be added to drive a current into the
compensation coil of the fluxgate sensor that cancels the external filed. This
feedback path determines the overall readout linearity and range (Fig. 9.24).

One way of creating a contactless current sense module is to use two on-
chip fluxgate sensors to create a fully integrated differential closed-loop sensing
mechanism (Fig. 9.25). The current of interest can be routed under the chip
including two fluxgate sensors in the form of a U-trace. This could be on a PCB or
in the lead-frame of a chip. The two legs of the U carry the current bidirectionally
resulting in a differential magnetic field aligned with the axis of sensitivity of the
two fluxgate sensors. Closed-loop differential readout on chip compensates the
differential magnetic field [48].
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9.6 Conclusions

Current sensing has various applications in automotive, industrial, and consumer
domains as well as many emerging applications [64–71]. Battery monitoring
systems, motor control, and converters are some of these applications. The two
mainstream configurations of current sensors include contacted (shunt-based) and
contactless (induction based or magnetic field based). The former is used extensively
due to lower cost and simplicity; however, the latter is required when galvanic
isolation is needed accessing high voltage domains. Current sense amplifiers form
the readout of the contacted (shunt) current sensors, which have various config-
urations such as isolation, difference, and instrumentation amplifiers. Magnetic
based sensors rely on Ampere’s law sensing the magnetic field created by a
current. Hall effect, fluxgate, and magneto-resistive are some of the extensively used
magnetometers for contactless current sensing. Inductive sensors can only measure
AC currents in a transformer configuration; however, they are being integrated
together with magnetic based sensors in the form of hybrid sensors that create wide-
band contactless sensors.
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Chapter 10
Wide Bandgap Integrated Circuits for
High Power Management in Extreme
Environments

Carl-Mikael Zetterling, Saleh Kargarrazi, and Muhammad Shakir

10.1 Introduction

Semiconductor materials having a bandgap energy Eg larger than silicon (Si) are
generally referred to as wide bandgap semiconductors (WBGS). This includes
silicon carbide (SiC), gallium nitride (GaN), diamond (C), and recently gallium
oxide (Ga2O3) [1, 2]. The large commercial interest in these materials is mainly
connected to the large critical field for avalanche breakdown Ec that is much higher
than that of silicon, see Table 10.1. As a result of the higher Ec, the blocking region
of the semiconductor switch can be made narrower (in direct proportion to the higher
Ec) and with higher doping (proportional to Ec squared). The specific on-resistance
Ron for a unipolar switch that is designed with a breakdown voltage VB can be
derived to be [3, p. 280]

Ron =
(

4 VB
2
) / (

μn εr ε0 Ec
3
)

(10.1)

where μn is the electron mobility and εr is the semiconductor relative dielectric
constant. If the on-resistance of the switch is limited by the on-resistance of the
blocking junction, the improvement can be a factor of 400 (for SiC over Si) or more.
This is the case for switches with breakdown voltages of around 600 V or more.
The higher the breakdown voltage is, the larger the advantage of using a WBGS.
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Table 10.1 Properties of semiconductors

Semiconductor Si SiC GaN Ga2O3 C

Bandgap energy Eg (eV) 1.12 3.2 3.4 4.9 5.5
Critical field EC (MV/cm) 0.3 3 4.9 10 13
Mobility μn (cm2/Vs) 1350 950 1000 180 4500
Rel. Dielectric constant εr 11.9 10 10.4 10 5.7
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Fig. 10.1 Unipolar specific on-resistance versus breakdown voltage for WBGS

However, for vertical high voltage devices, the specific resistance of the wafer can
be in the range 0.1–0.5 m
cm2, indicated in Fig. 10.1.

Silicon CoolMOS super junction transistors are better than the unipolar limit.
Silicon insulated gate bipolar transistors (IGBTs) for high voltage applications are
bipolar rather than unipolar in operation, and therefore fall below the line. High
injection of minority carriers will, therefore, reduce the specific on-resistance as
indicated in Fig. 10.1. Due to lower minority carrier lifetime in WBGS, high
injection lowering of the resistance hasn’t been demonstrated except in a few cases.
However, the on-resistance of unipolar WBGS switches is lower than silicon IGBTs
anyway. Without the minority carrier charge injection, the WBGS switches have
lower switching losses and faster switching, thereby allowing higher operating fre-
quency. This results in further savings, since the passives, and especially magnetics,
can be made smaller in volume and weight.

One advantage of WBGS that hasn’t been fully exploited, although it was
suggested early, is high temperature operation. When semiconductor devices are
heated (from the environment or from self-heating) thermal generation of electron-
hole pairs increases the intrinsic concentration ni. Initially, this is seen as increased
noise or leakage currents that can be handled, but at some temperature the
extra thermally generated current will influence circuit operation. At high enough
temperatures, some switches will inadvertently turn on, and could short-circuit the
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Fig. 10.2 Intrinsic concentration versus temperature for different WBGS

supply voltage. When minority carrier generation is high enough, the p-n junctions
no longer block or rectify current, and the circuit will fail destructively. Silicon
circuitry can operate up to 250 ◦C, and SOI circuitry slightly higher thanks to the
dielectric isolation of the buried oxide. However, SiC circuits have been routinely
tested up to 500 or 600 ◦C, and there are even results of operation up to 800 ◦C.
Since the intrinsic concentration ni depends exponentially on the energy bandgap
Eg, see Eq. (10.2) and Fig. 10.2 [3], we can predict that SiC and other WBGS can
work above 1000 ◦C. Instead it is the metallization that would tend to fail sooner
than the semiconductor.

ni = (NC NV )0.5 exp
(−Eg/2 k T

)
(10.2)

Radiation hardness is expected to be better for all WBGS, since the ionization
energy is proportional to the bandgap energy: for the same radiation energy,
less carriers will be generated. The binding energy between the elements is also
higher than silicon, at least for SiC and diamond, which increases the hardness
to destructive displacement damage from radiation. For unbiased or low voltage
ICs in SiC this has been demonstrated to some extent [4, 5], but for high voltage
SiC devices under reverse bias this is not necessarily the case [6]. If the radiation
hardness can be shown to be ten times higher, there are space applications in
near Earth orbit that could benefit from less weight for shielding and longer
operation. However, the large opportunity is probably terrestrial: oil and gas drilling,
aerospace, gas turbines, and nuclear energy generation.

One extreme environment application that we propose for ICs using WBGS is
space exploration, specifically Venus. With a surface temperature of 460 ◦C, a Venus
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Lander with silicon electronics will only last a few hours before it is overheated
(https://en.wikipedia.org/wiki/Venera), whereas a WBGS based lander is not limited
by the extreme temperature [7–9].

10.2 Technological Considerations

The first technological consideration is the availability of high quality low cost
wafers. Silicon technology has a head-start, presently using 300 mm wafers. SiC
wafers are still 100 times more expensive per unit area, after 30 years of focused
development, but now there are 200 mm wafers available. GaN was initially grown
on sapphire or SiC wafers, but there is also work on improving GaN growth on
silicon, which would reduce the wafer cost enormously, and make large wafer sizes
available. Diamond has always suffered from expensive small diameter wafers, even
with work on CVD deposition on other wafers. This is where Ga2O3 comes in. The
growth process can be made from a melt, similar to silicon bulk growth, thereby
potentially offering large diameter low cost wafers.

Secondly, doping control is necessary for device and circuit fabrication. Both n-
type (donors) and p-type (acceptors) need to be identified for all WBGS. SiC has
the best balance of dopant activation energy and carrier mobility, both n-type and
p-type dopants are available with reasonable mobility. However, ion implantation
requires annealing at temperatures of around 1600 ◦C, which has made self-aligned
MOSFETs challenging [10]. In GaN, finding a p-type dopant has been a challenge,
and the mobility is low. However, for GaN HEMT structures the 2D high electron
mobility channel is created by using an AlGaN gate. This technique can be used for
both high frequency and high voltage devices. Diamond still does not have reliable
n-type doping, so device types are limited to JFETs and MESFETs, which reduces
choices in terms of IC solutions. Ga2O3 has n-type dopants identified with low
mobility, and unknown p-type dopants with extremely low mobility (single digits).

Since ion implantation in SiC requires high annealing temperatures to remove
damage, technologies have been explored that do not need ion implantation [11].
Epitaxially grown layers with different doping are dry etched to form the devices,
much like in compound semiconductor technology (GaAs, GaN), see Fig. 10.3.

The next challenge is finding a gate oxide for WBGS MOSFETs. The valence
and conduction band offsets are reduced when we replace silicon with SiC in a
MOSFET, which increases tunneling and gate leakage currents. As we go to wider
bandgaps this drawback worsens. When the high critical electric field for breakdown
is exploited in the blocking region of a switch, the electric field in the gate oxide
has to be taken into account; otherwise Fowler–Nordheim tunneling will quickly
degrade the oxide properties. High-K dielectrics are not necessarily a solution since
they usually have lower bandgap energy and lower critical field than silicon dioxide.
For GaN the HEMT structure is used instead of MOSFET. For diamond and Ga2O3
we will probably have to work with MESFET topologies.

https://en.wikipedia.org/wiki/Venera
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Fig. 10.3 Bipolar transistor, resistor, and capacitor in SiC without ion implantation

Ohmic contacts are in general a challenge for WBGS since the wider bandgap
in combination with midgap fermi level pinning leads to high Schottky barriers.
Although SiC technology is far from the advanced processing of silicon ICs
[12], some processing techniques like CMP and self-aligned contacts have been
transferred [13, 14].

On the other hand, the merged p-n Schottky diode or junction barrier Schottky
diode (MPS or JBS) is a very successful diode in SiC, and was the first commercial
device, nowadays available in voltages from 600 V to 2500 V. The Schottky junction
with a barrier of around 1 V has low leakage current and has no minority charge
storage, leading to low switching losses. SiC MOSFET switches are commercially
available in the voltage range 600–1700 V. The development of these devices
started in the 1990s, and has taken more than 20 years. JFETs and bipolar junction
transistors (BJTs) [15] have also been investigated. GaN/AlGaN was initially
developed for blue and white LEDs and high frequency transistors, but has lately
become interesting for high voltage devices as well. This is mainly due to the hope
that less expensive silicon wafers can be used for GaN lateral power devices [16].
However, these are limited to a few kV, unless a costly partial wafer removal process
is used, otherwise the breakdown will occur in the underlying silicon wafer.

A power switch for large currents (100 A) is sectioned into cells (multiple small
transistors) that are connected in parallel with multiple layers of metal for minimum
series resistance. The edges of the devices have complex edge termination to support
the reverse voltages. By adding device isolation, the step to making ICs is not that
large. Passive devices can be added, for instance resistors utilize doped regions of
the transistors, and capacitors can be made between metal layers, see Fig. 10.3.



172 C.-M. Zetterling et al.

ICs in WBGS are mostly considered for high temperature operation, since in
comparison to silicon technology they are inferior at room temperature. The size
of transistors is much larger, current levels higher, and gain and efficiency lower. It
is only GaN circuits for high frequency (a few transistors with matching networks)
that can compete at room temperature. Ga2O3 and diamond will not be considered
in the following sections, since circuit topologies are limited by only having one
channel polarity.

Finally, packaging is a challenge, both for high voltage devices (new types are
appearing) and for high temperature operation. Ceramic packages can probably
operate above 250 ◦C, but they have not been certified for this use since there has
not been a need from industry.

Operating ICs at 500 ◦C is a reliability nightmare, and testing them is even worse.
Most reliability testing is done as highly accelerated stress test (HAST), but this
implies designing circuits that could operate at higher temperatures than 500 ◦C.
Although most WBGS would allow this, most metallization does not. Refractory
metal silicides have to replace Al and TiW, and this has led to development of self-
aligned metallization similar to silicon technology [13, 14].

10.3 Design Considerations

Several IC technologies have been explored in SiC: Bipolar [11], CMOS [17],
NMOS [18], JFET [8–10], and MESFET [19], and they each have their advantages
and drawbacks. In GaN, IC technologies are limited to HFET [20] and MOSHEMT
[20, 21]. Circuit topologies are limited if only one channel conductivity type is
available, and devices are normally on. The many technologies being investigated
is because self-aligned SiC CMOS is not available, otherwise it would probably
dominate high temperature ICs just like silicon CMOS ICs dominate at room
temperature.

Another challenge is that for operation in a wide temperature range from room
temperature (RT) up to 500 ◦C, many device parameters change much more than
for electronics designed in commercial or military temperature ranges. For bipolar
junction transistors (BJTs) the built in voltage of the base-emitter junction is reduced
by 2 mV/◦C, or 1 V for 500 ◦C. For BJTs this voltage is around 2.5 V at RT,
compared to 0.7 V for silicon at RT, leading to the need for larger supply voltages.
Threshold voltages for MOSFETs can be reduced by as much as 1 V per 100 ◦C,
due to interface trap activation. For normally off operation at the highest operation
temperature, this implies much higher threshold voltages at RT, and thereby higher
supply voltages and more power are needed.

Current gain for BJTs is reduced by about 50% from RT to 300 ◦C and then
stabilizes due to competing mechanisms for dopant activation and minority carrier
lifetime increase in the base region; see Fig. 10.4. The sheet resistance of the doped
layers used for integrated resistors varies with temperature due to dopant activation
and mobility reduction at higher temperatures; see Fig. 10.4. The largest variation
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of sheet resistance occurs for p-type resistors. Capacitors can be made more or less
temperature independent if they are made using interlayer dielectric and metal, but if
voltage controlled capacitors are needed (either MOS- or p-n junction-based), there
will be a temperature dependence to take into account in the modeling.

For simulation, compact device models are needed that include the temperature
dependence over the entire range [22]. An alternative route is to use binned models
for discrete temperatures (RT, 100, 200, 300, 400, and 500 ◦C) and to run several
simulations to ensure proper operation at all temperatures.

For analog designs, standard negative feedback techniques are used to stabilize
gain in amplifiers and other circuits. On-chip resistor divider networks can be used,
but the resistors must be made with a similar layout and in the same device layer, so
that temperature coefficients are identical, see Fig. 10.5. As long as the minimum
open-loop gain for any intended temperature is much higher than the requested
closed-loop gain for the circuit, this is achievable [23, 24].

For digital designs, the good news is that noise margins are not an issue, see
Fig. 10.6. Since larger supply voltages will be used, several volts of noise margin
can be achieved over the entire temperature range [25]. The drawback is that this is
at the expense of power consumption. In the SiC community, ICs are considered
low-voltage designs (at 15–50 V) but this is certainly not so in comparison to
silicon (1 V).
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10.4 WBGS IC Examples

In any application where a WBGS switch would be used in an extreme environment
(high temperature or radiation), it is of interest to develop gate drivers and other
control circuitry using WBGS ICs that can be mounted close to or co-packaged
with the switch. In this way, the inductive loss in long cables can be avoided.
Applications include photoelectric energy conversion, electric or combustion motor
control, nuclear energy generation, and power conversion in general. There are also
low power applications with sensors instead of switches, in extreme environments.
In this case amplifier and analog-to-digital conversion (ADC) ICs close to the sensor
can improve signal to noise ratios.

The first example is the driver needed for a high voltage switch to supply the gate
voltage for a FET, see Fig. 10.7, or base current for a BJT. The driver can be made
in CMOS technology [27] or bipolar technology [28]. The challenge is to be able to
supply enough current at voltages in the range of 48 V [29]. Lateral MOSFETs [27]
or lateral BJTs [30] have been used.

Another example is the linear voltage regulator with external or integrated switch
[18, 26], see Fig. 10.8. For better conversion efficiency, but at the cost of external
capacitors and inductors, DC/DC conversion can be used. The possible savings
have been demonstrated at room temperature with SiC switches and silicon control
circuitry [31], but SiC and GaN control circuitry have also been demonstrated at
lower total power [32, 33].

If the power converter needs advanced protection from overvoltage, short circuit
currents or high temperature, or other digital control, digital building blocks are
readily available. CMOS, JFET, and bipolar technologies (see Fig. 10.9) have been
demonstrated in the range 400–800 ◦C [8, 9, 17, 25].
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Fig. 10.7 A driver circuit and packaged switch
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Fig. 10.9 TTL inverter

For analog-to-digital conversion (ADC) the relevant building blocks have been
demonstrated [34], including digital-to-analog conversion (DAC) [34, 35], bandgap
voltage references [36], comparators. Even UV detectors [37] and building blocks
for radios have been demonstrated at 500 ◦C [38]. Higher levels of integration
have also been achieved. To demonstrate the possibility of VLSI circuits, a 2-
bit arithmetic-logic unit (ALU) with 720 transistors and resistors was made and
characterized up to 500 ◦C [39], see Fig. 10.10. However, for complex mixed signal
building blocks, it is clear that SiC ICs can never compete with silicon at room
temperature [40]. It is only in applications requiring temperatures above RT that
SiC or GaN ICs can be the choice.
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Fig. 10.10 TTL ALU with 720 devices [39]

10.5 Conclusion

Although IC technologies in WBGS, including SiC and GaN, cannot compete
with silicon at room temperature, in extreme environments where silicon no longer
operates it can be an enabler for power management and other applications in
aerospace, oil and gas drilling, and nuclear energy generation.
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Chapter 11
On the Limits of Driving Wide-Bandgap
Transistors

Jef Thoné and Mike Wens

11.1 Introduction

The push for decreasing carbon emissions and the increased electrification of our
society drive the need for more efficient power conversion technologies. Over the
last decade, the semiconductors silicon carbide (SiC) and gallium nitride (GaN)
have found their application in wide-bandgap power transistors. They potentially
offer large efficiency improvements for switching power converters over traditional
silicon semiconductors, based on their faster switching properties, lower gate drive
losses combined with higher breakdown voltages, lower specific Rdson, and ability
to function at elevated temperatures.

The faster switching slopes that are characteristic for wide-bandgap transistors
(100 V/ns and higher) yield specific challenges for the design of the gate driver,
levelshifting, isolation, and overall (isolated) supply system. The lower specific
Rdson yields physically smaller output stages, which pushes the need for a good
thermal interface and higher efficiency.

Design of the right gate driver for wide-bandgap transistors is a complex
art, putting well-mastered gate drive techniques out of their comfort zone. This
pushes the driver designer to look for new state-of-the-art topologies that require
a combination of high-end analog design, time-critical and high-current high-power
design. This article treats some of the primary challenges related to wide-bandgap
gate driver design.
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11.2 Switching Losses Revisited

The switching losses incurred when hard switching a power half-bridge can be
generalized as follows:

• Gate loss: the power needed to drive the transistor gate;
• Coss loss: output capacitance loss;
• Rdson loss: the Joule loss in the transistor on-state resistance;
• Switching loss: the power lost in the switching edges at non-zero output current;
• Reverse recovery loss: power lost through reverse recovery charge.

11.2.1 Gate Loss Pg

When designing a gate driver for a power transistor, the gate charge Qg is an
important parameter. It is the total charge needed to charge the gate between its
off- and on-state with a specified gate-source and drain-source voltage swing. As
the Cgs and Cgd are non-linear capacitors, the gate charge is the best parameter to
assess the complete charge to be delivered to the gate. The power needed to drive a
gate with a gate charge Qg, gate voltage Vg, at a switching frequency fsw is presented
in Eq. (11.1). Note that the loss is independent of the rise- and fall-time of the gate
voltage.

Pg = Qg.Vg.fsw (11.1)

As shown later, a popular FOM for benchmarking power transistors is Rdson·Qg.
As Qg depends on the physical area of the device (assuming similar tox), this FOM
will tell how area efficient a transistor is for a given Rdson.

The power delivered to the predriver circuit to drive the gate is dissipated—50/50
by the pull-up and the pull-down predriver. Throwing silicon area at the predriver
is typically cost limited, which is why for larger gate losses (Pg > 0.5 W), it is
economically wise to use external gate drive resistors, which will burn the majority
of the gate loss power, depending on their ratio with the predriver impedance.

11.2.2 Output Capacitance Loss PCoss

In a switching transistor, Coss (equivalent Cgs + Cgd) is charged and discharged with
the switching voltage Vsw at a switching rate fsw, forming the output capacitance loss
as presented in Eq. (11.2). The Coss parameter is also found in a typical power FET
datasheet, and allows the designer to estimate the power loss contribution by its
inherent capacitance. In a buck converter half-bridge configuration, depending on
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the switch timing, half of the PCoss is charged by the load, leading to half the PCoss

losses as compared to an unloaded half-bridge.

PCoss = Coss.V
2
g .fsw (11.2)

11.2.3 Rdson Loss PRdson

Rdson loss is due to the rms drain-source current flowing through the power FET in
on-state:

PRdson = Rdson.I
2
ds_rms (11.3)

The specific Rdson [
·mm2] of the device is another important FOM to compare
transistors—the smaller the more area efficient. Unfortunately, for commercial FETs
this is a parameter that can only be estimated by the package size XRAY or
decapping.

11.2.4 Output Switching Losses Psw

For hard switching applications, where the outputs exhibit a limited rise- and fall-
time (tr and tf ), Iout being the momentary current flowing through the switch, Vsw
being the voltage swing at the output, and fsw the switching frequency dissipates an
average power as presented in simplified Eq. (11.4):

Psw = Vsw.Iout.
(
tr + tf

)
.fsw/2 (11.4)

Wide-bandgap technologies like GaN and SiC provide potential benefits with
respect to output switching losses: the shorter the switching slopes at the output, the
lower the losses for a given frequency. In a real world setup with track inductance,
capacitor ESL and bridge parasitic inductances, faster—more harmonic rich—
slopes will induce more and higher magnitude ringing. This is unwanted from an
EMC point of view, as well as transistor voltage rating point of view. A trade-off
needs to be made between the switching slopes, the parasitic inductance present in
the circuit, and the circuit voltage rating.

11.2.5 Reverse Recovery Losses

Silicon diodes exhibit a reverse recovery current when going from forward conduc-
tion to reverse conduction [1]. This is visible as a reverse recovery charge Qrr that
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is flowing while the diode is turning off, which is flowing on top of the average
current. This will cause additional switching losses in the switch turning on.

The reverse recovery current Irŗ reverse recovery time trr and reverse recovery
charge Qrr, are intrinsic diode parameters, and depending on

• The forward diode current before turning off;
• The slope of the diode current while turning off;
• The applied reverse diode voltage;
• Ambient temperature.

Prr = Qrr.VSW.fsw (11.5)

The (idealized) charges leading to switching and reverse recovery losses are
depicted in Fig. 11.1, with Vq the transistor drain-source voltage, Iq the transistor
current, and Id the diode current.

The five main charge contributors to the switching losses are depicted in the
colored areas of Fig. 11.1.

• Area 1 and 4 represent the normal switching charge.
• Area 2, 3, and 5 represent additional charges that are due to reverse recovery

conduction of the diode.
• Area 3 and 5 represent the reverse recovery.

The rise- and fall-time of the current switching from the diode to the transistor is
limited by the parasitic inductance in the construction of the power module, which
has a negative impact on the overall switching losses [2].

Reverse recovery current is much less in SiC as compared to Si (about 30% of
comparable Si diodes) [3], and inherently not present in GaN transistors.
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Fig. 11.1 Switching and reverse recovery losses
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11.3 Benchmarking

SiC and GaN transistors provide technical advantages compared to traditional Si
transistors, but benchmarking is needed to make an impartial comparison. The most
widely used FOMs are gate charge vs Rdson [4], and breakdown voltage vs Rdson [5],
typical graphs are depicted in Figs. 11.2 and 11.3. These parameters on itself are not
so relevant if not compared in a tangible and normalized case.

11.3.1 Benchmarking Based on Qg

A selection of six high voltage transistors (two Si, two SiC, and two GaN devices)
was made for benchmarking the losses for a given load case, with a given Rdson vs
Qg as presented in Fig. 11.4.

In general, the following FOM = Rdson·Qg holds (valid for 1.2 kV transistors):

• SiC devices = 2–10 m
·uC
• Si devices > 100 m
·uC
• GaN devices < 0.5 m
·C

This suggests that GaN devices are far more efficient in combining low gate
driver losses with low output impedance.

As use case, one SiC, Si, and GaN FET were selected from Fig. 11.4, and
normalized to a fixed Rdson of 5 m
, 600 V, and 100 A load, to provide a fair
loss comparison. Pg vs. fsw is depicted in Fig. 11.5. In general, the power devices
are liquid cooled, in contrast to the gate driver board, which may be enclosed and
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Fig. 11.3 Gate charge vs
Rdson for Si, SiC, and GaN [4]

does not have active cooling. Practical gate driver board thermal constraints limit
the gate driver dissipation to 1–3 W.

11.3.2 Benchmarking Based on Ploss

The same devices used in Sect. 11.3.1 were used to provide a fair loss comparison.
Ploss consists of Pg, Psw, PCoss, and PRdson. Prr loss was not included in this
comparison, as it is only representative for Si power transistors.
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Figure 11.6 shows that at low switching frequency (1–2 kHz), there is little value
in GaN and SiC vs Si. Above 10 kHz, the loss behavior for SiC and GaN is very
similar, with the main difference found in the switching losses.

11.3.3 Benchmarking Based on Specific Area

As noted in Sect. 11.2.3, the specific Rdson is seldom available for commercial
power devices, and an estimate based on the package size needs to be done. When
comparing the three reference devices of Sects. 11.3.1 and 11.3.2, the following
specific Rdson values are estimated:
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• SiC (SKM350MB120SCH15): 19.5 
·mm2

• GaN (VM40HB120D): 125 
·mm2

• Si (APT28M120B2): 244 
·mm2

This shows that for 1.2 kV applications, the largest power density can be obtained
using SiC based devices (5–10 times smaller than GaN or Si). For 600 V devices,
GaN devices have an unbeatable specific resistance, but the thermal system design
becomes increasingly challenging.

11.4 Design Trade-Offs

11.4.1 Challenges for Wide-Bandgap Drivers

Gate drivers for wide-bandgap transistors have their specific design challenges,
which were less prominent in the era of “old-school” power semiconductors pre-
drivers. The following table lists a (non-exhaustive) list of challenges and how they
can be tackled for GaN and SiC based power converters.

The focus of the next paragraphs will be on slew-rate control of the output stages,
which forms one off the key techniques to trade-off efficiency versus EMI.

11.4.2 Gate Driving Principle

A gate driver controlling the Vgs of a power transistor will pass different three
different phases in its off-to-on (or on-to-off) transition, as depicted in Fig. 11.7.
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Challenge Limits GaN SiC

Gate loop
inductance

Achievable dIg/dt and
excessive ringing

Low inductive layout,
keeping the gate-source
loop inductance small

Low inductive layout,
laminated gate-source
connections to limit the
self-inductance

Current programmable
slope-control of the gate
trading efficiency vs
EMI performance

Resistor programmable
slope-control of the gate
voltage trading
efficiency vs EMI
performance

Integrated
predriver + power stage
design

Miller clamp and
negative gate bias to
avoid parasitic turn-on,
at the cost of increased
gate loss

Supply loop
inductance

Achievable slew-rates
(>100 V/ns) and
required derating of the
power devices

Integrated
predriver + power stage
design

Laminated bus-bar
designs, limiting the
self-inductance

Co-design of thermal
and power interface

Low inductance and
parallelized supply
decoupling

Active slew-rate control Multiphase control
Accurate gate
voltage
control

Achievable power
density and robustness
versus gate oxide
breakdown

Low gate swing
(typically 5 V) requires
regulated and preferably
programmable gate
voltage control

SiC behaves as a
voltage controlled
resistor, so keeping the
Vgs as close as possible
to breakdown is
preferred

Short-circuit
capability

Higher power density
and inherent smaller
thermal mass limit the
short-circuit capability

Fast short-circuit
detection circuitry

Fast DESAT detection
circuitry (<<1 μs), or
combination with
Rogowski sensing

High
slew-rates

Levelshifter and isolator
common-mode transient
immunity (CMTI)
performance

Custom levelshifter
designs

High CMTI capable
isolators

1. In the precharge phase A, the gate is charged until it reaches the transistor
threshold Vth.

2. Beyond the threshold Vth, the load current will start to flow in the power
transistor, and when high enough Vds will start to slew down. The slewing Vds
injects a charge into gate through Cdg, counteracting a further increase of Vgs. A
balance exists between the charge delivered from the gatedriver and the charge
evacuated through Cdg, keeping the Vgs quasi constant at the Miller plateau
phase B.
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Fig. 11.7 Principle gate driver voltage waveforms

3. Once the Vds has completely slewed down, the Cdg charge injection stops, and Vgs
can further charge through its post-charge phase C, where the power transistors
reaches its nominal Rdson.

The precharge A and post-charge C phases are ideally minimized at the benefit
of:

• Maximal dutycycle range;
• Minimizing free-wheeling losses;
• Minimal joule losses in the power transistor, by minimizing the time to reach its

nominal Rdson.

The Miller plateau phase B is a trade-off between predriver strength, board layout
quality, and supply system quality [5], and can be estimated from the specified gate-
drain charge (at a specified Vds swing) and predriver impedance, as shown in Eq.
11.5.

tB = Rg.
QGD

VDD − (Vth + Vdsat)
(11.6)

Note that a Miller plateau is not necessarily present: in case of inductive loads,
depending on the current direction, the output is pulled high/low during the non-
overlap of low and high-side drivers, and both Cdg as Cds are (dis)charged through
the load—before the Vgs transient has occurred.

A gate resistor—either in the form of an effective resistor or the inherent
predriver impedance is a trade-off:
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• Dissipating the gate loss in the gatedriver is costly (die area) or impossible (lack
of cooling), and a gate resistor keeps the power outside of the die package.

• Inherent gate-source parasitic inductance may cause excessive ringing of the
gate. Since for OTS power FETs the inductance is not controllable, adding a
gate resistor will limit dIg/dt [6].

• Lack of Kelvin gate connections may also cause excessive ringing beyond the
safe gate-source voltage levels. Similarly, adding a gate resistor will slow down
the Miller plateau, and slow down the Ids changeover.

11.4.3 Multiphase Turn-on/off and Slew-Rate Control

Keeping the precharge and postcharge time minimal makes sense to keep the non-
overlap times minimal and dutycycle range maximal. This can be implemented in
several ways, depending on how much gate loss is expected. For Pg < 0.5 W, and a
decent thermal interface for the gate driver, it is possible to drive without external
gate resistors, using programmable and dynamically switched current sources (e.g.,
Texas Instruments DRV8301). For Pg > 0.5 W external gate resistors are mandatory
to keep the predriver area contained.

Multiphase turn-on and turn-off schemes can be devised that modulate the gate
resistance Rg during phase A and C. This can be done in closed- and open-loop. An
example of closed-loop control use gate voltage comparators is referenced in [7]. In
open-loop programmable time delays can be used to dynamically modulate Rg, but
will require upfront knowledge about the power transistor dynamics. Clearly, using
external gate resistors puts a practical limit to the granularity of gate strength control
that can be applied: each resistor requires a separate (internal) driver + IO, with its
own board space and inherent parasitics.

The inherent fast switching capability of GaN and SiC transistors goes hand in
hand with a low-inductive gate driver and supply system design. On one hand, fast
switching edges are required to minimize switching losses, on the other hand the
inherent package and supply inductances and involved ringing will require a method
to keep the slew-rate under control, trading-off efficiency versus EMI performance.

11.4.4 Solutions for GaN Gate Drivers

A custom gate driver for GaN transistors was developed by MinDCet, the
MDCD074, keeping in mind the right trade-offs to meet the stringent requirements
of high dV/dt (>100 V/ns) operation characteristic for GaN transistors. The design
was done in 0.18 μm SOI, featuring both high-side and low-side pre-drivers.
The internal gate driver supply generation is implemented with a chargepump
assisted bootstrap circuit, allowing 100% dutycycle and safe start-up. The resistive
levelshifters were specifically developed to meet the fast common mode transients,
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Fig. 11.8 Block diagram of the MDCD074 GaN driver ASIC

combined with short propagation delay (<10 ns) and low and high-side delay
matching to within one 1 ns.

Tight control of the gate voltage is an inherent reliability requirement for GaN
transistors, and is achieved by using on-chip programmable floating LDOs, which
avoid unwanted overcharging through the bootstrap circuits. Undervoltage lockout
circuits make sure the gate driver goes into a safe state in case of a power failure.

The block diagram of the MDCD074 is presented in Fig. 11.8.
As one of the first adopters of GaN in switching power stages, we combined the

MDCD074 with GaN power transistors in a power module called GaNyMAD. It
features Alu-core PCB with CoB (Chip on Board) assembly, which allows for an
optimal thermal design—respecting low inductance driver design in a very compact
floorplan. The GaNymad module is presented in Fig. 11.9.

11.4.5 Solutions for SiC Gate Drivers

A custom SiC gate driver was developed in 0.18 μm SOI, keeping in mind
the challenges as listed in the table of Sect. 11.4.1. As the majority of SiC
gate drivers are simple buffers without intelligence—and SiC is challenging to
drive—intelligent gate drivers are becoming a necessity. For that reason many
programmable configuration and safety related features were implemented. One of
the key features is the internal diagnostics, which allows for realtime cross-checking
of the driver state versus its control inputs, fast desaturation detection (<1 μs)
with programmable thresholds, and fast high dynamic range gate comparators. The
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Fig. 11.9 MCD074 GaN
driver combined with 90A
GaN FETs into the
GaNyMAD module

Fig. 11.10 SiC gate driver for 3uC SiC FETs, featuring multiphase turn-on and off, and automatic
Miller clamp driving

floorplan of the driver was developed to limit parasitic inductance to an absolute
minimum, allowing to achieve gate drive currents in excess of 10 A with propagation
delays below 50 ns. A self-latching separate Miller clamp driver was implemented,
tying the gate voltage of the SiC FET negative to its source as a remedy for parasitic
turn-on.

A block diagram of the developed driver is depicted in Fig. 11.10.
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11.5 Conclusions

There is a clear efficiency benefit for GaN and SiC when switching at higher
frequencies, which will lead to longer battery life and more compact and lighter
drives with less heat to be evacuated.

Getting the maximal performance out of wide-bandgap transistors requires a
custom gate driver, due to inherent parasitics in the build-up or the combination
of gate driver and power transistor [2]. Neglecting one of the aspects (gate-loop,
parasitic turn-on . . . ) will result eventually in decreased lifetime of the system.

The optimal gate driver solution combines speed with high-drive strength.
Integration of the complete gate driver system is a necessity to cope with the high
switching node dV/dt. Full integration of the driver with the module is the key to a
successful power module, combining low parasitics with a good thermal interface.

Future improvements that will stretch the efficiency boundary for GaN and SiC
even further will require integration of the driver inside the power module. This
can be done fully monolithic, as implemented in the SloGaN project, (https://www.
imec-int.com/en/what-we-offer/research-portfolio/slogan), Navitas and Panasonic
[8], or requires a custom SiC power module development. Especially for SiC, a
lot of performance gain is expected by optimizing the power delivery to the driver
stages, through lamination, as well as lamination of the predriver connections [9].
Further developments are ongoing that will focus on isolators with high CMTI, and
isolated supplies with ultra-low parasitic coupling.
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Chapter 12
Challenges in Driving New Generations
of Power Switches for Motor Drive: A
dV/dt Self-Adjusting Architecture for
Superjunction Power Devices

Sergio Morini, Davide Respigo, and Martina Arosio

12.1 Introduction

In recent years, Superjunction (SJ) technology has revolutionized the industry of
high voltage power devices. Power IGBTs and MOSFETs based on SJ technology
are able to overcome the trade-off relationship between breakdown voltage and on-
resistance, better known as the “Silicon-Limit” [1].

The Superjunction structure is characterized by a voltage sustaining layer
composed by the alternation of vertical p and n doped regions, called pillars,
instead of the n- drift region of conventional devices. In Fig. 12.1, the vertical SJ
sustaining layer is used in a trench field effect transistor (FET) structure compared
with the structure of a standard MOSFET [2, 3].

The basic rule for SJ layer design is to satisfy the charge balance condition:

YNND = YP NA

where YN and YP are the widths of the two pillars while ND and NA are their dopants
concentration.

The same total amount of n and p dopant (i.e., the charge balance rule) makes the
sustaining layer behave exactly like the intrinsic n- layer of conventional power
devices in reverse bias. The condition for this is that the pillar region must be
completely depleted before reaching the breakdown voltage for a simple planar ND-
NA diode.
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Fig. 12.1 (a) Standard MOSFET structure, (b) SJ FET structure

So if the technology is able to build very thin pillars, the doping on both sides
can be proportionally increased. When the pillars region is completely depleted, the
electric field is almost linear, slowly increasing with respect to the applied voltage
and behaving substantially as the n- layer from breakdown voltage point of view.

Highly doped pillars provide a low resistance path for the current flow in direct
biasing condition of the junction, making the on-resistance drastically lower than
the usual n- layer. The total p-n junction area is also greatly increased by the folded
shape generated by alternate pillars doping. SJ technology dramatically improves
the on-resistance versus breakdown voltage trade-off with respect to conventional
planar technology.

The SJ structure constitutes the drain-bulk or the collector-base junctions where
it is needed to sustain high voltage. However, SJ power switches have also an
adverse effect. SJ devices, in fact, show a steep jump or discontinuity in the output
capacitance. They are characterized by a gate-drain (CGD) or gate-collector (CGC)
capacitance which is extremely non-linear along the drain-source or collector-
emitter voltage range. This happens because the depletion of the sustaining layer
is non-linear too. When the pillars region is not fully depleted, as in Fig. 12.2a,
even a small voltage increase requires a large movement of charge, which results
in a large measured output differential capacitance. The junction is a “huge highly
doped diode.” When the edges of the depletion region along the pillars are instead
connected, as in Fig. 12.2c, and this happens quite abruptly, the further increase of
the applied voltage can occur with a very small movement of charge which results
in a very low measured output capacitance. The junction is equivalent to a thick
depleted n- region, where capacity depends on the thickness of the pillars, which is
an independent parameter of the technology.

This capacitance is fundamental for switching speed transients. Many applica-
tions (e.g., motor drives) require to turn on the switch when VDS is high, in other
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Fig. 12.2 The non-linear depletion of the SJ structure at (a) small applied reverse voltage, (b)
medium applied reverse voltage, and (c) high applied reverse voltage

Fig. 12.3 dV/dt
characteristics for SJ
MOSFETs VDS

dV/dt slow tail

Switching loss area

Fast
dV/dt

Miller Plateau

VGS

IDS

words there is an overlap between high voltage and high current during the turn-on
switching event. In those applications, called “hard-switching,” a very steep VDS
voltage transient, called dV/dt is present.

The power switch turn on transient is usually performed by applying the full VGS
to a P-channel driving MOSFET (see Fig. 12.4) whose source is connected to local
supply and drain to the gate of the power switch itself. So initially, the pmos driver
is in saturation and gives his maximum current called Io+. After its drain rises, the
pmos enters into triode region and the drain current starts decreasing. However, Io+
is usually almost stable until the external power transistor threshold. Consequently,
the Io+ value is fundamental for the switching speed.

The fast transient is mitigated by the CGD Miller multiplication factor in standard
planar power transistor technology, this fact has been implicitly used in most motor
drive systems for a coarse, but effective dV/dt setting. In fact, the Io+ current almost
fully flows into CGD during the dV/dt and the gate voltage appears flat forming the
“Miller plateau.” If dV/dt doubles his speed, the CGD doubles its apparent value and
the system is somehow self-regulating.

The output switching starts with very high dV/dt in SJ devices (when VDS voltage
is high) and it finishes with a long “slow tail” in the last few volts (when CGD
becomes huge) as it can be seen in Fig. 12.3.
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This dynamic behavior is typical of every SJ device and both very fast and slow
tail transients are not wanted. Furthermore, CGD being a parasitic capacitor, its value
is not usually controlled in production causing a wide lot to lot variation, up to 30%–
300% of the nominal value. So it is important to adjust the voltage slope dV/dt.

Driving a motor with power switches always carries two constraints to be taken
into account. On one hand we would like an as fast as possible dV/dt to limit the
power dissipation, on the other hand we have to not exceed a certain speed limit to
meet electromagnetic interference (EMI) and electromagnetic compatibility (EMC)
specifications and to protect the motor.

Usually the Io+ driving capability of the gate driver is precisely selected to find
the best compromise between these two opposite constraints. By using SJ devices,
instead, is impossible to find a correct single Io+ current value to turn on the device:
the switching speed appears to be too fast and too slow at different moments of the
same switching event.

In this paper, a system is discussed that is able to work in the optimum self-
adjusting operating point for the fast dV/dt portion and to avoid the final slow tail.
According to the motor insulation requirements and to EMI/EMC limitations it is
typically recommended not exceeding a dV/dt limit of approximately 5 V/ns.

12.2 dV/dt Classification

Most electrical motors used in the main appliance market need to be driven with
a sinusoidal phase current with variable frequency and amplitude. The usual way
to provide it is to generate a sinusoidal voltage waveform in the lower frequency
spectrum using pulse width modulation technique (PWM).

The AC signal with variable voltage and frequency is provided to the load by
using power-switching elements (bipolar transistor, MOSFET, IGBT), used to mod-
ulate the voltage applied to the motor, connected in the inverter-leg configuration
illustrated in Fig. 12.4. The “Gate Driver” shown in the figure provides the way to
charge the gate of the power-switching elements towards Io+/Io− current [4].

As an example, for the sake of simplicity, two IGBT transistors are considered.
The IGBT is a unidirectional device, unlike MOSFET’s that have bidirectional
current switching capabilities. In general, the current in the inverter-leg is bidirec-
tional, and can flow from the leg into the motor or vice versa thanks to the use of
freewheeling diodes in parallel to the IGBTs.

In normal operation, the two power-switching devices of the inverter-leg switch
on and off alternatively, but since power-switching devices are not ideal, the turn
on time and turn off time are not strictly identical. Having both devices conducting
at the same time will result in an abnormal rise of current. In order to avoid this
dangerous bridge shoot-through, a so-called dead time (DT) is always inserted into
the control scheme. With this additional time, which is always much shorter than
the semi-period of the PWM, one switch will be always turned off first and the other
will be turned on after DT is expired. Providing DT can on one side avoid bridge
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Fig. 12.4 Inverter-leg configuration with gate driver output stage

shoot-through but on the other side has also an adverse effect. The load current in
an inverter-leg can be positive (first row in Fig. 12.5) or negative (second row in
Fig. 12.5). In both cases, the inverter-leg can be in three situations (as shown): High
switch off, Low switch off; High switch on, Low switch off; High switch off, Low
switch on. The current path is also shown in red.

Depending on the ILOAD direction, the current can flow into the IGBT or in the
diode. If before DT the current was passing through the diode, when the IGBT is
turned off the phase remains stable and the dV/dt, which happens after the switching
on of the complementary IGBT, is defined active. If before DT the current was
passing through the IGBT, when it is turned off, the motor phase has a slope
dependent on ILOAD, i.e., on how much current is flowing into the motor. If the
current is high enough, the phase moves from DC+ to DC− or vice versa inside DT
and the dV/dt is defined totally passive. If the current is lower than a certain level
the phase starts to move but does not reach the opposite DC bus. At the switching on
of the complementary IGBT the phase changes slope and becomes an active dV/dt.
In this situation, the dV/dt is defined partially passive.

The three different types of dV/dt are represented in Figs. 12.6 and 12.7: totally
passive (red and yellow lines), partially passive (green and blue lines), and active
(violet line).
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Fig. 12.6 Negative ILOAD, i.e., flowing from the motor to the inverter-leg

In particular, negative active dV/dt is driven by the switching on of the low
side switch, while the positive active one is driven by the switching on of the high
side switch. In totally passive dV/dt, the slope is entirely inside DT and before the
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Fig. 12.7 Positive ILOAD, i.e., flowing from the inverter-leg to the motor

complementary power device turns on. This kind of dV/dt is out of the control of the
gate driver, as previously said it mainly depends on the instantaneous current in the
load and parasitic capacitances at motor phase node. It is usually sufficiently slow
and no power is dissipated in the active devices. It is always slower than active ones
because current sank from a turned-on power device is greater than the maximum
motor current. Active dV/dt is the only one that has to be regulated.

In Fig. 12.8, a single phase of a motor drive stage and its driver are illustrated in
order to show the nomenclature used in the following paragraphs.

In particular, VB is the high side floating supply voltage; VS is the high side
floating ground voltage; VCC is the low side supply voltage; HO is the high side
floating output voltage; LO is the low side output voltage; HIN and LIN are the
logic inputs voltage. Dboot and Cboot provide the high side floating bootstrap supply.

12.3 Architecture Design

The core of the proposed dV/dt self-adjusting architecture is shown in Fig. 12.9. It
comprises an HV capacitance, two resistances, two diodes, and six comparators. The
concept behind it is very simple: using a linear HV capacitance, integrated on chip,
it is possible to measure the voltage slope (dV/dt) in hard-switching applications
and consequently regulate the next active switching event adapting the Io+ current.
After the “measure” of the fast portion of dV/dt has expired, the current is increased
to a much higher “uncontrolled” level Io+

MAX to “cut” the long secondary slow tail
effect.
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Fig. 12.8 A single phase of a motor drive stage and its driver

Fig. 12.9 Architecture design of the proposed dV/dt self-adjusting architecture
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12.3.1 High Voltage Capacitance

We need an HV (200–1200 V) capacitance connected between HV and LV sides.
During the dV/dt, the charging and discharging of this capacitor requires a current
that can be measured. In our solution, we target a 0.1 pF capacitance, which at
5 V/ns gives 500 μA, a current easily detectable and measurable. The high voltage
capacitance can be external, even if one integrated on chip is preferred. In our
solution we use an integrated one for simplicity, reliability, and cost reasons.

How an HV capacitance can be monolithically built in an IC strongly depends
on specific integration technology, only generic ideas are described here.

Usually a linear high voltage integrated capacitance uses silicon dioxide as
dielectric. To ensure lifetime reliability of this isolation layer it is required roughly
a 3–4.5 μm thickness range for 600 V application, 6–9 μm for 1200 V.

Most HVIC technologies, where HV lies in the 200–1200 V range, are built with
two or more voltage “domains,” where each of them has a local supply in the 3.3–
20 V range. At least one of those domains is free to move up to the HV range
admitted by the technology referenced to another domain. As an example, a first
domain, defined as low voltage, can be tied to 0 V (supplied by 15 V), and a second
domain, the high voltage one, can be freely moved by the application in the range
0–600 V and supplied by a floating 15 V.

The voltage domains are isolated by a “termination” area between them (20–
300 μm wide), which usually cannot be crossed by metal or other interconnection
layers.

Many solutions to build such a small HV capacitance on chip can be used. All of
them can be distinguish in two possible alternative approaches:

• Vertical approach: thick oxide (e.g., 4 μm) must be found. Electrodes can be top
metal and poly or top metal and n+ silicon, as an example. Since it is often not
possible to cross the termination to connect one cap side to LV and the other to
HV, an internal bonding (i.e., both ends of bonding wire on the same chip) can be
used. Eventually two or even more metal pad-poly caps can be connected in series
to withstand the voltage with a floating bonding as interconnection (see Fig.
12.10). In case a 4 μm oxide is available between top metal and some conductive
layer below, a vertical cap for 600 V range is feasible in a reasonable area. In
fact a 120 μm × 100 μm capacitance gives a 100 fF capacitance, considering
the silicon dioxide dielectric constant εr = 3.8. While in case of 8 μm oxide,
suitable for 1200 V applications, 240 μm × 100 μm gives the same 100 fF
capacitance.

• Lateral approach: use of long top metal wires at the minimum distance needed
by the voltage rating all along the termination (see Fig. 12.11). Be aware of
vertical voltage limits between wires and termination or substrate below. In this
case, using the parallel plate capacitance formula can be misleading since fringe
capacitance is by far dominant (e.g., εr = 3.8, 2 wires 1 μm thick, 2400 μm
long (termination rings are often in the mm range), 4 μm distance gives 20 fF
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Fig. 12.10 Vertical approach to build an HV capacitance integrated on chip

Fig. 12.11 Lateral approach
to build an HV capacitance
integrated on chip

using the parallel plate capacitance formula. Instead, 101 fF is calculated when
including dominant fringe effect contributions.)

12.3.2 dV/dt Self-adjusting Sensing Circuit

The dV/dt validation and measurement are performed connecting the HV capaci-
tance to local supply (VCC for the low side and VB for the high side) through a
resistance and a protection Zener diode both in high side and low side. The positive
active dV/dt slope is determined by the turning on of the high side power transistor,
so its measurement is performed locally in the high side. During the positive slope,
the HVsense node is pulled down and the voltage difference compared to the static
value VB is proportional to the slope. The situation is specular for the low side. The
RC time constant, where C is the HV cap and R the resistor to the local supply, is
always much less than the active dV/dt duration: roughly 0.1 pF × 10 K
 = 1 ns,
while dV/dt lasts 50–200 ns.

The three comparators, placed on each side to sense the level reached by HVsense
and LVsense nodes, have three different levels of thresholds, being �1 < �2 and
ε � �1, �2. In this way, the logic signal Good (�1 threshold) is active at slower
dV/dt with respect to Fast (�2 threshold), while the logic signal Any (ε threshold) is
active on any active and any passive dV/dt, even the slower ones, but it is not active
during the slow tail. 5 V/ns is the target for active dV/dt, passive strongly depends
on the application, but a possible range is 0.2–3 V/ns. Slow tail is often something
radically different: 40 V/μs, as an example, so it is easy to distinguish it. Actually
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Fig. 12.12 Monitoring of Any to categorize dV/dt types: (a) Totally passive, no comparator is
active after the turn on, (b) Partially passive, Any is active before the turn on, and (c) Active, Any
is active only after the turn on

Any signal does not detect strictly speaking the slow tail, it distinguishes between
active and passive on one side and slow tail or steady state on the other.

As previously specified, we want to measure and regulate only active dV/dt, so
during the measurement we need to distinguish between active, partially passive,
and passive dV/dt. This is performed by monitoring the Any signal in comparison
with the status of the locally driven power switch (Fig. 12.12). Be aware that the
high side ignores the status of the low side switch and the exact DT position, it
receives only the turn on and off timing information to drive the high side switch.

If a partially passive happens, Any is active during the complete dead time
before turning on the power switch, an easy detectable situation. If a totally passive
happens, Any is active during a first part of dead time, then is inactive for the
remaining part of the dead time and remains inactive after the switching on of the
power switch. Care must be put in detecting these situations. In both previous cases,
the measurement is ignored.

Furthermore, when a partially passive dV/dt happens, comparators output can be
unreliable in the valid window, because the active part of the pulse on HVsense or
LVsense nodes has a smaller duration. For example, the duration can be so short that
Good and Fast comparators do not activate at all and using only two comparators,
we cannot distinguish this case from the one where dV/dt is slower than the target.

Since the width of the impulse sensed at the LVsense (HVsense) node is equal
to the duration of the negative (positive) active dV/dt, which is in the order of
hundred nanoseconds (τ = 600V

(5V/ns) = 120 ns), the comparators input signal lasts
sufficiently long to allow the use of a low-speed comparator. Furthermore, the
height of the impulse sensed on LVsense (HVsense) node is set by the values of
the HV capacitance and the resistors, which can be freely chosen; input signals
can be in the Volt range by choosing appropriate resistors. The comparators can
thus be made very simple, we can even use simple CMOS inverters with different
switching thresholds as comparators. CMOS inverters have the great advantage
of not dissipating static power because the static input levels are equal to the
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supply. This is a relevant benefit in bootstrap supplied systems, where static power
consumption in HV needs to be very low.

Therefore, in an active dV/dt event, we can have only four valid combinations of
the three logic signals:

• Good, Fast, and Any signals are active: dV/dt is faster than target.
• Good and Any are active and Fast is not: dV/dt is inside the target range.
• Good and Fast signals are not active, but Any is: dV/dt is slower than target.
• Good, Fast, and Any signals are not active: dV/dt is in the slow tail range.

12.3.3 dV/dt Self-adjusting Regulating Circuit

The Io+ memorization and regulation is performed using a digital register. The
register has an n-bits “active part” whose bits select binary weighted Io+ current
component (i.e., binary weighted width P-channel driving MOSFETs). Each bit
activates or deactivates one of the n P-channel driving MOSFETs connected in
parallel forming the total driving capability required as it can be seen in Fig. 12.13.
There is at least one driving P-channel that cannot be deactivated by the register
because Io+ must have a low level of current that cannot be turned off. Otherwise
Io+ could vanish, the switching event cannot take place, no dV/dt can be measured
and the system could be blocked.

The register can also have an m-bits “buffer part” used to “stabilize” Io+ level in
order to avoid ping-pong effect. These m bits are the least significant ones and have
no direct influence on the Io+ value. An overflow bit can be used for fault condition
detection, in case the max Io+ current available is not sufficient.

To converge towards the correct Io+ needed by the application, the measurement
result can be, as an example, digitally integrated into a register using this simple
algorithm in the three measurement cases:

• Case faster: register value is decreased by 1 LSB.
• Case target: register value is kept unchanged.
• Case slower: register value is increased by 1 LSB.

The signal Any, when it finished to be active, is used to force a much higher Io+
to reduce the slow tail effect. Forcing an Io+

MAX also helps to keep the power switch
fully on by rejecting coupling noise induced by other legs switching.

Conditions which determine the correct Io+ value are slowly changing in time
(due to IC and switches temperature, aging, supply) or not changing at all (switch
used, parasitic capacitance at the phase node), so the system is able to reach the
target and track the changes if needed.

To avoid to strobe wrong measurement results into the register, the dV/dt
measurements must be validated. Each measurement is valid only in a short time
window (500–1000 ns) after the corresponding power device gate has started to rise
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Fig. 12.13 Digital register selecting binary weighted W of P-channel driving MOSFETs

or after Lin/Hin turn on commutation. This will avoid most false measurements due
to, as an example, a huge DC bus noise sometimes induced by other legs switching.

If the Any signal is active before the validation windows (during DT), it means
that a total or partial passive dV/dt event happens. In this case the data must be
ignored and no data is strobed into the register.

The philosophy behind this is that in case of doubt, strobing the result in the
register must be avoided. Strobing a small percentage of wrong measurements can
induce the dV/dt to drift away from the optimum operating point. Ignoring the same
percentage of valid measurements, instead, does not affect the system.

12.4 Simulation Results

The simulations of the proposed dV/dt self-adjusting architecture were conducted
using the 600 V CoolMOS™ CFD7 SJ MOSFET, which is an Infineon’s high
voltage superjunction MOSFET technology with integrated fast body diode. The
simulated system includes also a gate driver and the dV/dt self-adjusting sensing
circuit. The gate driver has independent high and low side referenced output
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channels and it is configured to generate an Io+ current during turn-on switching
events to drive both high side and low side transistors of the inverter-leg.

Each turn-on switching event starts with very high dV/dt (between t1 and t2) and
it finishes with a long slow tail (between t2 and t3) as it can be seen in Fig. 12.14.

During the almost flat Miller plateau, the drive current is flowing into CGD, which
varies as a function of VS. The duration of the t2–t3 interval is 535 ns, a much larger
value than that of the t1–t2 one, which is 152 ns. As it can be calculated, the slope
of the slow tail in the t2–t3 interval is 0.039 V/ns. As it can be seen in Fig. 12.15,
the power dissipation contribution due to the slow tail is not negligible.

The voltage across the transistor decreases from 600 V to 379 mV (the low side
switch VDS voltage at the given current) during the turn-on switching event. The
initial slope is detected by Fast, Good, and Any comparators. In Fig. 12.16, the
output signals of the three comparators are shown together with the LVsense analog
signal. In this example, we can see that the signals are not well stable along the
whole width of the Miller plateau. This happens because we are very close to the
dV/dt target of 5 V/ns.

In Fig. 12.17 the three �1, �2, ε thresholds of the respective comparators are
shown on the LVsense signal. When the LVsense signal is lower than �2, dV/dt is
faster than target; when it is between �1 and �2, dV/dt is in the target range; when
it is between �1 and ε, dV/dt is slower than target; finally when it is above ε, dV/dt
is in the slow tail range. As it can be calculated, dV/dt is equal to 8.59 V/ns in the
t1–t2 interval, 3.58 V/ns in the t2–t3 interval, and 4 V/ns in the t3–t4 interval.

Figure 12.18 represents the negative active dV/dt level with a too fast dV/dt. As it
can be seen from the figure when the low side switch is turned on by the low voltage
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Fig. 12.19 Comparators output signals with target dV/dt

side of the gate driver, the gate of the low side switch starts to rise. During the Miller
plateau, LVsense node is pulled down compared to the static VCC voltage.

All the three comparators detect the active slope, this means that dV/dt is faster
than target. As it can be seen, the expiration of the Any signal will be used to detect
the end of the Fast-dV/dt portion of the turn-on switching event.

Figure 12.19 represents the negative active dV/dt level with a dV/dt in the target
range. Good and Any comparators detect the total slope: this means that dV/dt is in
the target range, but Fast comparator is also active in the first and last portions
of dV/dt, this means we are still close to the target range. In these situations,
comparator outputs are not well stable along the total slope and this has to be taken
into account. As in previous cases, the Any signal will be used to detect the start of
the slow tail portion of the turn-on switching event.

Figure 12.20 represents the positive totally passive dV/dt. As it can be seen it
is slower than active ones, it has a slope of 2.37 V/ns, making Any the only signal
active during the switching event. The positive dV/dt in the figure is a passive one
because the VS node starts to rise immediately after the turn off of the low side
switch and before the turn on of the high side switch.

Figure 12.21 represents the positive partially passive dV/dt with a too fast active
portion. It has been simulated with the same condition as the totally passive one but
with a reduced ILOAD current. As it can be seen, this leads to a dual-slope VS with
a too fast active portion easily distinguishable both in Good and Fast comparator
output signals and HVsense node.
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Fig. 12.20 Comparators output signals with a totally passive dV/dt
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Fig. 12.21 Comparators output signals with a partially passive dV/dt



12 Challenges in Driving New Generations of Power Switches for Motor. . . 211

12.5 Conclusions

A dV/dt self-adjusting architecture composed by a sensing circuit and a regulating
circuit is proposed and detailed in this paper. The sensing circuit was also validated
through software simulations. The obtained results show that the idea is effective in
mitigating SJ adverse effects. Once a complete system-level simulation comprising
the gate driver, the sensing circuit, and the regulating circuit will be accomplished,
the experimental results on a testchip will be conducted to confirm the effectiveness
of the new driving strategy for hard-switching inverters stages proposed.
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Part III
Technology Considerations for

The third part of this book is dedicated to recent developments in the field of
technology innovation in particular where efficient synergy is achieved between the
external interfaces and the internal circuitry for specific application. The different
papers address the aspects relative to different applications.

Chapter 13 by Baljit Chandhoke (GlobalFoundries) talks about 5G mmWave
applications, how 5G new radio standards are driving increasing radio complexity
and cost, and what are the technology requirements of mmWave applications.
This paper concludes with technologies to meet the requirements of 5G mmWave
applications.

Chapter 14 by Maurizio Pagani et al. (Huawei) presents different aspects
in the development of millimeter-wave (mmWave) transceivers. His discussion
introduced critical points due to economic aspects (including market penetration)
and technological challenges. This paper concludes opening new scenarios for
future millimeter-wave applications beyond the present transceiver use.

Chapter 15 by Andrea Onetti (STMicroelectronics) discusses recent micro-
electromechanical systems (MEMS) development. This paper presents the main
opportunities for MEMS-based devices in the fields of smart industry and smart
driving, and discusses the key parameters that qualify high-accuracy sensors: noise,
stability, and tolerance. Some design cases validate the proposed discussion.

Chapter 16 by Arnaud Laville et al. (Melexis Technologies) proposes the devel-
opment aspects of position sensors, in volume, the most prevalent sensor in cars.
The case of fully integrated Hall CMOS sensors is deeply studied since they have to
face challenging operating conditions including wide temperature range (−40◦C
to +160◦C) and electromagnetic compatibility (EMC). These developments are
possible, thanks to design techniques with great synergy between Hall elements
(HEs) and low and high-voltage transistors.

The final two papers deal with the performance reduction in integrated circuit
exposed to radiation, which could be reduced by means of two different approaches.

In Chap. 17, Cristiano Calligaro and Umberto Gatti (RedCat Devices) shows that
in space and avionics environments, the electronic components have to perform a
certain level of radiation hardness, in terms of total ionizing dose (TID) and single
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event effects (SEE). To achieve this, various requirements, issues, and solutions
related to the design of digital and analog ICs for such applications are applied. This
paper shows that radiation-hardened-by-design (RHBD) approach allows to achieve
the target radiation hardness, even with standard CMOS technologies (from 180 nm
to 65 nm) where radiation is extremely affecting the single device performance.

In the last paper (Chap. 18), Marcello De Matteis et al. (University of Milano-
Bicocca) shows how devices realized in scaled technology exhibit good radiation
hardness. This reduces the design effort for achieving the target performance
radiation hardness. This is demonstrated by means of measurement on single
devices irradiated up to 1Grad-TID and with a design case of a pixel read-out chain,
all of them realized in bulk-28 nm technology.

http://dx.doi.org/10.1007/978-3-030-25267-0_18


Chapter 13
Silicon Technologies for the Next Age
of Wireless Connectivity

Baljit Chandhoke

13.1 Introduction

5G is not just a new generation, but a new kind of network. 5G needs scalability
and adaptability across extreme variations in use cases. For IoT Applications which
need to connect to a massive number of things, ultralow cost and ultralow energy
consumption is a requirement. For Ultra Mobile Broadband Applications, extreme
broadband due to applications such as 4K video, gaming, and ultra-high capacity
to support the data rates needed for these applications is a requirement. For Ultra-
reliable mission critical applications such as services to remotely control vehicles,
medical procedures with ultra-reliable links, use cases like autonomous vehicles,
remote medicine, ultra-low latency, and ultra-high reliability is a requirement. Deep
Awareness is needed for proximal and aware services to empower and optimize new
user experiences.
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13.2 Phased Arrays and mmWave Applications

Most of the applications for mmWave use Phased Array Antenna Systems. Instead
of a single Antenna, Phased Array Antenna systems use multiple elements or array
of antennas and do constructive interference for receiving and transmitting the
signal by focusing the energy from the beam in a particular direction. mmWave
applications including Advanced Driver Assistance Systems ADAS Auto RADAR
for automotive collision detection, mmWave back haul, fixed wireless, 5G handset
and infrastructure devices like small cells, femto cells, pico cells, micro cells all
use phased array systems for beam forming. WiGig—Wireless Gigabit Alliance
(WiGig) which provides multi-gigabit per second speed wireless communications
technology operating over the unlicensed 60 GHz frequency band also uses
mmWave beam forming. Satellite communications uses beam forming for Geo
Synchronous satellite communication for mobile airborne applications. Phased
arrays are also being used in Low Earth Orbit LEO Satellite communication for
broadband communications to focus the beam to the satellite and vice versa.

13.2.1 Benefits of Phased Arrays

The benefits of using phased arrays for these applications are to focus the beam
which allows spatial multiplexing where the beam that is being broadcasted is very
narrow beam and is targeted to a single user. On the transmit side each element of
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the array generates power, in addition the array has array gain. Equivalent Isotropic
Radiated Power (EIRP) is the product of transmitter power and the antenna gain in
a given direction relative to an isotropic antenna of a radio transmitter. The EIRP
increases by a factor of N square or 20 Log N. Each element is adding power and
the array adds the array gain to get the N square factor. As a result for the same
EIRP the power per phased array element is lower. At mmWave frequencies, the
antenna dimension shrinks and power levels transmitted by each antenna elements
reduce drastically. This happens because the energy is being concentrated in one
direction. As the transmitter power requirement is reduced, the requirement for each
power amplifier connecting to each phased array element is reduced. This allows the
Silicon based technologies to be used for phased array antennas instead of the three
five semiconductors like GaN, GaAs which are used for high power amplifiers [1].

13.3 Beamforming Architectures

Now let’s look at different types of Beamforming architectures for Phased Array
Antenna Systems. There are three different types of Beamforming architectures

1. Analog Beamforming
2. Digital Beamforming
3. Hybrid Beamforming
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13.3.1 Analog Beamforming

For any Phased Array systems, the ideal separation between elements is λ/2. In the
example shown above, there are four phased array elements separated by wavelength
λ/2 distance. So for a 30 GHz, signal, it will be 5 mm separation between phased
array elements. The front end module (FEM) is comprised of the Switch, LNA, and
Phase and amplitude controller at the receiver and Phase shifter, PA, and Switch at
the transmitter. In Analog Beamforming, the phase shifter does the beam forming
by changing phase to do constructive interference for receiving and transmitting the
signal by focusing the energy from the beam in a particular direction. This is done
at RF Frequency, hence is most sensitive to interconnect losses. Then the signal
from the FEM goes to the power combiner/splitter, followed by up down converter
and ADC/DAC to the base band. In this case for N Phased Array elements there is
only one Digital Front end. The benefits of this architecture are the smallest number
of components, lowest power dissipation. However as the phase shifting is done in
RF bands—this type of beamforming architecture is most sensitive to interconnect
losses and complexity in phase shifting.
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13.3.2 Digital Beamforming

In Digital Beam forming, the phase and amplitude conversion in done in the
digital domain—beamforming is accomplished by digital phase shifting after up
down conversion to from baseband. Full RX chains are replicated hence digital
beamforming has large number of components and high power consumption
compared to Analog Beamforming. The benefit of digital beamforming is that it
is easy to create multiple beams and generate true time delays—so much more
granularity in beamforming compared to Analog Beamforming.

13.3.3 Hybrid Beamforming

Hybrid beamforming is used for large arrays like in SatCom applications where
array size can be 256 or even larger. In this case using only Analog Beamforming
or only Digital beamforming is inefficient and complex. So a hybrid approach is
adopted where there is analog Beamforming used in the RF front end part of the
array and Digital Beamforming is used in the remaining array to get the most
efficient solution for beamforming for large array sizes.

13.4 5G New Radio (NR) Standards Driving Increasing
Radio Complexity

5G is being rolled out in stages leveraging the existing 4G/LTE backbone to help
set 5G communication services. Several enhancements to the 4G/LTE system, such
as LAA (Licensed Assisted Access) and LTE over WiFi will be employed to make
the transition. An initial rollout of sub-6 GHz bands will be deployed and will use
techniques such as massive MIMO to provide individual users and groups of users
high data rate services. A second rollout expanding network capacity and driving
even higher data rates will be deployed by leveraging mmWave bands where there
is little or no interference or congestion. Both of these rollouts will mean enabling
a more complex radio which will need to not only work with the new network
protocols but also support the legacy protocols and bands as well.

5G NR standards are driving higher data rates and improved mobile user
experience resulting in greater complexity in the radio and higher cost.
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• Increasing number of bands—pursuit of clear spectrum to add capacity is adding
more filters and switches and more complex PA structures.

• Massive MIMO and carrier aggregation—channel bonding and driving indi-
vidualized high BW services to the edge of the network require new radio
architectures.

• Complex modulation (moving from 4 AM to 1024 QAM delivers a more than
fivefold capacity increase)—requires much better VCO phase noise, NF, EVM,
and linearity from various blocks in the radio to maintain the fidelity of the signal.

• Phased arrays—drive a much more complex architecture for performance and
control.

13.5 Impact of Semiconductor Technology for 5G

Let’s look at impact of Semiconductor Technology on meeting the requirements of
5G NR standard. Antenna gain-to-noise-temperature (G/T) is a figure of merit in the
characterization of antenna performance, where G is the antenna gain in decibels at
the receive frequency, and T is the equivalent noise temperature of the receiving
system in kelvins.

• For an active phased array of N elements

– Every element added to an array:

G/T of a Rx array increases by 10 ∗ log(N)
EIRP of a Tx array increases by 20 ∗ log(N)

– The performance of semiconductor technology with reference to the PA output
power and the LNA noise figure determined the size of array needed to meet
system requirements.
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On the Receive side, G/T—Antenna Gain over the thermal noise is the figure of
merit. For a given system target—G/T or NF

• NF of 2.5 dB, system target is 5 for G/T it will take 500 elements
• More chips, larger phased array system
• If the NF of the technology is 1.5 dB, system target is 5 for G/t it will only take

250 elements
• Less chips, smaller phases array system

On the transmit side, for an EIRP of 40 dBwi requirement, technology with PA
capable of outputting 20 mW will need 500 radiating elements, whereas technology
with PA capable of outputting 50 mW will only need 250 radiating elements of the
phased array antenna system.

Technology with lower Noise figure and Higher Power output per phased array
antenna element will result in lower number of elements, hence smaller phased array
and hence lower cost and area [1].

13.6 Semiconductor Technologies for 5G mmWave

Essential Elements for a mmWave Technology are

1. High-performance technology

• Higher performance enables design techniques for a more robust design
• fT/fMAX should be at a mininum 3× and preferably >5× application frequency
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2. Low loss BEOL (metal and dielectric stack)

• Thick top metal(s)
• Distance to substrate
• Substrate resistivity

3. Well-modeled technology

• RF model-to-hardware correlation is key to minimizing design iterations

4. Good parasitic extraction deck and Electro-Magnetic (EM) simulation tools

• Scalable Transmission Line and mmWave passives Process Design Kit (PDK)
library minimize time spent in custom EM simulation

The different technologies that GlobalFoundries has for 5G mmW radio interface
are shown in the table with the key features for each technology.

13.7 Architecture for mmWave 5G Radio: Partitioning
Options

mmWave phased array system helps reduced Tx power/element, enabling silicon
technologies to play key roles in different applications including 5G. Unique
features of SOI technologies like transistor stacking, reduced junction parasitics,
low loss interconnect, and high Ft/Fmax help build an efficient mmWave phased
array system by reducing the array size. Different architecture and chip partition-
ing options exist depending on application specs and constraints, which can be
addressed using GlobalFoundries technologies [2].
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13.8 Conclusions

This paper showed the 5G mmWave applications, how 5G new radio standards
are driving increasing radio complexity and cost, and what are the technology
requirements of mmWave applications. Importance of technology in meeting the
requirements of 5G mmWave applications was shown. Technology with lower Noise
figure and Higher Power output per phased array antenna element will result in
lower number of elements, hence smaller phased array and hence lower cost and
area. mmWave phased array system helps reduced Tx power/element, enabling
silicon technologies to play key roles in different 5G applications. Overview of
different types of beam forming architectures for phased array antenna systems
was shown. The benefits of Analog Beamforming architecture are the smallest
number of components, lowest power dissipation. However as the phase shifting
is done in RF bands, this type of beamforming architecture is most sensitive
to interconnect losses and complexity in phase shifting. In Digital beamforming,
full RX chains are replicated hence digital beamforming has large number of
components and high power consumption compared to Analog Beamforming. The
benefit of digital beamforming is that it is easy to create multiple beams and
generate true time delays—so much more granularity in beamforming compared
to Analog Beamforming. Hybrid beamforming is used for large arrays like in
SatCom applications where array size can be 256 or even larger. In this case
using only Analog Beamforming or only Digital beamforming is inefficient and
complex. The different technologies that GlobalFoundries has for 5G mmW radio
interface were shown with the key features for each technology. Unique features
of SOI technologies like transistor stacking, reduced junction parasitics, low loss
interconnect, and high Ft/Fmax help build an efficient mmWave phased array system
by reducing the array size. Different architecture and chip partitioning options
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exist depending on application specs and constraints, which can be addressed using
GlobalFoundries technologies.
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Chapter 14
IC Technologies for MM-Wave
Applications

M. Pagani, P. Rossi, and R. Lombardi

14.1 Introduction

The mm-wave technology is mostly used in bandwidth-intensive high-speed wire-
less communications. In the past, due to the propagation characteristics and the
limitation with respect to the achievable distance caused by high path loss and
interference issues, most of the communications industry has been focused on
the use of mm-wave transmissions only for point-to-point links in line-of-sight
connections. This fact has hindered the market growth of mm-wave ICs, but the
continuous research and development in telecommunications and microelectronics
industry has led to an evolution of mm-wave technology such as to create new
promising opportunities for mm-wave semiconductor business.

Today, the mm-waves technology market is well consolidated [1], in terms of
applications and covers different segments, as shown in Fig. 14.1.

So far, mm-wave technology has been mostly applied in the area of telecommu-
nication infrastructures (Fig. 14.2), which is still the largest commercial application
of mm-wave systems [2].

However, the microelectronics industry has involved an incessant search for new
technological applications capable to intensify the economic exploitation of existing
market segments and to establish new business areas. The next frontier is to bring
mm-wave technology in smartphones and make it available for the masses.

Today a number of manufacturers are producing components that can handle
mm-waves, and the most advanced semiconductor technologies are capable of
operating at frequencies up to 200 GHz, with applications in V-band (57–66 GHz),
E-band (71–86 GHz), and D-band (130–175 GHz). The 60 GHz unlicensed
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Fig. 14.2 Evolution of wireless infrastructures

industrial-scientific-medical (ISM) band has recently got lots of attention, especially
for short-range wireless technologies.

The nature of electromagnetic waves at mm-wave frequency band proved to be
well suited also for the development of many applications [1], and the advancement
in technologies over the past decade has enabled a widespread use of mm-
waves to address the challenges of Wireless Local or Personal Area Networks
(WLAN/WPANs), short-distance high data rate wireless links, automotive radars,
high-resolution imaging systems, and micro-satellites for remote sensing or com-
munications.

The growing demand for millimeter components has pushed manufacturers to
develop technologies and affordable components with new semiconductor materials,
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Fig. 14.3 mm-wave technology market growth (forecast, [1])

such as gallium nitride (GaN), gallium arsenide (GaAs), silicon germanium (SiGe),
and indium phosphide (InP).

Increased funding and R&D activities have driven the semiconductor industry
to provide a path for commercial applications and to design mm-wave circuits less
expensive, more reliable, and smaller, making them potential consumer items.

This makes existing products cheaper and opens the door to exciting new future
applications. The outlook is that mm-wave technology will continue to gain ground
as effective solution in many wireless applications acting as a major driver for the
growth of the mm-wave IC market in many segments, mainly defense, security,
satellites, telecommunications, automotive radars, medicine, and health care [1]
(Fig. 14.3).

14.2 Industry Snapshot

Fiber optic communications have long been established as the preferred trans-
mission technology for data transmission in telecommunication fixed networks.
However, this technology is quite expensive to deploy, the network installation is
rather complicated and not very flexible.

For this reason, mm-wave links have been considered as alternatives to fiber-
optics medium. A significant emerging application is the fixed broadband access
where mm-waves transmission is representing a very convenient solution in many
use cases [3]. The last mile, in fact, is particularly attractive because at mm-waves
you can provide gigabit data rates without running cable or fiber.

Using mm-wave frequencies allows carriers to reach customers with broadband
connections directly from towers to Customer Premises Equipment (CPE) placed
on the side of homes.
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In a mobile network infrastructure, point-to-point microwave links have been
traditionally the preferred solution for backhauling. Many cell sites of distributed
wireless base stations have been and still are connected to the main network
switching centers (core network) through this technology [4].

Since the traditional frequency spectrum currently used for microwave systems is
rather limited and crowded, mm-wave communications are increasingly becoming
a popular and complementary technology which is expected to be extensively used
also in wireless access besides backhaul; hence, we can expect mm-wave links will
influence the main technology trends of mm-wave IC technology within the next
10 years and beyond [3, 5].

Over the last few years, high interest in mm-wave bands has risen also due
to the enormous amount of under-utilized bandwidth that lies in this part of the
electromagnetic spectrum.

The significant advantages offered by the propagation characteristics in terms of
frequency reusability and large channel bandwidths make mm-waves very suitable
for transmitting high capacities of data for the connection of macro base stations in
rural areas and, at the same time, the preferred solution for the backhaul of small
cells in dense urban environment, because of the very compact antenna size that
makes products more environmentally friendly [3].

Future requirements for x-haul (front- and backhaul) of 5G will require capacities
achievable only by using very large amounts of contiguous spectrum, possible only
in the mm-wave frequency bands (Fig. 14.4) [3, 5].

Today more than 85% of the point-to-point communication links are for mobile
backhaul, which represents the main driver for the technical and technological
evolution of high-frequency systems and related ICs [4].

The basis for the deployment of a point-to-point link is very simple: two radio
transceivers at each end point of the hop which employ high-gain antennas to
increase the range of the link and transport the information in a reliable and cost-
efficient way.
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14.2.1 Point-to-Point Communication Links

For over 20 years, microwave technology has been the primary solution for the
rapidly rolling out of cost-effective mobile backhaul infrastructures worldwide.
More recently, new requirements coming from mobile broadband have challenged
microwave technologies to be able to scale up in terms of capacity and reduce all
related costs.

Besides, with the evolution of telecommunication networks, the availability
of spectrum has become an extremely important aspect to consider. For mobile
operators, spectrum is like prime real estate: it’s expensive and difficult to get the
license, but with mm-wave frequency bands this problem can be partially solved
by providing more room for expansion at the cost of a much higher path loss than
traditional microwaves.

The adoption of smaller cells in the access network seems ideal for scenarios
where extra high bandwidth is needed. This network densification is happening in
the most advanced cellular networks worldwide and results in shorter hops; this is
making the use of mm-wave bands even more suitable for the transmission of high
capacity [3].

Emerging wireless applications at mm-waves are increasing significantly, specif-
ically for high data rate point-to-point digital radio links at 71–76 GHz and
81–86 GHz (E-band) for both commercial wireless backhaul and military uses.

The E-band point-to-point high-bandwidth communication links in mobile net-
works, by operating in a licensed band which is free from oxygen absorption,
represent today the mm-wave application with the highest growth rate.

In the coming years higher frequency bands like 92–114.5 GHz (W-band)
[6] and 130–174.8 GHz (D-band) will be eventually adopted for applications in
both backhauling and fronthauling, to support services requiring very high-speed
transmission.

Today, data rate up to 10 Gbps per carrier can be achieved in V-band and E-band.
In the near future, even 100 Gbps per carrier will be possible over distances in the
range of 1 or 2 km with point-to-point links in D-band by adopting beam steering
functionality.

This technological trend in the telecommunication industry is posing many
complex challenges to the evolution of the mm-wave IC technology [5].

14.2.2 5G mm-Wave

Strong technological innovations are required for 5G to deliver the promised very
high transmission rate required by enhanced Mobile Broadband (eMBB) services in
ultra-dense urban scenarios (Fig. 14.5).

In view of the fact that the currently used frequency spectrum for mobile
applications has limited capacity, planning denser deployments with small cells
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Fig. 14.5 5G deployment scenario to support eMBB use case

for high-capacity coverage seems to be unavoidable, but the economic feasibility
and widespread availability will depend on the technical solutions and associated
cost. The number of base stations per area determines the cost for equipment,
deployment, and operation. For this reason, mm-wave access technology can play a
vital role in the development of 5G broadband mobile services, owing to the need
for wider channel bandwidths.

In reality, the reason for the adoption of mm-wave technology in future cellular
networks is twofold. On one hand, lower frequency bands are congested by
the continually increasing number of subscribers for mobile or other wireless
communications networks. On the other hand, data rates must increase in order to
support broadband internet services, and mm-waves propagation characteristics may
lead to higher spectrum reuse which can facilitate sharing with existing services [3].

The use of mm-wave technology can then offer many advantages: large spectrum
availability which permits wider channel bandwidth; high antenna gain which
allows better signal-to-noise ratio (SNR), directional link and spectrum reuse; highly
integrated architectures with beamforming/nulling capability.

In order to meet the requirements of massive connections and ultra-high data
rates, 5G mobile access networks have been designed to be deployed in mm-wave
bands, such as 26, 28 and 39 GHz, in addition to more traditional sub-6 GHz bands.

Evolution of 5G is driving cellular market growth, and the demand for mm-wave
technology is expected to boost across the telecom industry. Thanks to that, mm-
wave ICs for 5G have the possibility to emerge in the coming years significantly [1].
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14.2.3 Other Applications

Other applications of particular interest for their great potential of high volume
production are automotive radars, Wireless High-Definition Multimedia Interface
(HDMI), security scanning, and imaging.

These applications can exploit the precision that can be achieved with short
wavelengths, or use the ability of various mm-wave frequencies to penetrate
different types of materials at different distances.

Today, many systems for mm-wave imaging for security screening applications
in airport are already working in the 94-GHz band, where many materials, such as
clothing, are transparent.

The short wavelength is also very beneficial because it reduces the size and the
form factor of the device and gives an opportunity for very high resolution.

This makes possible to create holographic images which provide much more
information for analysis in medical imaging applications.

Automotive radar is another emerging application of mm-waves, owing to its
better performance when compared to many alternative sensors for advanced driver-
assistance systems (ADAS). The reduced size of the device allows to mount these
sensors in tricky positions to enable essential safety and comfort features.

For automotive collision avoidance radar applications, the range resolution
depends on the signal bandwidth. The larger the signal bandwidth, the finer the
range resolution and the more scatter points of an object of the same size are visible
compared to measurements with coarse range resolution.

In this way the object gets more defined and can be classified more easily. These
applications use long-range radar (LRR) systems operating in the 77 GHz frequency
band (76–81 GHz).

This frequency band has several advantages for automotive use: the wide
bandwidth available improves accuracy and object resolution; with a wavelength
of 3.9 mm, the antenna can be small; and atmospheric absorption limits interference
with other systems.

Driving aid radar systems specifically in the mm-wave frequency band are among
the key enabling technologies in the development of autonomous vehicles.

The millimeter-wave radar mainly consists of the MMIC (monolithic microwave
integrated circuit) which transmits and receives the high frequency signal, the signal
processing circuit, and the control circuit.

MMIC, especially, has a big impact on the performance and the cost of the
millimeter-wave radar. Generally, the silicon germanium (SiGe) and the gallium
arsenide (GaAs) semiconductor technologies have been used for a MMIC, because
of its high frequency performance; however, they are high-cost solutions.

The forecast of the production volume for this application is in the range of
millions per year, as multiple units are built into every new automobile. The
cost/volume benefits of CMOS technology can enable this to happen if adequate
performance is realized and semiconductor industry will benefit from application
of integrated high-performance RF and digital circuitry on the same silicon sub-
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strate. It will open up valuable new consumer markets in the communication and
transportation sectors.

In recent years, micro-satellites have been utilized by the scientific community
in a number of areas of remote sensing and Earth observation. Due to the low cost
and fast development schedules [7], the small satellite architecture applied to areas
of mm-wave remote sensing is rapidly expanding.

The new demand for bandwidth driven by applications such as connected cars,
artificial intelligence (AI), and augmented reality (AR) is further transforming
satellite communications. The low-earth-orbit (LEO) satellite technology providing
reliable satellite services at a fraction of the cost of traditional space-based systems
[8] can enable the delivery of high throughput satellite (HTS) services and a
broadband super-highway in space.

Because Inter Satellite Links do not face the problem of atmospheric attenuation,
94 GHz, 60 GHz, and 36 GHz frequency bands can be used for medium- to long-
range satellite communications, keeping in view of the smaller size of the system
components and less power requirement.

With a wide range of applications, mm-wave IC technology has surely a great
potential in many future commercial business opportunities.

14.3 Semiconductor Technologies for mm-Waves

The key solid-state processes currently available for mm-wave applications are
summarized in Table 14.1.

For commercial applications, the potential of each semiconductor technology in
terms of performance and integration levels must be balanced against the maturity
of the process and the potential return on investment (ROI) for chipset development
in the context of the market size for each use case.

Table 14.1 Semiconductor technologies for mm-wave IC

GaAs
HEMT

InP
HEMT

GaN
HEMT

RF
CMOS

SiGe
BiCMOS

SiGe
HBT

InP
HBT

Gate size 100 nm 70 nm 60 nm 45 nm 55 nm 0.18 μm 0.5 μm
Wafer size 6′′ 3′′ 3′′ (6′′) 12′′ 12′′ 8′′ 4′′
Complexity Basic Basic Basic VLSI VLSI VLSI LSI-MSI
fT/fmax
[GHz]

135/200 300/350 170/250 300/300 320/370 200/250 330/350

VBr [v] 10 4 25 1 3.2 1.7 5
Cost/mm2 Medium Medium High Low Low Low High
NRE cost Low Low Medium High High High High
Time to
market

Short Medium Medium Long Long Long Medium
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For this reason the choice of technology is a careful balance of performance,
system complexity, and cost metrics.

Each foundry process exhibits its particular strengths and weaknesses with
respect to specific application areas that need to meet different system requirements
with different demands on semiconductor components and different cost targets.

Since many of the semiconductor technologies suitable for mm-wave appli-
cations were originally developed using defense research funding, export control
imposed in the manufacturing countries may limit the availability of certain
technologies in some emerging markets [5].

14.3.1 Economic Considerations

Microelectronic industries are continuously investing in research and development
of new technologies and processes to meet the demand for mm-wave integrated
circuits with better performances, lower development complexity and costs.

In this sense, the progress of semiconductor technologies for mm-waves IC
featuring an integration with digital processing is promising the development of
entirely new product concepts unfeasible just a few years back.

From the economic and strategic points of view, the integration of mm-wave
circuits on silicon permits to reduce the cost and complexity of system hardware as
the RF circuitry can then be combined with digital circuits on the same silicon chip.

Also thanks to that, the semiconductor business is likely to witness a strong
increase of the use of mm-wave integrated circuits (ICs) in the coming years.

With its extensive application in telecommunication networks, E-band products
are today generating the highest revenue for the IC technology market in the mm-
wave segment [1, 2, 4, 5].

Nevertheless, the present volume for commercial applications in E-band is in the
region of hundreds of thousands of units per year and represents a small opportunity
for silicon-based technologies.

In fact, this production volume is not high enough to justify the large investment
for production masks (Fig. 14.6).

Fig. 14.6 Scaling of
production cost with volume
for different IC technologies
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This may present a significant commercial barrier for semiconductor manufac-
turers to develop chipsets for this specific application [5].

For this reason, GaAs MMICs at mm-waves are commonly and widely adopted
today because the relatively low initial investments required makes them well suited
to backhaul volume ranges, but a key enabling factor for the long-term volume
uptake of mm-wave IC is the availability of more cost-effective solutions.

Research and development have been mostly focused on compound semicon-
ductors in order to improve the performance of high-frequency integrated circuits in
terms of phase noise, linearity, power efficiency and to move to the highest possible
operating frequencies delivering the required performance at E-, W-, and D-band)
[5].

The adoption of small cells which is expected in 5G could however provide the
necessary high volume for commercial justification of mm-wave IC silicon-based
solutions. Here, low-cost silicon chips providing frequency conversion functions
and moderate levels of performance as suitable for small-cell applications could be
supplemented with GaAs devices in order to provide the power and noise figure
performances which are needed for the more demanding use cases [5].

14.3.2 Present Technology Status

Historically the mm-wave IC application domain has been dominated for many
years by III–V compound semiconductors, mainly gallium arsenide (GaAs), due
to the superior electronic properties of these materials, ideally suited for high
frequency operation [4].

The enhanced performance of GaAs-based solutions, particularly low noise
characteristics, linearity, and power-handling capabilities, together with lower
development costs made this the technology of choice on which to develop key
functions for mm-wave front-end applications, thus relegating these applications
into some niche market, because of the high manufacturing cost and reduced
integration scale of these solutions [4, 5].

Recently, GaAs foundries have focused on employing many of the processing
techniques and equipment used in the high volume applications of mobile terminals
to provide low-cost solutions targeted at these higher frequencies [6]. This has
resulted in the release of high performance GaAs-based technologies capable
of delivering significant gain and power up to 160 GHz [3, 5]. The enhanced
performance of GaAs-based solutions, particularly in terms of power and linearity,
together with lower development costs makes this the technology of choice on which
to develop key functions for present E- and W-band point-to-point applications.

Silicon-based IC, even being traditionally the preferred semiconductor technol-
ogy for its lower cost, comes up short in many comparisons to III-V semiconductors
for mm-wave applications. Silicon carrier mobility and critical electrical field are
relatively low and so key device-level FOMs of raw performance appear to be
inferior. Furthermore, silicon substrates present poorer isolation and higher losses
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in interconnects and passive devices. Each of these introduces serious challenges to
implementing mm-wave functions of good quality.

The situation has recently changed, and very advanced silicon-based IC tech-
nology has gained increasing interest for emerging mm-wave markets, with ft. and
fMAX of devices exceeding 300 GHz.

Nevertheless the market for mm-wave technology is still dominated by point-to-
point applications and is not yet developed in terms of high volume deployments.
The majority of mm-wave ICs in production are still fabricated in GaAs or indium
phosphide (InP) materials, which are 3–5 times more expensive than silicon.

14.3.3 Technological Trends

Other III–V foundry processes are under development for mm-wave IC applications,
like gallium nitride (GaN) and metamorphic high electron mobility transistor
(mHEMT). Compound semiconductors are essential for high performance systems
at mm-waves but none of these advanced technologies is currently ready and
available for commercial volume production.

Due to its physical properties of high-breakdown voltage and high-thermal
conductivity, GaN is ideally suited for the development of highly efficient and
high power amplifiers. Until now, the benefits of GaN technology have not been
pursued in any commercial application at mm-waves, but GaN mm-wave market is
developing fast, driven by mm-wave, 5G, and defense applications.

Integration and low cost have always been the key selling points for silicon
technologies and continue to be the primary argument used by company to displace
GaAs from mm-wave applications. The performance of very-scaled silicon-based
transistor (HBT or MOSFET) is no longer the limiting factor for mm-wave
transceiver front-end integration, at least for applications with limited output power
and a reasonable trade-off between performance and cost.

Silicon-based technologies offer a perfect solution for low-cost short-range mm-
wave systems but demand high volumes to justify the initial huge investment.
Today, there are new emerging applications for silicon-based technology at mm-
waves, which requires a much higher integration level and a simplification of the
manufacturing processes for commercial and high volume applications such as for
example automotive radars.

CMOS implementation can be realized with the higher speed of scaled tech-
nology permitting the highest levels of integration at the lowest possible cost, if
volumes reach several million parts per year. To reach similar frequencies, bulk
CMOS designs have to use much smaller process nodes. This makes it necessary
to compromise on the design and most of the time leads to lower performance
and higher cost. In the last few years, RF CMOS technology has entered radar
chipsets market for long-range radar (LRR) applications. Next-generation wideband
and high-resolution radar sensor chipset for ADAS featuring two transmitters and
four receivers, designed for low power consumption and unit cost, has been realized
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using embedded wafer level ball grid array (eWLB) packaging to reduce parasitic
signal, as a compact and powerful solution.

Compared to bulk CMOS, BiCMOS with silicon germanium (SiGe) heterojunc-
tion bipolar transistors (HBT) allows a much higher cut-off frequency at a given
technology node together with a higher voltage capability.

One of the advantages of SiGe-BiCMOS technologies is that combining high-
performance bipolar transistors with CMOS technology in a single chip. Bipolar
transistors provide the high speed and gain that are critical for high-frequency
analog sections, while CMOS technology is excellent for building simple, low-
power logic gates.

14.4 Challenges at mm-Waves

Although mm-wave systems promise to offer larger bandwidth and high peak data
rates, their practical implementation at low-cost faces several hardware challenges
compared to more traditional communication systems.

In backhaul links, for example, the transmitter must provide a high output
power with a good linearity and the design of mm-wave transceivers exhibits key
challenges, such as intermodulation distortion in the transmitter and noise in the
receiver.

Many challenges come from the fact that the implementation of mm-wave
systems with integrated circuits raises new technical issues that do not exist at lower
frequencies, due to both the physical dimensions defined by the wavelength, and the
device properties which open up a new level of complexity in IC development.

The trend in mm-wave backhaul radios is towards multi-level modulation
schemes, such as 512 and 1024 QAM, in order to increase the data rate and spectrum
efficiency. This sets a strict constraint on the phase noise of the transceiver local
oscillators. The higher carrier frequency induces larger multiplication factors, which
in turn, degrades the phase noise with detrimental effects on the bit error ratio (BER)
of the link.

At these high frequencies the IC design becomes more difficult because active
components have higher noise and lower output power with lower efficiency and low
gain; the effects of layout parasitic elements become stronger and all components
suffer from increased losses with frequency.

Accurate nonlinear modeling of III–V FETs for microwave circuit design
should also account for low frequency dispersive phenomena of the electrical
characteristics due to deep level traps and surface state densities. These phenomena
cause considerable deviations between “static” and “dynamic” operations of the
device. Since microwave large-signal performance prediction involves accurate
modeling of both “static” and “dynamic” components of the drain current, efforts
have been made to take into account low-frequency dispersion both in mathematical
and equivalent circuit models.
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Fig. 14.7 D-band integrated Transmitter chip

All these impairments result in limited transmit power, high receiver noise, high
power consumption, and expensive components and therefore require specialist
skills and experience in very high frequency transceiver design.

Another problem for mm-wave systems is represented by the increased path loss
induced by the shorter wavelength that needs to be compensated by adopting a
higher power amplifier in the transmitter and a lower noise amplifier in the receiver.
In order to maintain the hardware cost and power consumption at reasonable levels,
a suitable solution for mm-wave systems is to exploit the short wavelength to deploy
a larger antenna with a much higher gain.

A very popular alternative is becoming the use of an increased number of smaller
antenna elements connected to a bank of phase shifters such as to form phase-
arrayed systems with hybrid and digital beamforming, where the additional power
can be shared across multiple beams and users.

The high performance and high integration become essential for implementing
competitive mm-wave communication systems which can benefit from the large
reduction in size, weight, and power consumption that comes as a result of
packaging the transmitter and receiver functions in highly integrated circuits [9].
An example is the D-band transmitter chip presented in Fig. 14.7.

Other key factor for the success of mm-wave communication system is the use of
advanced digital signal processing (DSP) techniques. The benefit of relaxed require-
ments coming from the advanced DSP algorithm applied in modem functions can be
exploited by integrating all RF front-end circuits in highly integrated semiconductor
solutions with less demanding requirements. Highly integrated transceiver solutions
with flexible architectures are preferred for simplifying the supply chain: same
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product for many market sectors will benefit of a larger production scale which
allows minimizing unit cost.

Whether for high data rate communications links or automotive radar systems,
millimeter-wave signals can be conveniently steered and controlled: mm-wave
phased array systems will have a key role supporting the massive data rates planned
for 5G networks and self-driving cars. However, unfavorable propagation and
technical limitations could challenge the feasibility and adoption of such systems
in large volume.

14.4.1 Power Amplifiers for mm-Waves

Most advanced communication systems require power amplifiers (PAs) with high
linearity and high efficiency [10]. Such high performance amplifiers are responsible
for boosting the transmit power to overcome the increased path loss at mm-waves
between the transmitter and the receiver. Increasing the power amplifier (PA)
efficiency is crucial in high-capacity mm-wave radios, where the thermal issues are
critical due to the compact radio module configuration.

Ideally, a power amplifier should exhibit linear transfer characteristics and
provide at its output a perfect replica of the input signal multiplied by a scalar, but
practical amplifiers suffer from various nonlinearities which degrades the quality of
the carried information.

Two main technical issues related to power amplifier designs for mm-wave
transmission are limited output power and poor efficiency. These technical issues
together with the cost issue are creating much debate about he required output
power per PA, the optimum number of transmit channels in a multi-channel system
architectures together with the best choice for the semiconductor technology.

With the typical modulation and coding schemes adopted in high data rate mm-
wave links, modulated signals to be transmitted present large peak-to-average power
ratios (PAPR).

As well known, the highest efficiency point of a power amplifier is normally
located close to the saturated power region. However, the linearity requirement
forces the PA to operate at large output back-off (OBO) from the saturated output
power, to maintain an acceptable linearity.

This operating mode degrades considerably the amplifier efficiency, and power
amplifiers become very critical components for mm-wave systems with high spec-
tral efficiency digital modulation schemes. Improving trade-offs between linearity
and power-added efficiency (PAE) becomes extremely important for this kind of
applications.

This trade-off requirement must be inherent to the design process from the outset,
and an extensive load-pull assessment is usually undertaken using an accurate large-
signal model or an experimental set-up to determine the optimum quiescent bias
point and RF impedance terminations for each transistor.
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Fig. 14.8 E-Band (71–76 GHz) 2 W Power Amplifier chip layout

In modern E-band point-to-point systems, typically very high saturated output
power levels of at least 27 dBm (i.e. 500 mW) can be required and in the future
the need is expected to exceed over 2 W, to extend the hop length in high-capacity
communication links [6, 11].

Conventional IC technologies such as GaAs pHEMT are capable of providing
lower power densities compared to GaN HEMT, prevent meeting the high power
needs [6]. Only power densities as high as 0.45 W/mm have been achieved by GaAs
MMIC technology so far [3], which signifies the inadequacy to compete with GaN.

Recent studies on GaN-based MMICs have reached output power densities of
more than 1 W/mm at E-band [12] as well as at W-band [13–15] frequency bands.

Since GaN-based power amplifier MMICs bear the potential to provide required
high power densities, they have become desirable for W- and E-band applications.
As an example, in Fig. 14.8 is reported the layout of a 2 W power amplifier chip
designed in 100 nm GaN on silicon technology for E-band point-to-point application
(71–76 GHz).

Satellite communication is another of the millimeter-wave applications where
the utilization of the E-band frequency window has enabled achieving multi-Gigabit
transfer rates [16].

It can be seen that, as output power capability increases, so does cost per unit
area. However, the power density per unit gate width from the active devices also
increases, so that a PA on a GaN process would be at least four times smaller than a
similar die on a GaAs PHEMT process.

For these reasons the choice of technology is a careful balance of performance,
system complexity, and cost metrics.
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14.5 Conclusions

Great progress has been made by IC technology over the last years which has
allowed to introduce mm-wave IC components in many system applications, with
major improvements in radio functionality, reliability, and cost.

Some emerging applications with potential for high volume which suffer cost
pressures are still requiring cost reduction in ICs themselves, and further improve-
ments in performance to reduce the number and complexity of supporting circuits.

The implementation of mm-wave circuits introduces new engineering challenges
due to both the physical dimensions defined by the wavelength and device properties
that are at the boundary of electronic behaviors.

Nevertheless, in the near future, mm-waves are expected to be among the key
technologies that could enable many advanced applications in different market
segments.
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Chapter 15
Accuracy: The Next Opportunity for
MEMS

Andrea Onetti

15.1 Introduction

Thanks to their low cost, small footprint and reduced power consumption, MEMS-
based devices have been used massively in personal electronics. Well-known
products using these devices are smartphones, tablets, smartwatches, AR/VR
headsets, and drones; but they are also present in niche applications like shock
detection in sport environment.

STMicroelectronics manufactures its MEMS using a proprietary micro-
machining process, called ThELMA (Thick Epitaxial Layer for Micro-gyroscopes
and Accelerometers). It was the first major manufacturer to start high-volume
production on 200 mm wafers in 2006 of motion sensors for the consumer market.
Since then, STMicroelectronics has continued to grow and diversify its portfolio into
new types of devices and application segments; today, in addition to the personal
electronics segment, the company features products dedicated to automotive and
industrial markets.

Targeting these different markets implies different requirements and trade-offs in
the design of products. As an example, power consumption has always been a key
parameter in the field of personal electronics, to maximize the battery duration in
portable devices like smartphones; conversely, this parameter is less important when
dealing with automotive and industrial applications, where reliability and longevity
are the primary focus. Figure 15.1 summarizes the relative importance of main
requirements for the three market segments in the case of MEMS accelerometer.

This paper describes how STMicroelectronics is leveraging on its extensive
knowledge coming from personal electronics to address the requirements of new

A. Onetti (�)
AMS MEMS Sensors Division, STMicroelectronics, Milan, Italy
e-mail: andrea.onetti@st.com

© Springer Nature Switzerland AG 2020
A. Baschirotto et al. (eds.), Next-Generation ADCs, High-Performance Power
Management, and Technology Considerations for Advanced Integrated Circuits,
https://doi.org/10.1007/978-3-030-25267-0_15

243

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-25267-0_15&domain=pdf
mailto:andrea.onetti@st.com
https://doi.org/10.1007/978-3-030-25267-0_15


244 A. Onetti

Fig. 15.1 Relative importance of main requirements for the three market segments of personal
electronics, automotive and industrial

market segments. It underlines how the final performance depends from the design
of the device and from its packaging, testing and calibration. In particular, accuracy,
that is a key to enable the pervasion of MEMS devices in new markets, depends
strongly from the complete production chain.

As a design example, the paper provides details about the design of the new
ASM330LHH six axes Inertial Module Unit (IMU) that targets automotive non-
safety applications.

15.2 From Personal Electronics to New Markets

To address the requirements of the automotive and industrial markets a convenient
approach is to exploit the extensive knowledge and experience in the design of
products for the personal electronics. For example, by properly adjusting the balance
of key trade-offs it is possible to address different applications but working on the
same system architecture. Figure 15.2 shows an example of this approach used for
the gyroscope design of two STMicroelectronics IMUs, the LSM6DSO and the
ASM330LHH [1, 2]. The first product targets the personal electronics segment, and
therefore the focus has been on current and noise reduction: for this reason, the
mechanical element has a high sensitivity; the latter, targeting automotive non-safety
applications, has been designed to provide high stability over time and temperature,
and therefore has a lower mechanical sensitivity.
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Fig. 15.2 An example of how different requirements can drive the balance in the trade-offs
during product design to address properly the end market segment. LSM6DSO and ASM330LHH
gyroscopes are based on the same architecture

In addition, an already existing design can be used directly in other applications
by adjusting the testing and calibration phases. This is convenient to streamline
the overall supply chain by reducing the number of ASIC and MEMS to be
manufactured and differentiating the product at the final production stages. It also
provides high flexibility with the possibility to meet aggressive time-to-market
requirements.

The waterproof pressure sensors and the ultra-low power accelerometers provide
good examples of this concept. Both devices were designed to target personal
electronics applications, like e-cigarettes and wearable devices for activity moni-
toring. However, with proper testing and calibration they can be exploited in other
segments:

– The waterproof pressure sensor can be used in industrial applications for flow
metering;

– The ultra-low power accelerometer can be used in automotive key fob applica-
tions, to monitor the free fall without affecting the battery lifetime.

15.3 MEMS for Smart Industry and Smart Driving

New market opportunities for MEMS devices are opening in the fields of smart
industry and smart driving. Thanks to performance improvement driven by demand-
ing applications in personal electronics in the last years, the accuracy, reliability and
robustness of MEMS sensors improved considerably and are now aligned with the
tight requirements of industrial and automotive applications.
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In the field of smart industry, sensors are used:

– To enable predictive maintenance, with real-time monitoring of factory equip-
ment;

– For asset tracking along the whole supply chain, including the possibility to
check proper handling of material and of environmental conditions;

– For shock detection, such that proper actions can be taken to avoid major
damages or injuries.

Sensors can either be mounted on existing equipment, using wireless connection
for data transmission, or be pre-installed in new machinery, which can rely on
wired connections. Instead of sending out raw data, new MEMS devices from
STMicroelectronics allow for local processing and fusion of the information from
different devices. This approach embeds the intelligence directly in the device, that
becomes a smart sensor, and relaxes the requirements for the central processing.

For what concerns the automotive non-safety, an increasing number of sensors is
used with a particular focus on inertial navigation systems. In this respect, current
MEMS devices are able to deliver an accuracy level in line with the requirements of
Vehicle Automation Level 1, as shown in Fig. 15.3.

The key parameters for sensor accuracy in this field are:

– Noise, both at low and high frequencies and including vibration rejection;
– Stability over time and temperature;
– Repeatability of performance;
– Tolerance to external non-idealities, such that offset and sensitivity are not

affected.
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15.4 The ASM330LHH: Design Choices for High Stability

The ASM330LHH is the new six axes IMU from STMicroelectronics designed to
target high stability applications in the automotive non-safety segment. As discussed
in the Introduction, the design is based on the same architecture of the LSM6DSO
with a different balance for the trade-offs. This paragraph provides details on the
design of the three axes gyroscope to achieve the required stability and accuracy.

15.4.1 Design for High Stability Over Temperature

One of the main environmental parameters that affects MEMS gyroscopes is
temperature, which induces a drift of the zero rate level (ZRL). To best address
this aspect, STMicroelectronics has developed a predictive model that accounts for
the combined effect of the MEMS and the electronics from which solid design
guidelines are derived.

This model has been used to design the ASM330LHH gyroscope. As discussed in
[3], the drift of the ZRL over temperature is dominated by the variation of the phase
delays of the different elements over temperature. A first remark is then linked to
the choice of the working point of the mechanical element: to ensure a stable phase
delay, it is necessary to work with relatively large frequency mismatches and this
implies a reduced sensitivity. In turn, to maintain an acceptable level for the noise
it is necessary to invest more current in the front-end stages. This is the opposite
situation with respect to the LSM6DSO, where a large mechanical sensitivity is one
of the key factors to have state-of-the-art current consumption and noise.

For what concerns the phase delays in the ASIC, the following considerations are
made:

– Stable delays usually require larger current consumption, to move non-dominant
poles far from the unitary gain bandwidth; again, a different trade-off on the
current is present;

– When acting on the poles is not sufficient, it is important to use architectures that
provide a stable bandwidth over temperature, like constant-gm topologies;

– If using a continuous time approach, stable components must be selected to
obtain stable RC time constants. In general, this implies using a larger area as
high temperature stability is linked to a reduced resistivity per square.

The following Table 15.1 summarizes the typical values of the main parameters
for the gyroscope of the ASM330LHH compared to the LSM6DSO. Despite having
the same system architecture, it is evident how the two products focus on different
requirements.
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Table 15.1 Performance comparison between the ASM330LHH and the LSM6DSO

ASM330LHH LSM6DSO

Frequency mismatch Large Small
Mechanical sensitivity Small Large
Current consumption (combo, high performance mode) 1.3 mA 0.55 mA
Rate noise density 5 mdps/

√
Hz 3.8 mdps/

√
Hz

TCO ±0.005 dps/◦C ±0.010 dps/◦C

Fig. 15.4 Schematic of the regulated charge pump to generate the rotor voltage for the rotor of the
mechanical element

15.4.2 Design for High Stability Over Time

Stability of the stability over time is also crucial to achieve high accuracy in the final
application. Low frequency noise in critical blocks must be addressed properly to
ensure high bias stability and avoid errors in the estimated angle that increases with
time.

The rotor voltage is particularly important for this aspect. Usually, a charge pump
is required to bias the mechanical structure at suitable levels above the available
power supply. In addition, it is important to regulate this voltage as it directly
determines the overall charge sensitivity, according to the following formula:

qc


c

= (Vrot − Vstat) ∗ SMEMS

where qc is the charge flowing to the front-end (in C), 
c is the input angular
velocity to be detected (in dps), SMEMS is the sensitivity of the MEMS (in fF/dps),
Vrot and Vstat are the biasing voltages of the rotor and the stator (in V), respectively.
For this reason, the charge pump is usually regulated by means of a local feedback,
as shown in Fig. 15.4.
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Fig. 15.5 Typical Allan deviation plot for the gyroscope of the ASM330LHH

Low frequency noise on the rotor directly affects the stability over time of the
gyroscope ZRL. To ensure low noise at the output it is crucial to optimize the overall
chain. To this end, the following design choices are made:

– The internal bandgap of the device is chopped: low frequency noise components
are moved to higher frequencies and filtered in the digital domain such that they
do not appear in the output of the device; this is beneficial in general for the
overall device;

– The operational amplifier in the charge pump is designed to minimize the 1/f
component; in particular, this entails using donut devices as input pair to exploit
their intrinsic good performance along with long channel transistors. Chopping of
operational amplifier is not used since the inputs are connected to high impedance
nodes;

– Feedback resistors have a low resistivity per square, which minimizes their low
frequency noise components at the expense of large area occupation.

This design optimization, along with a general reduction of 1/f noise in critical
blocks along the readout chain, allows the ASM330LHH to reach extremely good
levels of bias stability, as shown in Fig. 15.5.

15.4.3 Sensor Accuracy: Measurements

The accuracy of the ASM330LHH has been evaluated using a tunnel test in which
the absence of GNSS signal is simulated to estimate the position error obtained
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Fig. 15.6 Tunnel test
environment to evaluate the
accuracy of ASM330LHH in
the absence of GNSS signal Simulated Tunnel 1

True Trajectory

Estimated
Trajectory

Position
Error 1

Fig. 15.7 Estimated position error at the exit of the tunnel for three different confidence levels

using pure inertial navigation when exiting the tunnel. In the test, the IMU is
travelling at 15 m/s in a straight tunnel of 900 m, therefore requiring 60 s from
input to output (see Fig. 15.6).

The test has been run for 200 times to extract the position error statistics, and the
results are shown in Fig. 15.7 for three different confidence levels. The estimated
position is within 1 m of the true one with a confidence level above 95%.

Another way to characterize the accuracy of the ASM330LHH gyroscope is to
measure the heading error after integrating the outputs over 1 min. In fact, due to
noise the heading error grows over time:

– When white noise is dominant, integrating the outputs results in zero-mean
random walk with a standard deviation that grows with the square root of time;

– For larger integration time, flicker noise becomes relevant and the variance of the
integrated outputs grows over time.
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Fig. 15.8 Heading error at one sigma measured over a population of 50 devices

Figure 15.8 shows the heading error at 1σ for measurements over a population of
50 ASM330LHH. After 60 s, the error is below 0.14 ◦ for the three directions.

15.5 Conclusions

Today, MEMS devices have the possibility to meet the requirements of different
market segments beyond personal electronics, including industrial and automotive
applications. A particular focus is placed on accuracy of data from MEMS sensors
that are fundamental to enable high-performance applications.

Testing and calibrations, on top of design, play a fundamental role to this
end and give the flexibility to address different needs by ensuring the product
specifications are aligned to market requirements. By adjusting the whole supply
chain, STMicroelectronics has already in place the possibility to address emerging
market trends exploiting its expertise in the field of MEMS devices.
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Chapter 16
Robustness, Reliability and Diagnostic
Aspects in Sensors for Automotive
Applications: The Magnetic Sensors Case

A. Laville, M. Pardoen, G. Close, M. Poezart, and D. Gerna

16.1 Introduction

Position sensors applications include pedal, steering wheel, throttle valve, and
numerous others [1]. These sensors perform various magnetic sensing functions:
sensing the angle or linear position of a magnet, or directly sensing the magnetic
field. Position sensors can be classified according to the measured variable (see Fig.
16.1): proximity, linear displacement sensors, or angle sensors.

Low cost non-rare earth magnets have typical field strengths in the range of
10 mT and show a high negative temperature coefficient. Hall-based integrated sen-
sors exploit the Hall effect [2] to generate a signal proportional to the magnetic field.
The resulting single-digit mV range input signal imposes stringent requirements on
the accuracy and sensitivity of the low-voltage electronics. The readout electronics
is designed to be limited by the thermal noise of the resistive Hall elements (HEs).
Another factor that impacts the precision are the residual offsets of the HEs. Offsets,
referred to the HE terminals, are to be kept below 10–20 μV over temperature and
lifetime.

The high-voltage regime is also a key factor for the design: the sensor has
to face transient operating voltages >40 V due to the extreme noisy automotive
environment. Although the device has a typical supply voltage of 5 V it has been
designed using 40 V CMOS technology. All these interferences are described in
several EMC automotive compliance standards; this paper describes few examples
on how the device achieves both low emissions and good immunity.
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Fig. 16.1 Classification of magnetic position sensors

16.2 Architecture

16.2.1 Sensor Configurations

The chip integrates twelve horizontal HEs, realized as diffusion resistors. To sense
in-plane fields, a combination of horizontal and vertical Hall transducers can be
used [3]. Vertical Hall transducers are typically less sensitive than their horizontal
counterparts. In this design, we use integrated magneto-concentrator (IMC) post-
processed on the chip surface to redirect the in-plane field lines. This allows to sense
the magnetic field in oblique directions. Full 3D sensing is achieved by combining
several sensed signals together [4]. Figure 16.2 illustrates how the combination of
HEs and IMC geometries allows to sense multiple field components and serves
various magnetic applications [5].

16.2.2 Magnetic Signal Path

Figure 16.3 depicts the block diagram of the complete magnetic signal path.
Depending upon the magnetic mode, a subset of the HEs is selected. The polarity
and the bias current direction are programmable, allowing a large choice of
applications. The current spinning technique is used to rotate the bias current of
the HEs such that four phases are generated. The offsets of the HEs (larger than the
signal, in the order of several mV) appear then as DC component. The Hall voltage,
on the contrary, is modulated, thereby also rejecting the 1/f noise of the amplifiers.
The HE outputs are combined in the current domain for easy summation. A feedback
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Fig. 16.2 Magnetic sensing modes and corresponding applications

loop adjusts a rough offset current to center the resulting combination. The centered
signal is then amplified without risk of early saturation. The amplifier chain supports
two decades of programmable gain to cover a wide range of applications and also
to compensate for the magnet field change and Hall sensor sensitivity change over
temperature. The resulting voltage is then converted to the digital domain. In angular
applications, two components cosine and sine are acquired and processed with four
spinning phases each.

In addition, a temperature and a mechanical stress sensor [6] are also included.
The temperature information is critical to perform fine offset drift corrections while
the inclusion of the stress sensor allows the compensation of piezoresistive and
piezo-Hall effects.

16.2.3 Measurement Sequencing and Digital Corrections

The amplified analog signals are converted by a 15-bit ADC. Due to circuit
imperfections, these signals are in general neither of the same amplitude nor in
perfect quadrature (see the inset Before correction in Fig. 16.3). Fine corrections,
offsets and cross sensitivities, are calculated by an embedded software based on
adjustable coefficients. The coefficients are factory calibrated on each individual
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Fig. 16.3 Block diagram of the magnetic signal path

sensor using on-chip non-volatile memory. After the software corrections, the
resulting signals are then a pair of ideal cosine and sine signals (see the inset After
correction in Fig. 16.3).

In angle sensing applications, the corrected magnetic signals are used for angle
calculation via the arctangent function. The calculated angle is reshaped and
corrected via a collection of user-calibrated signal transformations. The embedded
software also adjusts the feedback signals, setting the gain and rough offset of the
analog amplifier chain.

As this sensor targets safety-relevant applications (x-by-wire), the embedded
software is also continuously running multiple self-diagnostic functions (e.g., ADC
self-tests). Finally, the angle output is either transmitted as an analog voltage, or
encoded and transmitted into digital frames of standard automotive protocols.

16.2.4 Safety Concept

The circuit was developed according to the automotive functional safety standard
ISO26262:2011 [7]. It requires a rigorous development process: management of
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Fig. 16.4 Safety concept block diagram

requirements, issues, documentation, configurations; strict adherence to the internal
processes. This will objectively reduce the risk of systematic failures down to an
acceptable level from Automotive Safety Integrated Level (ASIL) A up to ASIL D.

The safety standard requires that random defects (typically caused by aging) are
detected and controlled through adequate diagnostic functions within the so-called
fault handling time interval.

The safety concept block diagram shown in Fig. 16.4 describes how both the
systematic errors and the random hardware faults are monitored and communicated
to the electrical control unit (ECU).

During the design phase, the sensing function and the monitoring functions are
separated and isolated to reduce the common cause of failures.

The fault detection mechanisms of the analog circuit comprise:

• Voltage test patterns of the amplification chain and of the A/D converter
• Valid range monitoring of

– the rough offset code
– the gain code
– the temperature value
– the mechanical stress sensor value
– the Hall signals themselves

• 6 supply over voltage and under voltage monitors
• 2 bias current monitors

The ASIL C/D development rigor calls for a verification of the diagnostic
coverage by means of fault injection simulations, which was performed on the HEs
connections to the analog frontend [8].



258 A. Laville et al.

The ISO26262 single-point failure metric (SPFM) shows the fraction of single-
point random hardware faults, which are neither safe nor detected. The ASIL C
target of the SPFM (97%) was achieved.

16.3 Magnetic Amplification Chain

Figure 16.5 shows the circuit schematic of the HE biasing and first amplification
stage. The biasing circuit can be configured to supply either voltage or individually
trimmed current to up to 4 different HEs. When voltage biasing is applied, the HEs
are connected to the regulated 3.3 V supply voltage, and maximum sensitivity is
achieved at the expense of mismatch. In case of current biasing, a reference Hall
element (HE_Ref) is used to generate a reference current. The current is then
mirrored and supplied to the HEs with individually trimming adjustments. This
allows to correct sensitivity mismatch while still operating close to the maximum
supply voltage. Sixteen switches around each HE support the spinning current
technique for offset cancellation. The first amplifying stage exhibits a noise of
4 nV/

√
(Hz) with each of the input transistors biased at 70 μA. It is summing four

HE output voltages. The circuit also removes offset of the complete front-end chain
up to ±24 mV, per each measurement. The amplifier is split in a transconductance
and a transimpedance stage. In between these stages a differential current, Ioffset,
can be injected in order to correct the offset without introducing non-linearity. The
second stage provides a programmable gain, which in combination with additional
two amplifying stages spans over two decades allowing measurements of magnetic
fields between typically 10 and 70 mT.

Fig. 16.5 Front-end circuit schematics: (a) Biasing circuit. (b) HE outputs sum and first amplifier
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16.4 Interfacing with the Outside World

Sensors for automotive applications need to be designed to have certain robustness
when the system is aggressed by electrostatic discharge (ESD) pulses, conducted
radio frequency (RF)-disturbances or environmental stress affecting the supply
voltage stability.

In order to quantify the robustness of systems, standards describing test setups
and measurements have been developed. Examples are the ISO-16750-2 [9] which
defines a significant number of supply voltage variation setups and the IEC 62132-4
[10], that defines a direct power injection (DPI) setups applied to signal and supply
pins.

There are different status of robustness identified by a functional status classifi-
cation (ISO 7637-1 [11])

Status I: The function performs as designed during and after the test
Status II: The function does not perform as designed during the test, but returns to

normal operation after the test
Status III: The function does not perform as designed during the test and does not

return to normal operation without a simple driver/passenger invention,
such as turning off/on the DUT, or cycling the ignition switch after the
disturbance is removed.

Status IV: The function does not perform as designed during and after the test
and cannot be returned to proper operation without more extensive
intervention, such as disconnecting and reconnecting the battery or
power feed. The function shall not have sustained any permanent damage
as a result of the testing.

For obvious reasons the ultimate robustness goal is to have the systems reach
“Status I.” Some design examples on how we get these results will be presented.

16.4.1 Supply System Design

An interesting test is the handling of the RI-130 signal [12]. As Fig. 16.6 shows one
can observe the input voltage, even with a 100 nF capacitor attached to it, to swing
between 30 V and −20 V (blue trace).

This means that a supply system must include bidirectional ESD protection
structures and a reverse voltage protection feature. As the sensor has analog circuitry
operating at 3V3 and digital circuitry running on a 1V8 regulator, we’ve actually
implemented an analog 3V3 low drop out (LDO) regulator having a “reverse current
protect” feature: the pass transistor is switched off when its output voltage is higher
than the supply voltage. The external load capacitance reduces the output noise,
improves load transients, and is used to supply the complete sensor circuit when the
supply disappears for a while. This is the “autarky” operation mode.
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Fig. 16.6 Supply system under RI130 signal

The purple trace above shows the LDO output current and one can observe
that the external load capacitance needs to be recharged during some us. This
test essentially sets the LDO output current limit and the regulator’s unity gain
bandwidth (GBW), which are chosen to be around 40 mA and 1 MHz. The cyan
curve shows the ripple of the analog regulator output, which, thanks to the autarky
operation, stays high enough to correctly feed the digital LDO, leading to no reset
event.

16.4.2 ESD Structure Design

Besides the usual human body model (HBM) and contact discharge (CD) robust-
ness, there are specific test pulses that automotive sensors attached to the wire
harness need to comply to. One of them, probably the most challenging one and
described in the GMW3097 (GM) [13] is the 85 V slow direct capacitive coupling
(DCC) pulse. It is actually applied in a worst case 150 ◦C scenario. The potential
energy that a DCC voltage generator can unleash into the integrated circuit using
0.5*C*V**2 equals to roughly 0.5*100 nF*85 V**2 = 360 μJ. Comparing this
with the energy absorbed by a 8 kV HBM of around 100 ns into a SCR with a
hold voltage of 5 V and an Ron of 1 
 around 100 ns*5.3 A*10 V = 5.3 μJ, one
can appreciate that the DCC energy pulse unleashes energy an order of magnitude
higher than what a typical 8 kV HBM ESD-SCR structure can handle.

In order to avoid large ESD structures, a bi-directional silicon controlled rectifier
(SCR) structure has been integrated having a low hold voltage for the physical layer
(PHY) outputs and a bi-directional high hold voltage SCR with about 50 V trigger
voltage for the supply pin. The supply pin high hold voltage is chosen to avoid



16 Robustness, Reliability and Diagnostic Aspects in Sensors for Automotive. . . 261

supply latch-up and profit from the fact that 100 nF capacitor is attached to the
supply pin; as the DCC generator has a 100 nF feed capacitance, using the same
load capacitance will divide the maximum voltage seen at the supply pin by 2. Using
50 V trigger voltage allows us to deal with at least a 100 V slow DCC pulse without
triggering the SCR.

The PHY output, however, doesn’t have the luxury of seeing a large capacitive
load as the SENT protocol shows 6 μs 5 V to 0 V falling and 18 μs or so rising
edges and does not allow supply ripple currents to be above 9 mA. This is the main
reason why one uses a load capacitance in the order of 2–10 nF. With such a low
load capacitance, the DCC source voltage will not undergo a division and is seen
on the PHY out pin in full force. However, as latch-up is not a threat, one can now
use low hold voltage SCRs. This way, one can benefit from the fact that the DCC
source resistance is specified to be 2 
, e.g., using a 1 
 SCR hold resistance with
1 
 routing resistance, the injected energy is actually divided by (2 + 1 + 1) = 4.
Figure 16.7 shows a simulation of the current through the device taken into account
routing resistance. One can observe that the ESD structure absorbs “just” around
(5 A*5.6 V*1.5 μs) ∼40 μJ for a 85 V slow DCC pulse. (Red trace is current,
red trace in second strip is voltage across the ESD structure, purple is the energy
absorbed).

The failure energy of typical ESD protection SCRs injected using a 1600 ns long
duration transmission line pulse (LD-TLP) measurement technique is about three
times higher than the failure energy injected with a 100 ns TLP, thanks to the heat
spreading. After applying the right surface sizing, we implemented a “reasonably”

Fig. 16.7 Voltage and current of the ESD protection under slow 85 V DCC discharge
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large 140 × 300 um ESD protection structure for the PHY out pin. Measurement
data showed structure surviving a 110 V GM-DCC pulse at the PHY out pin.

Designing for the highest functional class forced us to simulate complete circuit
behavior while applying pulses on the supply and PHY out pins. It is obvious that
this can only be achieved when the ESD protection structure is correctly modeled.
Therefore a verilog-A model has been developed, which models the SCR behavior.
Spline functions were used to create a continuous and smooth function (such that
derivatives are continuous too) to avoid convergence problems during transient
simulation. The resulting current vs. voltage plot can be seen in Fig. 16.8.

16.4.3 Analog/PWM/SENT PHY Design

Sensors that have a physical distance from ECUs use PHY interfaces to communi-
cate.

The PHY technology typically used for sensor communication used today is
analog, pulse width modulation (PWM) or the single edge nibble transmission
(SENT) [14] protocol; SENT can be used both with or without the Short PWM
Code (SPC) [15] extension allowing bidirectional communication. The first two are
obvious. SENT data is transmitted using time intervals between two falling flanks
representing a 4-bit data word (Nibble).

The PHY interface (the circuitry directly connected to the connection wires) is
normally supplied by the application voltage and therefore does not really benefit
from the 3V3 LDO autarky capacitor. The reason for this is that the voltage levels
specified at the PHY output are ratio-metric for the analog mode and the levels are
absolute voltages for the SENT mode.



16 Robustness, Reliability and Diagnostic Aspects in Sensors for Automotive. . . 263

Fig. 16.9 SENT PHY architecture: a low resolution DAC followed by an output buffer

That means that when a supply micro-cut for example arrives at the moment of a
SENT negative flank generation, the significant signal distortion leads immediately
to a Nibble bit detection error at the ECU receiver side. Those errors manifest
themselves as cyclic redundancy check (CRC) or checksum errors and in order to
pass functional Status I, just a couple of those are allowed in a certain time frame.

In order to strive for functional Status I for SENT mode of operation, one needs
to avoid distortion of the falling flanks. Figure 16.9 shows a typical state of the art
PHY architecture used for the generation of SENT signals.

A digital signal is generated using for example look-up table techniques and is
followed by a digital-to-analog converter (DAC). The signal at the output of the
DAC looks as shown in Fig. 16.9. The full range of the DAC would be then between
VGND (typically 0 V) and Vref. For a decent DAC operation, Vref is lower than
the applied supply voltage (VSupply). A good choice would be Vref = 2.5 V. This
way, amplifying the signal by 2 generates the correct SENT signal levels. A low
resolution DAC complies with emission EMC requirements.

A simple solution to allow for analog ratio-metric operation and SENT operation
would then be to use a simple thermometer DAC architecture, where for SENT
operation an internal stable reference voltage will be imposed by implementing a
dedicated buffer amplifier and for analog operation the supply voltage itself is used
as a voltage reference. This architecture is shown in Fig. 16.10.

This way the SENT signal generation is quite independent of Vsupply and any
Vsupply variation, as long as it is above the 4.5 V, it will not be noticed at the output.

Improving the Output Amplifier Precision During the Micro-Cut Event
The LDMOS MN2 and HV-PMOS MP2 implement a low drop diode to protect the
low side MN1 driver transistor against negative voltages at the output. The bulk
switch protects against reverse currents into the supply voltage when the output
voltage rises above the supply voltage.
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Fig. 16.10 SENT architecture

Fig. 16.11 Circuit diagram of a typical PHY output stage

As can be seen in Fig. 16.11, the driver amplifier is supplied by VSupply
allowing the implementation of class-AB quiescent current control of the output
transistors MN1 and MP1, however, when the supply disappears during a micro-cut
event, MN1 cannot be switched on and the negative flank generation is effectively
halted. Implementing a “supply switch” switching the supply of the Driver Amp
to the maximum available voltage, the negative flank will not be interrupted.
Mathematically:

Vsupply driver amp = max
{
Vout, Vsupply, Vint supply

}
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Fig. 16.12 Max available voltage selection architecture for PHY

Fig. 16.13 A simple two
input voltage, maximum
voltage selector

Figure 16.12 shows the basic principle of this idea.
Just by cascading two maximum selectors like the one shown in Fig. 16.13, a

three input max voltage selector is designed.
Figure 16.14 shows how the PHY output signal (red) is not disturbed, even

though the supply voltage (blue) is practically absent.
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Fig. 16.14 PHY micro-cut behavior measurement. Vsupply is blue, PHY out pin is red, current
consumption (10 mA/V) is purple and the 3V3 LDO output is green

16.4.4 Emission Performance of PHY Design

The use of a digital signal generation of a smooth SENT signal is able to lower
the emission profile significantly compared to previous design based on slew rate
control even with external pi-filters (Fig. 16.15).

16.5 Experimental Magnetic Results

16.5.1 Offsets

Among all parameters that can impact the precision the most critical one is the
residual Hall offset. Physically, the residual Hall offset is caused by piezoresistive
effects, geometrical imperfections, and temperature gradients [16, 17]. An example
of geometrical imperfection is the mismatch in the lead bringing the bias current
to the HE. This causes a net average self-generated magnetic field over the HE—
naturally this self-generated field is also sensed, yielding a self-induced Hall voltage.
The total residual offset is typically in the order of 10–100 uV. It is compensated
by the embedded software via the fine offset correction. There we seek a perfect
cancellation—which we can never reach because of low-frequency noise, drift, and
imperfect calibration. The plots below illustrate the residual offsets after fine offset
correction in the embedded software, referred to the HE terminals (Fig. 16.16).



16 Robustness, Reliability and Diagnostic Aspects in Sensors for Automotive. . . 267

40

35

30

25

20

15

10

Em
is

si
on

 le
ve

l (
dB

mV
/m

)

Frequency (Hz)

Radiated RF Emission ALSE (RBW � kHz) Average

5

0

–5

–10
1.00E+05 1.00E+06 1.00E+07

SlewRate control + PI-filter

D/A pulse shaping

VW Limit 9 kHz AVG

FMC RE310 Limit 9 kHz AVG

CISPR25 Class 5 AVG

Fig. 16.15 PHY emission performance

60

40

20

0

–20

–40

–60
offset_0 offset_1

parameter

O
ffs

et
 [u

V
]

time = 0

T
–40.0
160.0

time = 408

parameter

595 chips. Time is in hours of HTOL.

offset_0 offset_1

Fig. 16.16 Offset component of the angle drift, expressed in uV referred to the HE terminals. The
left panel shows the initial situation after factory trimming. The right panel shows the same offsets
at the end of operating life, emulated by an accelerated test (408 h at 175 ◦C). The suffixes (_0 and
_1) correspond to the cosine and sine components



268 A. Laville et al.

16.5.2 Angle Accuracy

To quantify the accuracy of the sensor, we characterized a batch of 130 sensors in
terms of their angle non-linearity error. A rotating field gradient of 10 mT/mm was
applied. In this mode, the sensor measures the angle of the field gradients. Taking
into account the multiple HEs and the distances, the total sensed field is 30 mT. At
the highest temperature of 160 ◦C this yields VHall = 2.3 mV of Hall voltage signal.
The results are shown in Fig. 16.17. The non-linearity error reaches 0.4◦ at 160 ◦C
after lifetime (automotive qualification according to AEC-Q100).

Fig. 16.17 Accuracy measurements over the temperature range and lifetime with 10 mT of signal.
(a) Distributions of angle non-linearity error and its components for 130 sensors. (b) Angle error
curve for the extreme chips
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Fig. 16.18 (a) Magnetic field and field gradient as a function of distance r to a wire carrying i
wire = 400 A. (b) In legacy Hall sensors, this generates an exclusion zone around the high-voltage
cables in electrified cars. Photo is from BMW i8

16.5.3 Stray-Field Robustness

Magnetic stray fields are naturally present in modern cars, especially electrified cars.
Large fields in the order of 1 mT have been measured in real cars. The most critical
location is naturally close to the high-power cables, typically marked in orange, in
hybrid and electric cars see Fig. 16.18 (photo is from BMW i8). The automotive
industry has therefore normalized stray-field immunity tests [18].

To put the above requirement in perspective, consider what happens in legacy
Hall sensors. They typically operate with 40 mT. The 5 mT stray field induces
arctan(5/40) = 7◦ of error. This highlights the severity of the problem. Legacy
sensors are an order of magnitude out of specification with respect to the stray-field
immunity required in modern cars. In legacy sensors, the options are very limited.
This is a fundamental issue with magnetometer-based sensing. One approach is
to increase the signal with just stronger magnet (and higher cost), or with special
magnetization concentrating the 360◦ angle range into a smaller linear stroke [19].
This is not a sustainable strategy. Anyway it still falls short as a general solution
as it is not feasible to reach 0.4◦ of error. The final option is to increase the
minimum clearance with respect to localized stray-field sources. This is not a
practical solution: it would require more than 30 cm distance for legacy sensors. A
final option is to use shielding. Again, it just shifts the problem to the applications,
and it is not sustainable.

Our design uses instead gradient-based measurement. The gradiometric concept
is implemented in a CMOS chip [20] with an appropriate integrated magneto-
concentrator (IMC). The sensor is sensitive to magnetic field gradients in the plane
of the chip. In production tests, the sensors are trimmed for optimum stray-field
rejection by adjusting the sensitivities of the individual Hall elements. The trimming
circuitry is based on fine tuning the bias current of each HE. A reference Hall
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Fig. 16.19 (a) Angle thermal
and lifetime drift in the
absence of stray field. (b)
Extra worst case stray-field
induced error in the presence
of a 5 mT stray field. Sample
size = 600 chips
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element HE_ref is used to generate a reference current. The current is then mirrored
and supplied to the HEs with individually trimmable adjustments (step size around
0.7%). This allows to correct the sensitivity mismatch while still operating close to
the maximum supply voltage.

The stray-field rejection is thus limited by residual mismatch [21]. Figure 16.19a
shows that the baseline accuracy, limited by thermal drift, is 0.7◦ in the absence of
stray field for about 600 chips. Figure 16.19b shows the impact, for same 600 chips,
of a 5 mT uniform stray field. Such a stray field induces an extra error of at most
0.2◦.

16.6 Implementation

The device has been implemented in XFAB 0.18 um HV bulk technology. Figure
16.20 shows the die photo.

16.7 Conclusions

This paper has shown design techniques to address the challenges of a fully
integrated Hall-based position sensor. XFAB’s 0.18 um HV CMOS technology
allows the integration of Hall elements, IMC, high and low voltage components,
and a complete microcontroller with non-volatile memory. This allows a significant
reduction of external component count. The sensor is able to sustain high operating
temperatures in harsh environments while achieving angle precision better than
1◦ over lifetime. Parasitic electromagnetic emissions are also limited well below
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Fig. 16.20 Die photo

tolerated level. Overall, the robust single-chip sensor can be deployed in safety-
critical ASIL-C automotive applications.
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Chapter 17
Rad-Hard Mixed-Signal IC Design,
Theory and Implementation

C. Calligaro and U. Gatti

17.1 Introduction

Even if it is a common belief that space is a niche market, it is estimated that
1450 satellites with a mass greater than 50 kg will be launched on average every
year by 2025. They will represent a market value of $250 billion for the space
industry. Even the small satellite market projections for the 2021 estimate a value
of $5.32 billion. Moreover, on the medium-to long-term space robots will replace
men in extravehicular (EV) maintenance. The success of space missions depends
on performing, monitoring, and controlling an extensive amount of functions on-
board and in robot. All these systems contain a lot of electronics components,
so that for academia and companies it is worth to be active in this field. To
take benefit from innovative technologies developed for terrestrial applications,
a technology transfer from terrestrial to space is envisaged. Unfortunately, the
interactions of space electronics with space environment factors like solar flares,
ionizing radiation, and extremes of temperature can cause degradation of materials
in ICs. This chapter focuses on the use of standard sub-micrometric CMOS
processes for the development of mixed-signal circuits (i.e., data-converters, sensor
interfaces, opamp, etc.) widely used in electronics and addresses the methodology
and solutions adopted to overcome extreme environments effects.
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17.2 Extreme Environments

There are several degrees of “extreme,” some of which are more challenging than
other. Indeed, extreme environments are diverse, but include operation in radiation
rich environments, operation in very high/low temperatures, in vibrational intense
ambient, in chemically corrosive systems, etc. The focus here will be on radiation
effects.

The Earth and its environment are protected by the atmosphere, which acts
as a semi-permeable “screen,” to let throughout light and heat, while stopping
radiations and UVs. However, microelectronics circuits that are employed in space
applications do not benefit from the protection of Earth atmosphere [1].

Ionizing radiation is ubiquitous in space, in the form of charged particles, coming
mainly from the Sun, supernovae explosions, and other galaxies, and which can be
trapped and concentrated by planetary magnetic fields. When striking electronic
components, these energetic particles cause both cumulative and single event
effects. The former induces a degradation in performance, such as increased leakage
currents. The latter are generally non-destructive, and in memory components, may
induce bit flips. Thus, in addition to satisfy regular specifications, space qualified
circuits must maintain their performance under increased level of radiations and
temperatures [2].

Analog and mixed-signal circuits (i.e., voltage regulators, A/D and D/A con-
verters, opamp, etc.) are widely used in almost all systems intended for space
application. They usually need very low sensitivity to external conditions, so
they shall be designed to guarantee an adequate level of immunity to radiations
(radiation-hard or radiation-tolerant).

17.2.1 Space Environment

In the vacuum of space, energetic particles can travel over great distances without
energy loss. In outer space, away from any radiation sources (i.e., stars), the amount
of particle radiation is very small. However, in proximity of the Sun and the Earth,
the particle radiation flux is significant. The particle radiation from the Sun to the
upper atmosphere of the Earth can be divided into three different categories: (1)
particles generated during solar events, (2) particles trapped in the Earth’s magnetic
field, and (3) galactic cosmic rays (GCR). The main sources of natural space
radiation are summarized in Table 17.1.

Radiation in space is variable. Satellite systems in low earth orbit, such as
Iridium, may receive 30 krad (Si) over a 10-year mission, whereas Globalstar can
receive ten times that amount [4]. The requirements on TID and SEE depend on
the final application, i.e., for an interplanetary mission the TID required for the
components is in the range of MRad, while for low orbital satellites the TID is
∼100 kRad. Commercial integrated technologies do not have sufficient radiation
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Table 17.1 Main sources of natural space radiation environment [3]

Radiation belts Electrons eV—10 MeV
Protons keV—500 MeV

Solar flares Protons keV—500 MeV
Ions 1 to few 10 MeV/n

Galactic cosmic rays Protons and ions Max flux at about 300 MeV/n

Table 17.2 Main sources of natural space radiation environment

Dose Application

0.3 rad Natural (annual at ground)
0.3 rad X-ray exam
1 rad TAC (computed axial tomography)
400 rad Whole body median lethal dose for acute radiation syndrome
1 krad Typical radiation tolerance of ordinary ICs (accumulated)
4–8 krad Typical radiotherapy dose, locally applied
100 k–1 Mrad Typical tolerance of radiation-hardened ICs (accumulated)
10 Mrad Long distance mission

robustness to guarantee a good reliability for all these environments, leading to
the need of finding new solutions. At the same time, a correct functionality must
be guaranteed in an extended temperature range (−55 to 125 ◦C), and in some
cases at more extreme temperatures. Avionic, automotive, oil drilling, industrial
applications, etc. share with space some of these requirements.

17.2.2 Other Harsh Environments

Particle radiation is not restricted only to space. Natural and artificial sources
of particle radiation may be found on Earth at high altitude, on the ground and
underground. Sources could be either natural or artificial. The former can be cosmic
rays, radionuclides in the soil, and thermal neutrons. Instead, artificial radiation
sources can be accelerators (e.g., cyclotrons, synchrotrons), lasers, nuclear power
plant, medical equipment (X-ray, Tomography, etc.).

Radiation is also present at avionics altitudes. When the protons enter the Earth
atmosphere, some of them undergo nuclear spallation reaction to produce several
particles including neutrons, which in turn release cascades of spallation reactions
in the atmosphere that reach the Earth surface. The neutron flux at avionics altitude
can be higher by a factor of 100 than at ground [5].

As an idea of the involved magnitudes, Table 17.2 summarizes some dose
examples.

Radiation is not the only “hostile” condition in space. Temperature is another
issue that shall be faced. For example, the ambient temperature on Moon ranges
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from +120 ◦C (in the sunshine) to −230 ◦C (in the shadowed polar craters). If
the electronic circuits can be designed a priori to operate reliably in the space
environment, the need for protection would be eliminated. By getting rid of the
need for shielded “warm” boxes (the current practice) results in dramatic reductions
in system weight and volume, and thus cost for each mission.

17.3 Radiation Effect on CMOS Technologies

The impact of the various types of radiations on electronic devices and systems
consists of ionization effects (TID) and a variety of single event effect (SEE).
TID effects are due to electron-hole pairs created in normally insulating layers and
separated by an electric field, thus leading to unwanted charge build-up and insulator
degradation. SEE usually arises from the impact of an energetic heavy ion or proton
and, depending on the energy, leads to single event upsets (SEU) or latch-up (SEL).
SEU are mainly pertinent to digital circuits where the state of a bit can be flipped.

17.3.1 Cumulative Effects

Standard CMOS transistors (both nMOS and pMOS) widely use silicon dioxide.
It is employed to isolate polysilicon gate from transistors channel and to isolate
contiguous differently biased transistor. Silicon dioxide manufacturing is one of
the key processes in a silicon foundry CMOS flow and relevant efforts making
pure oxides have been done in the past to obtain a low number of defects both in
thin (channel) and thick (isolation). With modern technologies, a technique, called
shallow trench isolation (STI), makes more scaled and efficient isolation between
contiguous transistors than in the past. Charge trap phenomena are almost the same
in both gate oxides and isolation oxide. Thick oxide means a higher probability to
have defects and, consequently, to give rise to charge traps in case of holes generated
by charged particles. The same may occur in thin gate oxide, but considering that
the oxidation is thin, a lower number of defects are expected, thus decreasing
the probability to have charge traps. Deep submicron CMOS processes (below
100 nm) are regarded by the space community safe enough to consider any TID
effect negligible at transistor channel level [6]. Of course, the same cannot be said
for STI; considering the thickness, they still have to guarantee isolation between
neighbor transistors. Since charge traps are responsible for leakage paths, we divide
TID effects into two:

• Intra-device leakage.
• Inter-device leakage (Fig. 17.1).

Intra-device leakage affects the single transistor only shaping its width and
length and modifying its general performance; inter-device leakage affects different
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Fig. 17.1 Simplified view of intra-device (a) and inter-device (b) leakage phenomena

transistors with a biasing of the first affecting the performance of the second (and
vice versa). Inter- and Intra-device leakage may also combine their effects leading
to a further degradation that is not recoverable.

The progressive effects of electron-hole pairs (HEPs) generation with time lead
to a collection of positive traps (holes trapped by defects in STI) in proximity of the
interface between silicon dioxides and active areas. This effect is negligible in all
drain and source regions except those corresponding to channel transistor borders. In
the middle of the channel, there are not relevant effects, but where thin channel oxide
becomes thick isolation oxide (the two edges), a conductive path can bring charges
from source to drain overriding the role of transistor gate. From the electrical point
of view, the overall effect is a deviation of the nMOS threshold voltage whose value
will be the medium value of the three contributes.

Once the leakage paths on border will be strong enough, the transistor will not
be able to switch on and off, becoming a leaky transistor. For pMOS transistor, the
behavior is the same in terms of charge trapping but opposite in terms of threshold
shift.

Inter-device leakage involves neighbor transistors, and the effect is the biasing
between different terminals. In the case of Fig. 17.1b, the leakage path can make a
connection between the n+ diffusion of one of the nMOS transistor terminals and
the n-well containing the pMOS transistor. Inter-device leakage may be critical in
analog design where few millivolts can affect the working conditions.

For a MOS transistor the transconductance is proportional to the carrier mobility
at the proximity of the oxide/silicon interface. Mobility is strongly influenced by the
carrier scattering. As radiation dose increases, the lattice damage due to the oxide
and interface traps increases, as well, consisting in a degradation of the average
collision time and, thus, of the mobility [7], which is a critical factor in analog (Not
and Nit are oxide and interface trap density, respectively):
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μ = μ0

1 + αotNot + αitNit

This is a factor which is particularly critical for analog application.

17.3.2 Single Event Effects

Single event effect is caused by the passage of a highly ionized particle (i.e., heavy
ion) through sensitive regions of a microelectronic device, for example through
a reverse-biased p-n junction in a CMOS. The junction may be part of a MOS
transistor (drain-body or source-body) or may be a well-substrate junction. SEE
are categorized based on the consequences that they have on a device (Table 17.3).

A single event upset occurs when a SEE changes the logic value of a memory
cell. If a SEU affects two or more memory cells, a multiple bit upset occurs.

Another well-known problem is the latch-up induced by particles colliding
with very high energy (single event latch-up, SEL). This issue typically arises
when nMOS and pMOS transistors are faced one to each other (e.g., building
single inverter) so presenting wells at different voltage level (n-well of pMOS
transistors connected to power supply and p-substrate of nMOS transistor connected
to ground). Due to silicon fabrication, different doped areas may be connected
forming a p-n-p-n junction (known as thyristor or SCR) with an intrinsic positive
feedback path (Fig. 17.2).

Table 17.3 Taxonomy of the SEE and their consequences

SEU Single event upset Change of bit in memory element
SET Single event transient Temporary variation of a bit or voltage
MBU Multiple bit upset Change of several bits coming from SET/SEU
SEFI Single event functional interrupt Corruption of data path in state machines
SEL Single event latch-up High current conditions leading to hard error
SEGR Single event gate rupture Rupture of the gate coming from high field
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Fig. 17.2 Cross-section of the p-n-p-n junction forming a SCR [6]
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SCR is normally in off condition, and current flowing is negligible. However,
the energy released by the particle may be enough to activate this positive feedback
loop. In this case, a single current spike overriding the hold current of the parasitic
SCR takes the region in the latched state and current from power supply takes
advantage of the positive feedback of the SCR causing the latch-up.

Single event transients (SETs) occur in digital and analog circuits, called DSET
and ASET, respectively. In the digital world, a SET is a transient glitch which affects
the voltage of a node in combinational logic. Transients are temporary; however,
they may propagate to adjacent nodes where the effect of other SETs can be added.
SETs can lead to SEUs if in the path there are registers, flip-flop or SRAM cells.

In analog, a SET in a linear device is caused by the generation of charge by a
single particle (proton or heavy ion) passing through a sensitive node in the linear
circuit.

The ASET consists of a transient voltage pulse generated at that node that
propagates to the device output (Fig. 17.3), where it appears as the same voltage
transient, an amplified version of this transient, or a change in the logical output
(e.g., in an opamp). It can cause a change in a circulating current, as well. SETs
have been observed in many different types of linear microcircuits such as opamp,
voltage references, comparators, ADCs. ASETs in linear devices differ significantly
from other types of digital SEE.

Bias conditions significantly impact both the device SET sensitivity and the SET
characteristics. A mitigation could be envisaged by means of low-pass filtering
(impacting on performance), with redundancy techniques or novel architectures.

17.4 Radiation Hardening Techniques

Radiation hardening-by-design (RHBD) may be considered as a set of techniques
used to mitigate radiation effects on silicon devices. Since semiconductor compo-
nents may be different according to the technology used (CMOS, BiCMOS) and
the application they target (analog, digital, memories), RHBD techniques may be
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adapted and applied to fit requirements coming from the space domain. Generally,
three main approaches have been considered:

• process enhancements (Radiation Hardening-By-Process, RHBP)
• design enhancement (Radiation Hardening-By-Design, RHBD)
• shielded packages (Radiation Hardening-By-Shielding, RHBS).

RHBP uses solutions involving dedicated fabrication processes or specific
technologies (i.e., SOI, SiGe, etc.). RHBP shows several disadvantages:

• generally dedicated processes are expensive
• the maturity of such processes is not comparable with standard ones
• specific manufacturing variations (extra masks, specific doping profiles, etc.) lead

to low yields and low repeatability.

Moreover, these special processes are usually under national rules, such as US
ITAR (International Traffic Arms Regulation) restrictions.

In general, RHBP represents an effort that can be supported only by large silicon
foundries, but rad-hard market represents a niche (because of low volumes).

RHBS uses customized packages (e.g., Rad-Pak
®

[9]). The effectiveness of
shielding depends on the radiation environment. For this reason, custom solution
should be studied case by case and typically a shielding package is heavier than a
comparable ceramic part. Their effectiveness against high energy particles is also
a concern. An estimate of trapped proton fluxes transmitted by plane aluminum
shields of various thicknesses (from 0.5 g/cm2 to 2 g/cm2 Al) for a low earth polar
orbit during minimum solar activity showed a residual transmitted flux for proton
energies ranging from few MeV to ∼500 MeV [10].

While RHBP and RHBS have been already employed for the development of
commercial rad-hard digital and analog components, very few examples exist of
RHBD utilization, especially for mixed-signals. In the pure RHBD methodology,
the fabrication process is a standard process (i.e., CMOS or BiCMOS) and the
radiation hardness is achieved considering only the circuit design at different levels,
as we’ll seen later.

A good and robust architecture is the starting point for almost every rad-hard
component [6]. The right macro-blocks positioning, redundancy, and a preliminary
floor-plan is the main brick for making easier any successive step both from the
topological point of view (the circuits) and the physical layout point of view. This
is called RHBD at Architectural Level (RHBD-AL).

In the pyramidal top-down approach the next step is represented by the circuit
design where topological solutions focused on minimizing the impact of charged
particles are considered to avoid hard- and soft error. This is called RHBD at Circuit
Level (RHBD-CL).

The final step is represented by the physical layout design. A suitable archi-
tectural approach combined with robust circuit solution paves the road to rad-hard
devices, but the layout plays a crucial role since the main hard errors coming from
TID and SEL can be solved with a good and reliable design. This is called RHBD
at Layout Level (RHBD-LL).
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RHBD on standard CMOS technology may count on the following advantages:

• maturity of the process and very high repeatability;
• availability from many silicon foundries;
• low integration cost;
• MPW (multi project wafer) approach available;
• RHBD technical solutions easily portable.

In the next paragraphs, we’ll describe the RHBD techniques adopted for the
digital and analog domains, respectively.

17.4.1 Digital Domain

The RHBD-AL can have an impact on area and performance of the component we
are going to design, and it’s always the outcome of a compromise. For example,
in a generic semiconductor memory at architectural level radiation hardness can
be improved by using redundant logic, such as ECC (error correcting codes),
which depending on its complexity can require a significant area overhead (i.e.,
Hamming (12.8) algorithm demands a 50% area increase in the memory array).
Another example is the “scrambling” in a memory array: the physical location of
bits does not correspond to the logical bit position, to avoid logical MBU. A further
improvement can be obtained by storing each bit of a byte into a different memory
sub-array, and by providing each memory sub-array with separate bit-line and word-
line decoders, to avoid MBUs due to address upset (Fig. 17.4). An alternative to
the multiplication of decoders is the introduction of redundancy in decoders or
DEMUXs using voting schemes.
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Fig. 17.4 RHBD-AL with arrays, drivers, and DEMUXs split applied to a generic SRAM
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Fig. 17.5 6T SRAM bit-cell
with fringe capacitor against
SEU

ELT pMOSELT pMOSELT nMOS

N+P+

Fig. 17.6 ELT transistors and guard-ring protection

RHBD-CL is the typical domain of analog designers. Single blocks such as sense
amplifiers, digital port, I/O buffers, latches, SRAM, and analog cells are considered.
For example, in a 6T SRAM cell, adding Miller capacitor enhances the critical
charge, Qcr, (i.e., the minimum charge necessary to trigger a SEE) in internal nodes,
thus reducing SEU: a higher linear energy transfer, LET (i.e., a measure of the
energy released per unit length) is required to upset (Fig. 17.5).

A possible solution to minimize SET propagation in a logic port consists in
reducing the number of transistors not directly connected to supply and ground.
In this case, if SET does not exceed threshold voltage, it cannot propagate towards
other logic gates. This approach can be applied to analog stacked transistor, as well,
for example when choosing an opamp topology.

At layout level (RHBD-LL) some special design techniques can be adopted to
improve device tolerance to radiation both in terms of TID and SEE. To overcome
TID leakage effects on nMOS, edge-less transistors, ELT (or annular transistor)
physical design have been adopted [11]. They are MOS transistors with annular
gate shape. This geometry was proved to reduce current leakage due to cumulative
effects in nMOS transistors, even at very high total doses, at the expense of a larger
area, as shown in Fig. 17.6. Holes trapped in STI do not have effect on pMOS
since the conduction between its drain and source is made by holes. Even if it
not strictly necessary, construct pMOS devices with ELT shapes allows to mitigate
drive-strength unbalancing.

The use of enhanced guard rings (EGR) around p-well and n-well, biased to
constant voltages, prevents SELs. Moreover, the use of guard rings also around
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transistors of the same type biased at different voltages reduces inter-device leakage,
since positive charges trapped in the STI oxide cannot induce a parasitic channel
between n-type diffusions at different voltages.

17.4.2 Analog Domain

Analog and mixed-signal circuits suffer from the same issues when coping with
radiations. TID effect causes variations in transistors parameters, i.e., increase
of parasitic currents, increase or decrease of threshold voltages, and decrease of
transconductance, gm. The latter consequences could have a strong impact on
analog circuits performance, since the accuracy of analog functions depends on
transconductance and output resistance of transistors. SEUs are mainly pertinent to
digital circuits where the state of a bit can be flipped. In analog circuits an ASET can
arise but its impact shall be evaluated case by case: sometimes it subsides sometimes
it can induce biasing variation that are not easily recoverable. SELs can destroy both
digital and analog circuit.

In order to make analog circuits more robust to radiations, two ways can
be followed. The easiest foresees the adaptation in analog of RHBD techniques
(architecture, ELT, guard-ring, etc.) that already proved their effectiveness with
digital circuits. A smarter solution focuses on identification of novel circuital
solutions able to overcome radiation issues. Obviously, the literal translation of
digital RHDB technique in analog is not straightforward and can bring to problems
or to trade-off. Usually regular shaped transistors can sustain up to 10–30 krad (Si)
radiation without degradation. The minimum provision to avoid TID effects is to
choose L of MOS transistors greater than a certain value. However, in analog circuits
even a small change in the threshold voltages can be relevant and ELT becomes a
need. However, the ELT shape puts several concerns in analog design:

• Modeling of the ELT transistor not easy
• Limitation in the W/L viable ratio
• Asymmetry
• Mismatch
• Poor density
• Reliability

In analog technology, scaling not always can be a help. It causes the gate oxide
to become thinner leading to a reduction of the radiation-induced charge trapping.
Thus, TID effects result mainly related to thick lateral isolation. Low-voltage, which
means lower electric field, helps to furtherly reduce TID. On the contrary, owing to
the decrease in supply voltages, in node capacitance and the higher density, the
sensitivity to ASET could be larger.

Let’s have a look on how different levels of RHBD apply to an analog design with
an example of ADC converter [12], which has been used inside the dosimeter test-
case. RHBD-AL has an impact on the choice of the type of converter. Traditional
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Fig. 17.7 Simplified schematic of the flash ADC [12]

ADC architectures (flash, SAR, sigma-delta, pipelined) are the starting point.
Pipelined architectures include a lot of analog stuff and are highly prone to
variations due to radiation effects. Amplifiers and comparators suffer from offset,
gain variations, and inaccuracy in current mirrors due to TID, so that special custom
techniques must be introduced to overcome such limitations [13]. SAR suffers of
offset issues, as well, and, if implemented with charge redistribution techniques
a second effect of TID arises, that is the decrease of the nMOS threshold which
increases the leakage onto the top of the capacitor array [14]. The SAR architecture
is particularly prone to SEU. If an upset occurs in the control logic a bit-flip error
results during the conversion. Since the state of the switches in the subsequent steps
depends on the value of the former bits, a single error in one bit may propagate
to the remaining conversion bringing to multiple bit errors. Finally, sigma-delta
constitutes a potentially interesting option for rad-hard ADC. The analog part of
the circuit should be less immune to radiations effects, because ideally all faults
introduced by extra-charges in integrators capacitors are transformed in out-of-band
noise by the modulator [15]. In Ref. [12] an ADC with a conventional flash topology
has been chosen (Fig. 17.7). It is based on a resistive string, which generates a
series of reference voltages that are compared to the input signal by means of 2N

comparators. A custom two-stage error correction logic (red square) and an encoder
1-of-N follow the comparators. Finally, a binary encoder provides the output bits.
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Fig. 17.8 Schematic diagram of the auto-zeroed comparator

From a rad-hard point of view, this architecture has some intrinsic advantages:

• The converter has a “digital design” style
• The converter has parallel signal processing
• The comparator has a distributed S&H

The flash converter is mainly based on digital ports, including the comparator.
The digital cells have been made resilient to radiations with RHBD techniques. The
flash topology allows a parallel processing of the input signal, so that an error on one
row does not propagate to entire bit word and can be corrected using conventional
techniques (or more effective) for flash converters.

At circuit level it is possible to operate both on analog and digital sections to
make it robust against radiations. The comparator (Fig. 17.8) is based on the so-
called chain of two stages auto-zeroed inverters [16, 17]. It is just the auto-zero
feature of the CMOS inverter that makes this comparator ideal for operation in an
environment where the MOS threshold voltages can shift dynamically.

After that the device has been exposed to radiation, because of threshold voltages
variations, the transfer curve of the inverter simply shifts. However, the inverter is
still operating along its maximum gain region. Someway the increase in nMOS gm

and decrease in pMOS gm tend to compensate and the gain stays almost constant.
Thus, the auto-zeroing technique automatically compensates for dynamic threshold
variations. The inverters do not need any bias circuits which can be prone to TID. A
fortuitous consequence is that the auto-zeroing also improves the ASET behavior.
If the MOS in the inverter is hit by a single event, the transient output error is
immediately corrected during next auto-zero phase, so that the upset limit duration
is limited to a single-clock phase.

Specific countermeasures have been proposed in the ADC at circuit level:

• Selection of proper passives (polysilicon resistors insensitive to TID)
• Quite high sampling capacitance to avoid SEE (critical nodes shall be enough

“capacitive” to be resilient to the Qcr released by a hitting ion)
• Voter for bubble error correction based on “democracy” plus second correction

stage based on NOR3
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And at layout level:

• Switches based on ELT (leakage is a concern)
• Binary decoder implemented with ELT shape (n- and p-MOS)
• Isolation techniques for latch-up prevention

However, ELT topology imposes constraints in the choice of MOS W/L. In
particular the annular shape fixes a limit on the minimum W which is possible to
draw. For example, in an analog design the sizes of switches are always the results
of a trade-off. Two main phenomena shall be considered:

• The Ron of the CMOS shall allow enough speed and linearity
• The clock feedthrough shall be kept at minimum

The first condition pushes for using complementary switches with higher aspect
ratio, while the clock feedthrough pulls for minimum MOS dimensions. But
radiation robustness introduces additional constraints, so that the switches size does
not correspond to minimum lithographic.

As concerns SELs in analog, a special approach has been proposed in [18], which
consists in a custom protection circuitry. However, since the operating and latch-up
currents vary for different devices, each device needs to be characterized for these
parameters before the protection circuit can be designed. To maintain the design
as more portable as possible this technique has not been applied to the Flash ADC
design.

The converter has been integrated in a standard 180 nm process from two
different foundries (TowerJazz and X-Fab). The measured prototype of the Flash
ADC (Fig. 17.9) showed a TID immunity up to 300 krad (Si) and the character-
ization under single event (Xe ions, energy: 1217 MeV, LET: 60 MeV cm2/mg)
indicates that neither latch-up nor errors in the output code arise. Achieved results
are quite similar for the prototypes of the two foundries demonstrating the quality
and portability of the proposed RHBD techniques.

Fig. 17.9 Microphotograph
of the rad-hard Flash ADC
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Fig. 17.10 Schematic of the rad-hard bandgap using DBLC technique [19]

Table 17.4 Main measured performance of DBLC bandgap [19]

Feature Value

Technology 130 nm CMOS
Reference voltage 0.6 V
Output voltage spread ±15 mV (before trimming)

±4 mV (after trimming)
Temperature coefficient 15 ppm/◦C
Output voltage variation after 4.5 MGy TID (measured on
ten samples)

17% (without DBLC)
±3% (with DBLC)

Another example of circuital solution adopted to make an analog circuit more
robust to radiation can be find in the bandgap of [19]. One of the main issues in a
bandgap circuit based on diode-BJT is related to radiation effects which arise due
to TID in the diodes. This is because irradiation induces holes trapping near SiO2-
Si interface, thus increasing base leakage current and decreasing BJT current gain.
Under dose the reference output voltage, which is derived from BJT base-emitter
voltage and collector current, changes accordingly.

The proposed solution consists in a dynamic base leakage compensation
(DBLC). It is based on a feedback compensation circuit (Fig. 17.10), whose
purpose is that all the base leakage currents induced by radiation flows only into
the compensation network, keeping constant the bandgap current ID, M4 and ID, M5.
And so the output voltage. The benefits of the solution are shown in the Table 17.4.
By applying the DBLC the bandgap output voltage variation with dose drops down
from 17% to 3%, as measured by authors over ten samples (5 of conventional
bandgaps and 5 of DBLC ones) at 4.5 MGy.
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Fig. 17.12 Differential amplifier with split MOS (a) and SC comparator (b) [20]

Another example of RHBD-CL applied to analog is given by the switched-
capacitor (SC) comparator presented in [20]. In general, switched-capacitor circuit
topologies exhibit much greater single-event sensitivity than their continuous-time
counterpart due to the presence of floating nodes in the signal path. These nodes
do have any discharge path, so charge deposited on a floating capacitor by a single-
event strike will persist until the next clock phase. As shown in Fig. 17.11 the input
network of the switched-capacitor comparator is particularly vulnerable during the
evaluation phase (F1).

A “brute force” solution is to increase the capacitor size. A smarter solution is
based on the so-called dual path design technique. The technique can dramatically
reduce the vulnerability of floating nodes with a 2× capacitor area penalty. Figure
17.12a shows the comparator input circuit with dual inputs implemented in the
differential input stage. Input transistors M1 and M2 have been split into two
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identical transistors connected in parallel, M1A//M1B and M2A//M2B, such that the
W/L ratio of each parallel device is half the W/L ratio of the original transistor.
When the gates of M1A and M1B are shorted together, this configuration is identical
to a standard differential amplifier. However, the mitigation technique requires the
gates to maintain isolated signal paths. Therefore, the external switched-capacitor
differential network must also be duplicated as shown in Fig. 17.12b. However, the
capacitors are not halved in size, since they are already sized to a minimum value to
prevent mismatches.

A single-event hit on the floating node VPA−/A+ will perturb the gate voltage of
M1A in Fig. 17.12a. If the gate voltage of M1A decreases, the drain current IM1A
through transistor M1A will decrease, as well. For a large enough perturbation,
transistor M1A will turn-off completely. In a standard differential amplifier, the
decrease in current would cause an increase in the current through the M2A//M2B
branch and a consequent error voltage at the amplifier output. However, thanks to
the dual input transistors structure, MOS M1B provides an alternative signal path for
the current. The parallel not-affected floating node for input transistor M1B keeps
the correct voltage to be compared, and the comparator therefore operates correctly.

17.5 A Case Study: Circuits for Dosimetry

Radiation sensors based on CMOS technology and implemented monolithically on
a single chip with the read-out circuitry are promising candidates in the design of
low-power re-usable dosimeters. They are small, low cost and find application in
several fields, such as in vivo dosimetry in radiation therapy [21]. The floating
gate (FG) MOSFETs as dosimeter for ionizing radiation has been investigated in
several studies [22]. Out of the previously reported designs, the one proposed in
[23, 24] is attractive for low-cost and compact micro-system solutions. Such sensors
can be fabricated in any standard CMOS technology allowing sufficient isolation
of the FG by the used dielectrics. Such devices have good sensitivity to gamma
or X-ray radiation. The floating gate is pre-charged before irradiation, while the
resulting FG discharge (threshold Vt decrease) during irradiation is determined by
injection of charge carriers to and from the FG and generation of electron-hole
pairs in the device dielectrics. So, the absorbed dose is related from the change
in Vt, as preliminary reported in [25]. A precise Vt extraction circuit is necessary
to build-up a complete dosimeter. The used sensing device is based on an FG
“C-sensor.” “C” relates to the read-out that uses a CMOS inverter principle and
shown in Fig. 17.13a. In the solution proposed in [24], the Vt is derived from the
drain current, Id, flowing through nMOS only, while pMOS is grounded. The FG of
the C-sensor is capacitively coupled to the control capacitor, CG, tunneling capacitor
(for pre-charge), TG, and the two nMOS and pMOS transistors. The tunneling
capacitor and the transistors have ∼110 Å gate oxide, and the control capacitor
uses ∼3500 Å STI oxide (Fig. 17.13b).
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The pre-charging is performed by applying 8.5 V to the CG and −4.5 V to the
TG, while drain is grounded. The Vt shifts towards higher values proportionally
to the charge stored in the FG. The read-out circuit for Vt extraction is designed
in a standard 180 nm CMOS technology (Vcc=5V). RHBD techniques have been
applied since even if the typical absorbed dose for each use is low (∼1 krad) the
dosimeter is re-usable several times and electronics could be subject to degradation.
Current Id is transformed into voltage by a current-to-voltage (I-to-V) interface
based on a resistive detection, while a 5-bit flash ADC similar to that one presented
above has been cascaded to get digital data (Fig. 17.14). Its speed was limited to
1 MS/s since this speed in not really needed for the application. The I-to-V output
dynamic is 2Vpp.

It was observed on wafer stand-alone FG sensors that low-noise operation could
be achieved in the linear regime with Id current ranging from 25 μA to ∼100 μA.

The I-to-V interface processes the measured current, while the required voltage
span for Vout is 2Vpp. The ADC sampling frequency of Vout is limited to 1 MS/s.
The simulation results, performed in various PVT conditions, show a complete
compatibility of the sensor interface with the operation requirements.
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Fig. 17.15 Drain current as
function of Vt [24]
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17.5.1 C-Sensor Characteristics

The preliminary measurements performed on the stand-alone FG test sensors
showed that with the read-out from nMOS in the linear mode the sensor operation
is less noisy in contrast to sub-threshold and saturation modes. Charging of the FG
is done by applying short voltage pulses and measuring Id after each pulse until
the desired level of Id is reached. Experimentally, it was found that suitable drain
voltage Vds in read should be ∼1 V. The gate voltage must be at least 1.5 V higher
than the obtained Vt of the charged sensor. Figure 17.15 shows the measured drain
current during pre-charge as a function of the Vt when Vds = 1 V and Vgs = 5 V (Vt

is defined as the Vgs at which the transistor drain current is equal to 1 μA).
During characterization shown in [24] at the end of the pre-charge, Vt = 3.63 V

and Id = 38 μA. Then, the sensor was exposed to different doses of ionizing
radiation. The absorbed radiation dose is measured in terms of Gray (Gy = 100 rad),
which corresponds to the deposit of a joule of radiation energy in a kg of matter.
After absorption of 10 Gy (Cobalt-60 source), the Id-vs-Vgs curve of the sensor is
shifted by about 1 V which corresponds to a Vt equal to 2.67 V and Id = 68 μA. In
turn, this corresponds to linear response of 3 μA/Gy or 30 nA/rad.

17.5.2 Circuital Solutions

Sensor reading can be performed in different ways. One of them is to exploit
the propagation delay (which depends on Vt) of the C-sensor used as an inverter.
Another solution makes use of a VCO-based ADC conversion [21]. A simpler way
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to deduce the Vt value is to perform a I-to-V conversion of nMOS drain current. The
common-gate detection and the resistive detection are between the used techniques
for the I-to-V conversion [26]. In the former solution, the nMOS sensor current
flows into the source of a common-gate stage. In order to have a good SNR, a
relatively large bias current is required. The Vds of the C-sensor must be kept
fixed. The resistive detection shown in Fig. 17.16 uses resistances in feedback to
the operational amplifier to convert the sensor current into voltage.

In this case, the feedback resistance itself could be the main noise source.
Nevertheless because of the relatively modest accuracy required, high feedback
resistance is not an issue even for resistances in the tens of kohm range.

Besides the first opamp, a second low-output impedance stage is needed since
the I-to-V interface gain is given by:

Vout/Id = Rf –Rout/Av (17.1)

where Rf is the overall feedback resistor, Rout is the second stage output resistance
and Av >> 1. The first stage was designed having high Av1 gain and output
impedance, while the second has Av2 ≈ 1 and low output impedance.

Rf has been implemented as a programmable resistor to consider the process
spread and operating temperature span. The switches S1–S5 are selectable with logic
signals. Process spread can cause Id variations of ±25% and resistor variation of
±12%, while temperature can give additional ±10% variation in 0 ◦C to 85 ◦C
range. To be compliant with the ADC specifications the I-to-V best output range was
set from 1.5 to 3.5 V. Considering that the expected sensor currents span (30 μA)
corresponding to 1 V shift in Vt, nominal Rf must be equal to 2 V/30 μA = 66 kohm
to exploit all the 2 Vpp range. Since Vout varies between 2.5 V (corresponding to
Id = 38 μA) to 4.5 V (Id = 68 μA), an offset current Ioff has been added to provide
a suitable voltage shift. Both switches configuration and Ioff are determined during
a calibration phase after pre-charge and before radiation exposure. During the pre-
charge, the nMOS is disconnected from the interface by means of SPCG switch and
grounded by means of SPCGn switch.
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Fig. 17.17 Schematic of the mirrored cascode opamp [24]

The cascade of the two amplifiers satisfies the following requirements:

• 2 Vpp output swing around Vcc/2
• Input stage able to manage Vds = 1 V
• Av1 > 60 dB
• Low output impedance and capability to drive ADC input capacitance (12 pF in

this case)

Bandwidth is not an issue in this case, since the sampling is slow. The first
stage was implemented as a mirrored cascode opamp (Fig. 17.17). This design
guarantees optimum input common mode range and high-gain (>78 dB with
14 MHz bandwidth) with phase margin >80◦. The input transistors are pMOS
because they are less noisy and work well at 1 V input.

The second stage has the gain Av2 ∼ 1, high input impedance and low output
impedance (Rout = 1/gm = 500 
). It is based on the so-called battery level-shifter
topology (shown in Fig. 17.18). In our implementation, the “battery” shift is fixed to
∼0 V (Vin – Vout is the equal to Vgs, M1 – Vgs, M2). A compensation network (series
of R and C) has been added to introduce a zero in the frequency response. Overall
power consumption is lower than 2 mW.

A 5-bit flash ADC was used in the conversion of Vout into a digital word to be
used for further calibration and averaging. We selected this ADC since it has already
proven to be rad-hard up to 300 krad TID and is not sensitive to single events and
SEL [12], even if it is surely not the optimum choice from the power consumption
point of view.



294 C. Calligaro and U. Gatti

Fig. 17.18 Schematic of the
“battery” level shifter [24]
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As said, besides the sensor itself, all the electronics must be radiation-hard up
to the maximum absorbed doses during whole dosimeter life. This is why we
applied RHBD techniques in the design. In particular, the RHBD used here is
focused on TID effects mitigation and SEL countermeasures in layout. This is
done by using ELT transistors and surrounding each of them by its own guard-
ring. Interdigitated structures, which improve the matching, are implemented by
alternating ELT transistors. Passive elements have been also chosen according to
rad-hard requirements. The resistors are made with heavily doped polysilicon,
which is insensitive to TID [2], while the capacitors are metal-insulator-metal
(MIM) devices.

17.5.3 Measurement Results Under Total Dose

The chip contains one C-sensor, the I-to-V interface, and the flash ADC and has
been implemented in the 180 nm standard CMOS technology by TowerJazz. The
C-sensor is as small as 20 μm × 20 μm (Fig. 17.19a). The core area is less than
0.25 mm2 (Fig. 17.19b).

Figure 17.20 shows the sensor current as a function of the Vt for three different
Vgs before programming. The current values and behavior are in fair agreement with
that one expected.

Six samples of the designed chip have been radiated with Cobalt-60, with three
doses: 300 rad, 600 rad, and 1 krad, to verify linearity. As can be seen in Fig. 17.21
the samples achieve excellent linearity. The flash ADC performance is similar to the
one already illustrated above, featuring one more bit of resolution.
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Fig. 17.19 C-sensor layout (a) and dosimeter chip photo (b)
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Fig. 17.20 Measured current sensor as a function of the Vt for three Vgs before programming

In order to evaluate the robustness of the adopted RHBD, the dosimeter samples
have been pre-charged and irradiated (discharged) several times, with any deviation
from the correct operation.

17.6 Conclusions

In this chapter, we learned why harsh environments are an issue in ICs and which
design approach is the best compromise between performance and resiliency. In
particular, this is true for analog and mixed-signal circuits, where accuracy in every
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Fig. 17.21 Vt shift as a function of radiation (from 300 rad to 1 Mrad) measured over six samples

operation condition is a need. This has been investigated in several circuits, mainly
from the academia and research, and the solutions adopted have been proven with
concrete examples. Between them, a novel dosimeter able to operate under several
radiation cycles featuring low cost with smaller area than previous implementations
[27, 28] has been presented. It confirms the suitability of the RHBD methodology
applied to standard CMOS processes and represents a promising solution for re-
usable medical equipment.
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Chapter 18
1-GRad-TID Effects in 28-nm Device
Study for Rad-Hard Analog Design

Marcello De Matteis, F. Resta, A. Pipino, F. Fary, S. Mattiazzo, C. Enz,
and A. Baschirotto

18.1 Introduction

The study of radiation interactions with materials and more specifically with MOS
transistors is one of the major aspects in development of reliable integrated circuits
for space and research applications [1, 2]. Radiations interact with silicon circuits
in several ways. Incident high-energy particles generate electron/holes pairs on
silicon, transiently modifying the local charge concentration across the several
layers building active and passive devices.

Oxide layers are typically more sensitive due to the several charge trapping
phenomena that can critically change the MOST structures build-up electrical fields
and hence the transistors static and dynamic electrical features. Gate oxide (GOX),
shallow-trench-isolation (STI) islands, and finally spacer oxides (over the lightly
doped-drain (LDD)) regions are all affected by charge trapping phenomena with
complex transient behaviors that depend on several parameters regarding radiations
(deposited dose, particles typology (electron, protons, alpha, etc.), time lapse from
initial particles bunch shot) and silicon devices (MOST channel doping typology,
density, impurities, MOST geometry (i.e., W/L aspect ratio), biasing point, etc.).
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The advent of nm-range technologies has probably improved the hardness of both
analog and digital circuits in front of radiations damages thanks to the reduced GOX
thickness achieved by advanced high-k oxides [3]. On the other hand, deeply nm
technologies have strict layout rules that practically prevent classical hardware-by-
design solutions (i.e., edgeless/enclosed layout [4, 5]) to mitigate leakage currents
and threshold voltage variations in radiation exposed analog and digital circuits.
This paper reviews some of the most relevant results achieved by the Scaltech28
project (founded by the Italian National Institute for Nuclear Physics [6, 7]) that
has the main aim to study and characterize the impact of high dose levels (up
to 1 Grad TID) on commercial CMOS 28 nm integrated circuits. The proposed
study is organized in two main parts. Section 18.2 presents the complete device
characterization vs. dose of single-finger structures p/nMOST, highlighting the most
relevant electrical characteristics like leakage current, maximum ON current, and
threshold voltage [7].

The sub-threshold slope vs. dose will be also analyzed and the consequent effect
on MOST efficiency (gm/I) will be commented, since adoption of 28 nm technology
often operates analog circuits in weak and/or moderate inversion region due to the
reduced voltage headroom imposed by the higher threshold voltage in turn forced
by high-k GOX. In Sect. 18.3 a complete design of a read-out analog front-end for
HEP pixel detectors will be presented. The analog channel performs both charge-
to-voltage and charge-to-time conversion at 30 mV/fC and arises 25 ns time delay
at 1.8 μW static power [6]. The effects of 1 Grad TID will be presented in terms
of time and frequency domain electrical measurements (i.e., comparing pre- and
postradiation damages). At the end of this paper, conclusions will be drawn.

18.2 1 Grad Total-Ionizing-Dose Effects on SP nMOST

The irradiated test structures consist of two sets of ten standard-process (SP) single-
finger MOS transistors (n-channel and p-channel), with different geometries and
diode-based ESD protection.

The p/nMOST share the same substrate, bulk-source are shorted whereas drain
and gate contacts are accessible and used to bias the devices. The available sizes
are reported in Table 18.1. The TID tests have been carried out at the X-ray
facility installed at the Physics and Astronomy Department of the University of
Padova [8]. A photo of the silicon die is reported in Fig. 18.1. It was mounted
on a semi-automatic 4-in. wafer probe station within the X-ray irradiation cabinet
and contacted by a custom probe card. The probe card features 32 probe tips
(two columns of 16). A Keithley 707 switching matrix connects the four single-
measuring-units (SMUs) of the semiconductor device analyzer (HP4156) and the
voltage supply to specific probe tips. In this way, the selected set of structures could
be properly biased during irradiation and measurements. Given the limitation in the
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Table 18.1
Device-under-test geometry

MOST typology Width (W) (µm) Length (L)

nMOS/pMOS

(single-finger)

3 1 µm

3 30 nm

1 30 nm

1 60 nm

1 90 nm

0.1 1 µm

0.2 1 µm

0.4 1 µm

0.1 30 nm

0.3 30 nm

Fig. 18.1 Devices under tests—chip photo

number of connections available in the switching matrix, only one set of transistors
could be biased and irradiated at a time. This meant that the irradiation study was
performed on different dies for nMOSFETs and pMOSFETs. The chip was placed as
close as possible to the tube exit in order to maximize the dose rate, which could be
set at 8MRad/h (SiO2). During irradiations, the devices were kept with both drain
and gate biased, while source and bulk were shorted to ground [5]. The IDS-VGS
characteristics for both MOST sets are taken in:

• Saturation region, with |VDS| = 1.1 V (approximately assuming 0.5 V threshold
voltage (VTH) for SP MOST in 28 nm CMOS node);

• Linear region, with |VDS| = 0.1 V in order to extract the threshold voltage by
adopting maximum transconductance method in linear region [9].

Irradiations were performed at room temperature up to 1 GRad, in steps.
Measurements were taken before irradiation and after each dose step. The whole
setup was remotely controlled, so that the sequence of irradiation and measurements
could be performed automatically. No annealing was performed afterwards, given
limitations to the available setup.
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Fig. 18.2 nMOST IDS–VGS for W/L = 3 μm/30 nm, 1 μm/30 nm and 0.1 μm/30 nm

Fig. 18.3 nMOST IDS–VGS for W/L = 3 μm/30 nm, 1 μm/30 nm and 0.1 μm/30 nm—Log Scale

18.2.1 nMOST Electrical Characterization

Figs. 18.2 and 18.3 show the drain-source current (IDS) vs. gate-source
voltage (VGS) in natural units and log scale, respectively, of MOST whose
W/L = 3 μm/30 nm, 1 μm/30 nm, and 0.3 μm/30 nm (gray background in Table
18.1).

The maximum allowed finger width in CMOS 28 nm process node is 3 μm and
the minimum 0.1 μm. Unfortunately the 0.1 μm width irradiations tests are not
available (most of analyzed data are meaningless) and hence the selected minimum
width MOST for this study is 0.3 μm.

Thus, the three nMOST samples, whose IDS–VGS characteristic is shown in Figs.
18.2 and 18.3, allow a comprehension of the radiation damages at minimum gate
length and vs. width (maximum, medium, and minimum).

The IDS–VGS curves are plotted at different TID levels (from 10 MRad up to
1 GRad), in order to evaluate the variations of the electrical characteristics vs. dose.
Figs. 18.2 and 18.3 allow deducing some relevant points:
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• Threshold voltage (VTH) decreases with increasing radiations dose. This effect is
mainly due to the charges trapping at both GOX and STI level. Positive trapped
charges attract negative charges. They favorite the channel spatial charge creation
just beneath the gate, reducing the external gate voltage needed to create the
channel [10]. Nonetheless, the positive interface traps in nMOST could also
increase the leakage current leading to potential issues in both analog and digital
circuits.

• The maximum ON current increases with dose.
• Sub-threshold slope (SubThS, i.e., the IDS–VGS slope in the 0.3 V – 0.4 V

regions in Fig. 18.3) decreases with dose and this generally leads to lower MOST
efficiency (lower gm for a given current).

The SubThS measures the MOST current switch-on/off rate as a function of a
certain gate-source voltage variation. It is a popular parameter involved in several
small-signal characteristics of the MOST in terms of electrical (IDS rate vs. VGS)
and physical (depletion region vs. GOX capacitance) aspects. It can be expressed
as [11]:

SubThS = 1

n • ln(10) • VThermal
(18.1)

where VThermal is 25 mV and n is the slope factor, given by the ratio between
the depletion region capacitance (CDEP, depending in turn on biasing) and GOX
capacitance (COX):

n = 1 + CDEP

COX
= γ√|2 • �F | + VBS

(18.2)

ΦF is the Fermi level, VSB is the source-bulk voltage, γ is the body effect
constant [12], and it is proportional to the square substrate doping density

√
NA

(and related with electron charge q, silicon and vacuum permittivity (εSI and ε0)
and GOX capacitance, COX):

γ =
√

2 • q • NA • (εSI • ε0)

COX
(18.3)

Basically, it can be concluded that SubThS reduction depends on changes in
doping concentration profile due to the charge trapping after radiations.

The same physical phenomena that reduce VTH lead to SubThS reduction
inducing lower MOST gm/IDS efficiency, that is given by the well-known equation:

gm

IDS
=

∂IDS
∂VGS

IDS
=

IDS
n•VThermal

IDS
= 1

n • VThermal
= SubThS • ln(10) (18.4)
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Fig. 18.4 nMOST gm and gm/IDS vs. VGS for W/L = 3 μm/30 nm

Fig. 18.5 nMOST gm and gm/IDS vs. VGS for W/L = 1 μm/30 nm

This is demonstrated by Figs. 18.4, 18.5, and 18.6 that show the transconductance
(gm) and the gm/IDS curves vs. dose for W/L = 3 μm/30 nm, 1 μm/30 nm, and
0.3 μm/30 nm MOST, respectively.

As a conclusion, Fig. 18.7 shows the percent deviation of the maximum
achievable gm/IDS vs. dose that for narrow and short nMOST (W/L = 0.3 μm/30 nm)
can reach 30% loss.

Finally, it is interesting to analyze the OFF current (IOFF) behavior in nMOST
devices overexposed to radiations. Fig. 18.8 shows the evolution of the leakage
current as a function of TID, for all tested transistors. Leakage current increases of
2/3 orders of magnitude for all nMOST. Therefore the degradation of IOFF should
be carefully taken into account since it would cause a large increase of power
consumption in complex circuits.
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Fig. 18.6 nMOST gm and gm/IDS vs. VGS for W/L = 0.3 μm/30 nm

Fig. 18.7 nMOST Max
gm/IDS vs. TID dose

18.2.2 pMOST Electrical Characterization

For pMOSFETs there is no degradation in the off-state leakage current, since they
are not subject to sidewall leakage current. The degradation of the sub-threshold
slope, which is related to the accumulation of interface traps [10], is scarcely
relevant (1/SubThS < 10 mV/dec for all tested transistors).

This might be a possible indication of a negligible accumulation of interface traps
in the oxide. These considerations are confirmed by Figs. 18.9 and 18.10 where IDS–
VGS characteristic is plotted vs. dose and vs. pMOS W/L.

Moreover, the stability of SubThS vs. dose is also confirmed by Fig. 18.11
where both gm and gm/IDS curves are plotted vs. VGS for those pMOST having
W/L = 3 μm/30 nm, 1 μm/30 nm, and 0.3 μm/30 nm. While gm curves are clearly
separated, the MOST efficiency curves are compacted in a small region, that is an
evidence of small SubThS variations.

The parameter which is mostly degraded by TID for the pMOSTs is the saturation
current (ION), i.e., the drain current for |VGS| = |VDS| = 1.1 V

Figure 18.12 plots the variation of the saturation current with the dose (expressed
in percent variation with respect to the value before irradiation, ION/ION,PRE), for all
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Fig. 18.9 pMOST IDS–VGS for W/L = 3 μm/30 nm, 1 μm/30 nm, and 0.3 μm/30 nm

tested devices. It is clear that ION decreases for all the devices, but the degradation
is limited for some of them, while it is more severe for others.

In order to better understand the dependence on the transistor geometry, notice
that the four pMOST sharing long channel (L = 1 μm, the maximum available, so
reasonably no short channel effects) and having a width W ranging from 3 μm down
to 100 nm, the drain current loss is limited to 20% at the maximum dose for wider
pMOST, while for the minimum width the loss of about 90%.

The degradation of the maximum drive current for narrow transistors is attributed
to radiation induced narrow channel effect (RINCE) [5]. For these devices, the
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Fig. 18.10 pMOST IDS–VGS for W/L = 3 μm/30 nm, 1 μm/30 nm, and 0.3 μm/30 nm

Fig. 18.11 pMOST gm and gm/IDS for W/L = 3 μm/30 nm, 1 μm/30 nm, and 0.3 μm/30 nm

radiation-induced positive charge trapped in the lateral STI influences the main
transistor; it prevents the edge channel inversion, with the consequence of reducing
the available channel width.

Interestingly there seems to be no (or very small) effect related to the channel
length. Considering those pMOST in Fig. 18.12 sharing minimum channel length
of 30 nm, the current loss is below 20% at 1 Grad. This is different from what has
been measured for other technology nodes (like 65 nm [5]) and might have a strong
impact on the design of digital circuits, where designers might have more flexibility
in the choice of the device geometry (especially minimum L MOST).

In order to further investigate the origin of this dramatic current loss vs. W, both
the threshold voltage (VTH) and the transconductance (gm) evolution with TID are
plotted in Figs. 18.13 and 18.14, respectively.

The loss in the drain current can only partially be explained by a decrease of
mobility, since the variation of gm with respect to the initial value is in the worst case
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(minimum W device) of 50%. In Fig. 18.15 the free carrier mobility (m) variation,
with respect to the pre-irradiation value, is shown.

The highest mobility reduction is in the narrowest/longest channel devices
(L = 1 μm, W = 100 nm, 200 nm).

Another contribution comes from the shift in the threshold voltage (Fig. 18.13),
which is limited to few tens of mV for wide devices, while it reaches hundreds of
mV for narrower transistors.

18.3 Integrated Circuit for PIXel Detector in 28 nm CMOS
Technology

Another relevant aspect for rad-hard design is to explore the behavior of SP
MOST operating in analog signal processing stage. This section reports the most
important measurements results of a single-channel analog read-out front-end for
pixel detector in both pre- and postradiations conditions. The channel complies
with the specifications of HEP pixel detector. The analog front-end is composed by
the cascade of a charge-sensitive-preamplifier (CSPreamp, responsible of charge-to-
voltage conversion [13]) and a switched-comparator for voltage-to-time conversion.
Thus the front-end provides both charge arrival time information (the event) and
time-over-threshold (the amount of charge).

The CSPreamp is based on a single-MOST (M1) gain stage with feedback
capacitance (CF). Krummenacher feedback [14] is used to manage the large leakage
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Fig. 18.15 pMOST mobility
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current coming from the detectors and that could increase after radiation damages.
The feedback composed by MKR-M2-CF should synthesize an equivalent feedback
resistance in the order of M
. In first approximation the equivalent feedback
resistance is equal to 2/gmKR (where gmKR is the MKR transconductance). Hence,
the biasing current for M2-MKR-M3-M4 stage (50 nA) is very much lower than M1
biasing current (1.6 μA).

The developed circuit is called integrated circuit for PIXel detector in 28 nm
technology (IC-PIX28) and its simplified scheme is shown in Fig. 18.16 [6, 7].
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The channel has been tested using a proper printed circuit board (PCB) in
presence of different levels of TID (i.e., 480 Mrad, 750 Mrad, 909 Mrad, 1 Grad).
X-ray irradiation has been done at Physics and Astronomy Department of the
University of Padova with the system reported in Fig. 18.17. With a dose rate of
6.64 MRad/h (SiO2) at room temperature, the maximum 1 Grad-TID dose level has
been reached in 152.02 h (about 6.3 days).

Looking at time (CSPreamp output voltage in Fig. 18.18) and frequency domain
measurements (CSPreamp output signal and noise, Figs. 18.19 and 18.20) there are
three main effects of radiation damages:

• The recovery time (the time lapse needed to the CSPreamp output voltage to
recovery the baseline) after radiation exposure is dramatically increasing from
390 ns up to 1.8 μs.

Fig. 18.17 X-ray facility and IC-PIX28 irradiation setup
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Fig. 18.18 IC-PIX28 time-domain measurements (CSPreamp output voltage)
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Fig. 18.19 IC-PIX28 CSPreamp output vs. input frequency response

Fig. 18.20 IC-PIX28 CSPreamp output noise power spectral density

• Both sensitivity (i.e., charge to voltage conversion rate) and peaking time delay
feature a slight decreasing (sensitivity goes from 30 mV/fC down to 21 mV/fC at
1 Grad, whereas peaking time delay increases from 31 ns up to 90 ns, as reported
in the performance resume in Table 18.2).

The recovery time increasing can be mainly attributed to the IOFF current
increasing caused by both STI charge trapping and GOX leakage.

Several related works in literature [4] on less scaled technologies demonstrate
that, for a given MOST finger, the IOFF current is proportional to both finger count
and length. The IC-PIX28 adopts a four finger by 3 μm/100 nm each one, resulting
in a MOST with an equivalent W/L = 12 μm/100 nm M1.

Measured leakage current for a 3 μm/30 nm W/L nMOST is about 0.8 nA
(Fig. 18.8), leading to 0.0267 nA/nm IOFF density.

The estimated IOFF current for M1 is thus 4·(0.0267 nA/nm)·100 nm = 10 nA,
more than one order of magnitude higher than preRad IOFF.

This operates the Krummenacher amplifier out of its proper operating region.
The leakage-compensating feedback is not anymore operating after overexposing
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Table 18.2 IC-PIX28 main performance

Parameter PreRad PostRad

Detector capacitance 100 fF
Input range 7fC–20 fC
Output CSP voltage range—[mV] 476–482.9 258.3–334
Average sensitivity 30 mV/fC 21 mV/fC
Maximum peaking time delay 31 ns 96 ns
Minimum ToT @ QIN,MIN = 7 fC 396 ns 1849 ns
Maximum ToT @ QIN,MAX = 20 fC 763 ns 2717 ns
Maximum comparator delay 5 ns 20 ns
CSP pass band gain 5.2 dB 4.2 dB
CSP bandwidth—[MHz] 2.8–16.8 2.1–10.17
Integrated noise—[μVRMS] 806 960
ENC—[fC] 0.027 (165 e−) 0.04 (247 e−)
SNR @ QIN,MIN = 7 fC 47.6 dB 45 dB
SNR @ QIN,MAX = 20 fC 52.5 dB 47.8 dB

the CSPreamp to 1 Grad dose and thus the decay time in Fig. 18.18 dramatically
increases.

The second aspect emphasized by both time and frequency domain measure-
ments results is some losses in terms of both gain and peaking time delay. This is
due to the efficiency loss explained in previous section (see Figs. 18.4 and 18.7).
The efficiency reduction leads to lower gm at constant current and this reduces
the CSPreamp loop gain with evident effects on closed-loop frequency response.
Thus the loop gain decreases and the dominant pole time constant increases. This
is confirmed from measured frequency response (pre- and postirradiation) shown in
Fig. 18.19 (where the input signal has been provided by a pulse generator driving
an integrated input capacitor).

Notice that the passband gain decreases of about 1 dB and the dominant pole
right shifts of a factor two approximately (from 14 MHz preRad down to 8 MHz
postRad).

The gm reduction is also confirmed by a slightly higher noise power in postRad
noise power spectral density measurements. The main performance of IC-PIX28
pre- and postradiation damages are listed in Table 18.2.

18.4 Conclusions

In this paper a review of some of the most relevant radiation damages aspects
involving CMOS 28 nm bulk technology node have been presented. Specific
electrical characterizations of irradiated devices have been presented for stand-alone
single-finger MOST and analog amplifier operating in pixel read-out channels. Table
18.3 shows an intuitive resume of some of the most important aspect involving
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Table 18.3 Device-under-test rad damages resume

Electrical parameter nMOST pMOST Legend

Leakage current—IOFF Reduced rad damages

Max driving current—ION Significant rad damages

Threshold voltage—VTH Medium rad damages

Sub-threshold-swing—SubTh-SW

Majority carriers mobility—m

n/pMOST after 1 Grad dose over exposition. nMOST suffer in terms of leakage
currents increasing, threshold voltage negative shift, and efficiency loss. pMOST
are more robust in front of leakage currents whereas they experience a dramatic
loss in ON current (i.e., mainly due to majority carriers mobility degradation) and
positive shift of the threshold voltage.
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