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Chapter 17
Computational Fluid Dynamics 
for Evaluating Hemodynamics

David Saloner

 Overview

Blood flow in vessels plays an important role in the physiological response of the 
vasculature in health and disease and in preserving the function of the end organs. 
While many of the descriptors that are important in evaluating the health of a vascu-
lar territory are well established, many others remain the domain of active investiga-
tion. The ability to establish the relationship between adverse hemodynamics and 
patient outcome has dramatically improved with the advent of robust high- resolution, 
noninvasive imaging measures of the local disease in the vessel wall, the prevailing 
flow conditions, and the status of the end organ. However, establishing causal con-
nections between hemodynamic descriptors and physiological impact requires 
detailed knowledge of the spatial and temporal distribution of those descriptors. 
Computational Fluid Dynamics (CFD) methods are well suited to this task. The 
ever-increasing power of computational platform resources permits simulations of 
appropriately complex anatomic models in manageable compute times. In this 
chapter, the assumptions that underlie the CFD modeling approaches that are widely 
used in describing flow in the human vasculature are discussed. A description will 
be provided of the computational pipeline. Finally, examples of applications to 
patient-specific conditions will be presented.
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 Assessing the Velocity Field

In the same way that the motion of solid objects in space is described by Newton’s 
equations of motion, fluid flow is described by the Navier-Stokes equations which 
include pressure terms and the fluid viscosity [1]. These equations can be used to 
describe fluid flow in a broad range of conditions including external flows (e.g., air 
flowing around the exterior of a vehicle) or internal flows (such as blood flowing in 
a blood vessel.) However, it is not possible to provide analytic solutions for the 
Navier-Stokes equations for any but a few limited geometries and conditions. For 
this reason, most practical approaches to describing details of hemodynamics rely 
on numerical simulations, referred to as Computational Fluid Dynamics (CFD). 
Initial CFD studies were developed in an era of limited computational power and 
used rudimentary numerical schemes. In the early applications of CFD to the study 
of vascular physiology, idealized representations of relevant anatomical structures 
were used [2]. Those began with 2D models which, while informative about impor-
tant hemodynamic features, failed to capture important effects from secondary flow. 
The limitations of those models were recognized early on as the dominant role of 
geometry in governing critical features of hemodynamics became increasingly 
apparent. Extensions of the idealized models were developed to provide fully three- 
dimensional representations but were of limited use for patient-specific analyses [3, 
4]. An example is presented in Fig. 17.1 of a schematic model of flow in the extra-
cranial carotid arteries. The model is based on representative values of the bifurca-
tion angle between the internal and external carotid arteries and uses typical values 

Fig. 17.1 A color-coded 
CFD-computed velocity 
field with high velocities 
encoded in red for a 
schematic representation of 
the extracranial carotid 
bifurcation. Slow 
recirculating flow in the 
bulb can be observed (blue 
region). A plot of the 
derived wall shear stress 
along the lateral wall of the 
internal carotid artery 
shows an extended area of 
low wall shear stress in the 
bulb from the point of flow 
separation (S) to 
reattachment (R)
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for the diameters of each vessel. General features of the flow in that territory include 
slow recirculating flow in the bulb of the internal carotid artery and a high velocity 
region in the medial aspect of the internal carotid artery. Planes transverse to the 
proximal internal and external carotid arteries are also useful to show those fea-
tures. Such idealized models became increasingly sophisticated with inclusion of 
compliant walls, features of wall disease, and modeling of varying blood viscosity 
properties [5, 6].

More recently, advances in computational methods have been included into com-
mercial solvers with much of that development being spurred by applications to the 
aerospace, auto, and other industries where flow conditions are significantly more 
extreme than in the human vasculature. These solvers are now sufficiently sophisti-
cated to readily incorporate realistic geometries and physiological flow conditions 
and can therefore be applied to patient-specific anatomy and flow.

 Imaging Approaches

The interest in utilizing CFD methods in considerations of hemodynamics in vascu-
lar disease is manifold. While there are a variety of methods for assessing important 
features of hemodynamics in vivo, these have relatively coarse spatial and temporal 
resolution and suffer from technical and physiological challenges. Ultrasound is 
noninvasive and relatively inexpensive and has excellent temporal resolution for 
determining the full spectrum of velocities in a fixed insonation volume. It has 
strong abilities for quantifying peak velocities in flow jets which can be used to infer 
the degree of stenosis. It is unable to similarly map the velocity field through a 
three-dimensional volume and, in many cases, is obscured by bowel gas, calcifica-
tions, or overlying bone  – as is the case for the brain. Furthermore, it is highly 
operator-dependent and is unsuited to measurement of volume flow. Catheter- 
injected angiography provides qualitative visualization of flow dynamics which is 
important for determining important physiological features such as vascular patency 
and the existence of collateral pathways. However, it is invasive and expensive and 
is not quantitative. MR imaging, particularly 4D Flow, has a number of desirable 
features: it is noninvasive and can depict the velocity field in space and time without 
limitations of overlying anatomy [7, 8]. This offers the possibility of determining 
derived descriptors such as volume flow and wall shear stress, the frictional force 
exerted by blood on the vessel wall. However, MR has moderate spatial and tempo-
ral resolution. Unlike ultrasound which determines the spectrum of velocities in the 
insonation volume, MR provides a voxel-averaged velocity measurement. Because 
of practical imaging constraints such as signal to noise ratios and acquisition times 
(which are often longer than 10 minutes), studies in a number of vascular territories 
are acquired with less than three or four voxels across the vascular lumen. The deri-
vation of critical parameters such as the wall shear stress rely on an accurate mea-
surement of the spatial gradient of velocities at the vessel wall, and MR-derived 
estimates of these measures must therefore be viewed with appropriate caution. A 
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major attraction of CFD methods is the ability to specify very high resolution in 
space and time and calculate velocity fields with resolution far beyond anything that 
is currently achievable with in vivo imaging methods.

 Computational Fluid Dynamics (CFD)

In most vascular territories and under a broad range of healthy and pathologic states, 
a numerical solution of the Navier-Stokes equations can be attained with limited 
and reasonable assumptions. While methods exist to accommodate each of the fol-
lowing, they are often neglected in conventional CFD calculations of hemodynam-
ics: the vessel wall is assumed to be rigid; blood is assumed to be a Newtonian fluid; 
and blood flow is considered to be laminar without the presentation of turbulence. 
With those assumptions, CFD calculations can be conducted if the surface boundary 
of the vascular structure of interest is specified, if the inlet flow waveform is defined, 
and if the outlet flow conditions are appropriately conditioned.

Vascular Compliance Returning to the major assumptions, the importance of 
neglecting vascular compliance is not fully understood given the difficulty in con-
ducting a simulation that includes wall motion – a so-called fluid-structure interac-
tion (FSI) problem [9]. Results of FSI compared to CFD with rigid walls indicate 
that neglecting compliance in a number of vascular territories (such as the intracra-
nial vessels) has little effect [10]. In other territories such as the aorta, larger differ-
ences are reported [11]. It is, however, difficult to assess the extent to which the wall 
motion is correctly incorporated into the FSI models given their reliance on unreli-
able in vivo imaging to condition their boundary values. Furthermore, in conditions 
such as atherosclerosis, aneurysmal disease, or in the elderly population in general, 
resorting to an FSI simulation is likely unwarranted since vessels lose their compli-
ance under those conditions, and conventional CFD methods are likely to suffice.

Newtonian Viscosity Fluid viscosity describes how the shear stress varies with 
changes in the shear rate, and if shear stress changes linearly with shear rate, the 
viscosity is constant. It is then referred to as a Newtonian fluid. Most CFD models 
assume that blood is a Newtonian fluid. There are in vivo situations where this con-
dition is violated. On one limit, when blood recirculates slowly, red blood cells can 
aggregate, resulting in an increase in viscosity. Regions of slowly recirculating flow 
can occur in regions of aneurysmal dilatation. There are a number of analytical 
formulas that can be incorporated into CFD solvers that attempt to provide more 
physical models of blood viscosity at low shear rates [12]. There are reports that 
these effects are relatively small. On the other limit, the viscosity of blood decreases 
substantially when passing through narrow (<300 micron) vessels when red blood 
cells move to the center of the vessel leaving only plasma near the wall of the vessel 
(the Fåhraeus–Lindqvist effect). These vessels are of the scale of arterioles and 
capillaries and are generally not of current interest for the determination of detailed 
features in their velocity fields.
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Turbulence The caliber and flow rates in healthy vessels are such that flow is lami-
nar with the components of blood moving along well-ordered and predictable tra-
jectories. Flow patterns can still be extremely complex with strong components of 
vorticity, but flow patterns remain highly predictable. As inertial effects, character-
ized by the product of velocity and vessel diameter, begin to dominate drag forces, 
characterized by viscosity, flow transitions from the well-ordered laminar condition 
to a more chaotic and unpredictable state and manifests as turbulent flow [13, 14]. 
Conditions that lend themselves to turbulent flow include flow distal to stenoses. 
Although velocities through the stenosis may increase dramatically, the reduced 
diameter can ensure that flow remains laminar in the stenosis throat. However, distal 
to the stenosis, high velocity persists in the flow jet which is now located in a region 
with a much larger diameter. Flow can then be turbulent with chaotic eddies being 
shed from the boundaries of the jet, generally accompanied by a dissipation of 
energy and an audible bruit [14]. Correct numerical simulation of this situation 
requires a far greater degree of complexity than is required for laminar flow. Models 
for including turbulence into CFD simulations range from imposition of some sim-
plifying assumptions such as in the most widely used model of turbulence, the 
k-epsilon model, where it is assumed that the turbulence viscosity is isotropic. 
Although inclusion of turbulence models into CFD analysis of blood flow in vessels 
is computationally expensive, commercial codes generally provide a k-epsilon 
model option [1, 15, 16]. More accurate simulations can be rendered using large 
eddy simulations [16] or an approach referred to as direct numerical simulation 
(DNS) [14]. An example of the manifestation of turbulence in a DNS simulation is 
presented in Fig. 17.2 for flow through an idealized model of an arterial stenosis for 
flow through a regular cylindrical vessel with a slightly eccentric stenosis represent-
ing a 75% reduction in cross-sectional area. This presentation of velocity fluctua-
tions shows a breakdown of the orderly flow in the flow jet into chaotic vortices 
several diameters distal to the throat of the stenosis. DNS simulations obtain their 
accuracy by directly computing all flow effects down to the smallest scales needed to 
accurately describe the relevant flow effects. They are thus extremely computation-
ally intensive, and, while important in regimes such as hypersonic flow over airplane 
wings, DNS is rarely used in application to physiologic flows. In situations of high 
flow rates, such as distal to stenoses, flow conditions can be such that flow is no 
longer truly laminar, and the physics of flow dictates that flow becomes transitional 
and finally manifests true turbulence. In that case, it is challenging, and sometime 

Fig. 17.2 A DNS simulation of flow in the longitudinal plane of a tube with a non-stenosed diam-
eter D, and a 75% eccentric stenosis by area. Streamwise velocity fluctuations are shown (x) along 
the length of the vessel (x) between 4 and 15 diameters distal to the stenosis. This map shows the 
transition from regular to complex flow as the flow jet breaks into vortical eddies. (Varghese et al. 
[14], reproduced with permission)
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impossible – even with an extremely high resolution – for code defined for laminar 
flow to converge to a stable solution, a situation that is manifested by increasingly 
long computational run times and inconsistent data. To avoid these types of compu-
tational failures, commercial CFD solvers are often constructed to include an artifi-
cial damping term which ensures that the solution remains stable. In that case, the 
user needs to realize that although a solution is generated, it is likely inaccurate, and 
appropriate caution must be used in drawing conclusions from those results.

In general, many physiological conditions of interest can be closely approxi-
mated by laminar flow through rigid-walled vessels with Newtonian viscosity. For 
those cases, conventional CFD simulations can then be applied to generate highly 
accurate estimates of the velocity field. However, in cases where those conditions 
are not met, in vivo imaging modalities, in particular 4D Flow MRI methods, pro-
vide the intriguing prospect of more accurately determining the velocity field than 
is possible with CFD as the true physiological behavior is inherently present on a 
patient-specific basis, and does not require modeling. In the remainder of this chap-
ter, we will restrict ourselves to a discussion of the application of conventional CFD 
to the analysis of hemodynamics in vivo.

 CFD in the Laminar Flow Regime

A CFD analysis provides a numerical solution of the Navier-Stokes equations, the 
governing equations of fluid motion. The key components required as input to the 
numerical model are a description of the lumenal surface of the vessels of interest 
and specification of the inlet and outlet flow boundary conditions.

Lumen Surface Patient-specific modeling requires in vivo images of the vessels of 
interest [17–19]. The resolution of the images must be sufficient to permit an accu-
rate representation of the associated velocity fields – preferably with greater than 
five to ten voxels across the vascular lumen. Achieving this is most challenging in 
regions of pronounced curvature such as at the neck of a saccular aneurysm or in 
stenotic vessels. For example, an 80% diameter stenosis of the extracranial carotid 
arteries corresponds to a residual lumenal diameter of little more than 1 mm. For 3D 
volumetric modalities (MRA or CTA), this provides at most 2–3 voxels across the 
stenosis. This is even more limiting in territories with stenoses of smaller caliber 
vessels such as the coronary arteries or the intracranial vessels. However, current 
imaging modalities provide 3D angiographic images of the vascular lumen with 
high contrast to noise ratio to the adjacent tissue and with adequate spatial resolu-
tion to support high-quality CFD in relatively smooth vessels whose caliber is 3 mm 
or larger. Segmentation of the lumenal surface from the 3D data set can then be 
performed and be provided as input into the solver for the geometric boundary con-
dition. Care is needed to avoid misrepresentations of important vascular features as 
in cases where aneurysmal bulges fold back into close proximity with the parent 
vessel. Unless the imaging modality has sufficient resolution, the two distinct 
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regions can appear to be merged into one volume. This is illustrated in Fig. 17.3 
where a rotational DSA study of an aneurysm of the internal carotid artery clearly 
identifies the aneurysm as a distinct saccular structure, whereas the lower resolution 
CE-MRA study merges aneurysm and parent vessel giving the appearance of a fusi-
form dilatation.

Flow Boundary Conditions In addition to specification of the surface geometry, it 
is important to provide suitable boundary conditions to define the inlet and outlet 
flow conditions. The inlet boundary condition is invariably provided by specifying 
the time-varying volume flow into the vessel of interest – optimally as measured 
in vivo at the corresponding location for the specific patient. If those are not avail-
able, idealized waveforms using representative volume flow values from the litera-
ture are often used. In order to have a realistic spatial distribution of velocities 
across the lumen, the inlet vessel can be extended proximal to the patient-specific 
domain a sufficient length to ensure that flow is fully developed. More complex 
models of inlet flow conditions have been formulated to account for cardiac dynam-
ics [20]. Specification of the outlet boundary conditions depends on whether flow is 
monophasic or triphasic indicating the presence of a reflected wave as in the infra-
renal aorta. For monophasic flow, it is sufficient to describe the outlet boundary 
condition by specifying zero pressure at the outlet. For locations where there is 
retrograde flow, more complicated modeling of the outlet conditions is required. 
The presence of retrograde flow indicates the presence of a compliant reservoir in 
the peripheral vessels or the distal vascular bed that is the source of the pressure that 

Fig. 17.3 Impact of acquisition resolution. CFD-calculated pressure distribution in a distal inter-
nal carotid artery with a cavernous segment aneurysm. Left: pressure map using surface segmenta-
tion from a rotational DSA study with 0.2 mm isotropic resolution clearly shows the separation 
between distal ICA and the aneurysm. Right: pressure map using surface segmentation from a 
CE-MRA study with 0.7 mm isotropic resolution fails to correctly resolve the inferior aspect of the 
aneurysm
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drives the retrograde flow. Among the approaches used to model the outline bound-
ary conditions has been the use of an electrical circuit analog of the downstream 
vasculature that consists of a resistance (R1) connected in series with a parallel 
combination of a second resistance,(R2), and a capacitance, (C) [21–24]. Care is 
required to appropriately model the values of the resistances and capacitance to 
ensure that the appropriate triphasic outlet waveform is reproduced [25]. Evaluations 
have been performed to investigate the sensitivity of computed flow fields to differ-
ent models of the outlet flow conditions [26]. Models have also been developed that 
compare flow conditions under different physiology, such as different exercise regi-
mens [24].

 CFD Computational Framework

The computation of the velocity field for a patient-specific representation begins 
with a segmentation of the vascular surface from in vivo imaging. The marching 
cubes algorithm can be used to render the segmented surface of the lumen as a 
polygonal (triangular) mesh [27]. In CFD the Navier-Stokes equations are solved at 
a number of discrete points within a defined computational domain, and it is there-
fore necessary to create a mesh whereby the fluid volume is discretized into cells 
[28]. A variety of different techniques have been formulated to perform these simu-
lations with both finite difference and finite volume methods having enjoyed wide 
use [29]. In both cases, the computational domain is resolved into a network of 
nodes and elements. The finite element method utilizes approximations of deriva-
tives using the Taylor expansion and requires a structured mesh that is uniform and 
highly regular. It is therefore inflexible and difficult to implement for realistically 
complex geometries and the finite volume, which is more flexible is more com-
monly used. The finite volume method converts the governing equations into alge-
braic equations that can be numerically solved over discrete control volumes 
throughout the computational domain. Average values for each cell are calculated 
by computing fluxes through the cell faces. Conservation of physical properties is 
ensured as the computational algorithms enforce that flux into the cell element 
equals the flux out of the cell. With this approach it is no longer necessary to solve 
on a uniform structured mesh. Semiautomated tools for generating unstructured 
meshes now exist that can create the computational nodes needed with a specified 
mesh density [30]. The use of increasingly finer meshes ensures not only better 
resolution of the structure of the flow fields but inherently more accurate [31]. 
However, computational times can become prohibitively lengthy if the mesh density 
is excessive. On the other hand, if the mesh density is insufficient, computational 
errors can result. In order to have high confidence in the CFD results, it is important 
to incrementally refine the mesh density to ensure that the calculated velocity fields 
converge to an acceptable residual error [32]. Careful construction of the mesh can 
serve to provide a compromise between high accuracy and speed of computation by 
prescribing variable mesh density. High-density mesh elements can be prescribed 
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where these are most needed, such as at locations of high surface curvature or irreg-
ularity or close to the vessel wall where gradients of velocity must be determined to 
provide rigorous estimates of wall shear stress [33]. On the other hand, velocities in 
the center of low-curvature segments of a vessel are expected to vary smoothly, and 
low mesh densities can be used there. An example showing a spatially adaptive 
mesh designed to provide increased accuracy in regions requiring higher sensitivity 
is shown in Fig. 17.4.

 Application to Vascular Disease

The great promise of methods that provide quantitative hemodynamic measures 
lies in the potential of those methods to serve as biomarkers for the increased likeli-
hood of disease progression [34]. If, indeed, hemodynamic forces are drivers of 
disease evolution over time, it is reasonable to assume that a careful analysis of 
hemodynamic descriptors could serve to identify, on a patient-specific basis, indi-
viduals who are likely to show rapid disease progression and others where the 
condition is expected to remain stable over time. Extensive work is being actively 
pursued to establish the relationship between hemodynamic descriptors and disease 
progression. Those studies can be quite challenging in cases where the disease 
condition does not have high prevalence, where the disease evolution is slow and 
potentially occurring over decades, and where rigorous clinical outcomes – such as 
aneurysm rupture – need to be established. This analysis is further complicated by 

Fig. 17.4 Mesh generated 
through the volume defined 
by the surface segmented 
from an MRA study of the 
transverse and sigmoid 
sinus of a subject with 
venous diverticulum. A 
spatially varying mesh is 
defined with high mesh 
density proximal to and 
through the diverticulum 
and with low mesh density 
in the more uniform 
segment of anatomy
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the wide variety of secondary descriptors that can be, and have been, postulated to 
be the critical markers. These descriptors include intravascular pressure; zones of 
jet impingement; wall shear stress (which can be further investigated in terms of 
peak wss, mean wss, or OSI – the oscillating shear index which characterizes the 
variation of wss through the cardiac cycle); presentation and number of vortices; 
and the extent of the deposition of turbulent kinetic energy – to name a few [18, 
35–39]. Insights into the roles of the different descriptors do not necessarily need 
to be based solely on clinical outcomes (such as stroke or myocardial infarction) 
but can be gleaned from longitudinal imaging studies where evolution of vascular 
geometry can be detected [19]. Figure 17.5 presents results from a study where a 
patient with an untreated aneurysm of the anterior communicating artery was fol-
lowed with noninvasive CE-MRA at 6-month intervals for a total of four imaging 
sessions. The sequential studies are spatially colocalized and visualized with a 
transparent mesh showing a near doubling on volume of the aneurysm over an 
18-month period. Also shown are the CFD-computed flow streamlines (presented 
for the final imaging timepoint) and the derived wall shear stress map. In this case, 
the region of pronounced growth is seen to colocalize with the region of low wall 
shear stress.

As noted above, an alternative to CFD is to directly measure the velocity field 
using 4D MR Flow. While that approach circumvents the need to develop the 
entire computational pipeline, it faces the inaccuracies of the acquisition, specifi-
cally the limited spatial and temporal resolution. These differences can be noted 
when comparing visual representation of streamlines from CFD with those from 
4D Flow for the same geometry. Streamlines are a common method of displaying 
qualitative visualizations of the prevailing flow and are created at fixed points of 
time in the cardiac cycle by tracing out the path followed through the domain as 
dictated by the velocity field. To the extent that there is limited resolution of incon-
sistencies in the predicted velocity field, streamlines will follow irregular paths 
and will have variable filling of the flow domain. Figure 17.6 shows streamlines 
generated from a CFD simulation based on a CE-MRA acquired from a patient 

Fig. 17.5 CFD in a growing aneurysm of the anterior communicating artery. Left: four serial 
MRA studies show interval growth from baseline (blue) to 18-month follow-up scan (red). Center: 
flow streamlines generated from CFD-computed velocity field shows strong recirculating flow in 
the aneurysm. Right: wall shear stress map from CFD-computed velocity field shows low wall 
shear stress (deep blue) colocalizing with region of observed growth
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with three aneurysms of the internal carotid artery and from a 4D Flow study on 
the same patient. The CFD-based streamlines are smooth and uniform, whereas the 
4D Flow-based streamlines are noisy.

There is a great deal of interest in using CFD to investigate the effects of 
planned interventions [40]. To the extent that the intervention makes significant 
changes to flow conditions, this is clearly a situation where pre-treatment imaging 
plays little role. On the other hand, CFD can be used to estimate what the probable 
results of surgical interventions might be [41, 42]. The validity of such predictions, 
however, depends importantly on the boundary conditions that will exist following 
surgery. In certain cases, reasonable assumptions can be made based on consider-
ations of normal physiology, as for example in a planned bypass procedure where 
it is expected that the intervention will restore normal flow to the distal organ. 
Other considerations include using vessel caliber of the targeted bypass implanta-
tion site as a predictor of what the likely flow into that vessel will be. In other 

Fig. 17.6 Study of a patient with three aneurysms of the internal carotid artery comparing stream-
lines from CFD simulations with those from 4D Flow demonstrating that CFD is noise-free. Left: 
streamlines generated from the CFD-calculated velocity map based on the boundary conditions 
from the in vivo CE-MRA and the flow waveform measured with 2D PC-MRI in the proximal 
ICA. Right: streamlines generated from a 4D Flow PC-MRI study
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scenarios, predictive simulations are better able to incorporate the actual geomet-
ric and functional morphology that will result from intervention. Examples are 
simulations that have been performed to evaluate the impact of deploying different 
numbers of coils to treat an aneurysm [43], or others that estimate the likelihood 
that a flow-diverting stent deployed through a fusiform aneurysm will reduce flow 
into the aneurysm sac thereby promoting thrombotic occlusion of the sac [44–47]. 
In that case, the flow boundary conditions following treatment can be clearly 
defined, and the geometry of elements of the deployed stent  – which is well 
known – can be included in the simulation. Figure 17.7 shows modeling of planned 
treatment in a fusiform aneurysm. Not only is CFD able to predict the pressure 
distribution in the presenting anatomy prior to intervention, but careful inclusion 
of the detailed geometry of the deployed flow-diverting stent permits prediction of 
the flow streamlines and pressure map in the vasculature following stent deploy-
ment. This example shows a strong reduction of flow into the aneurysmal sac 
through the pipeline walls.

An additional strength of CFD is to explore flow conditions across a range of 
conditions that are not amenable to variation in vivo [48, 49]. Vortical flow has 
been postulated as a contributor to audible sound in patients with pulsatile tin-
nitus. In vivo assessment of flow is able to establish the presence of a strong 
component of vorticity inflow in the bulb of the jugular vein. However, the extent 
to which the relationship between the geometric structure of the bulb and the 
total volume flow through the vein plays a role in determining the presence of 
flow vorticity is unknown. CFD can be performed for the given geometry but 
with incremental reduction of the inlet flow conditions from what presents in vivo 
until a flow rate where the vorticity is no longer detected. This is illustrated in 

Fig. 17.7 CFD calculation of a simulation that models deployment of a flow diverter stent in a 
distal ICA aneurysm. Left: CFD-calculated pressure map in the untreated aneurysm. Center: 
streamlines calculated with modeling of the deployed flow diverter. Right: CFD-calculated pres-
sure map for the simulated treatment
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Fig. 17.8. Flow streamlines were calculated for the geometry and inlet waveform, 
as detected from CE-MRA and 2D phase-contrast MRI, respectively, in the jugu-
lar vein of a patient with pulsatile tinnitus. In addition, the volume flow was 
reduced in simulation until the vortical flow disappeared showing, in this case, 
that the vorticity was largely dominated by the flow geometry and was only 
absent at very low flow rates.

The high fidelity of CFD data permits the use of advanced algorithms for extract-
ing features of flow that are not immediately available from the calculated velocity 
field [50]. An additional metric that is of interest in vascular disease is the potential 
for flow conditions to result in intraluminal thrombus deposition [44]. A convenient 
metric for that is the particle residence time. Particle residence time bears some 
similarities to the passage of contrast material injected intra-arterially during 
dynamic catheter angiography runs, particularly in the late phase as the contrast 
washes out. It is possible to utilize the data generated by the CFD-calculated veloc-
ity field to create a visualization of what the expected wash out of material in the 
modeled geometry will be, and hence, in effect, display the particle residence time. 
Figure 17.9 is a series of estimated contrast distributions in a fusiform aneurysm of 
the vertebral-basilar system following complete opacification of the territory. Serial 
time windows show the contrast as it is transported out of the vessel.

Fig. 17.8 Flow streamlines generated from CFD for flow through a patient-specific model of the 
jugular vein. This demonstrates the ability to explore flow conditions in simulation that do not 
present in vivo. Streamlines are displayed with incremental adjustment of the inlet flow from a 
slow flow rate on the left to the flow rate measured in vivo, on the right. A strong rotational com-
ponent of flow is visualized in the jugular vein at all conditions apart from the slowest (and highly 
non-physiologic) flow rate on the left
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 Conclusion

Computational Fluid Dynamics is a powerful methodology for providing highly 
accurate estimates of the hemodynamics on a patient-specific basis. This approach 
will remain the gold standard for defining velocity fields until in  vivo imaging 
modalities attain greater resolution than they currently provide. CFD can be used to 
generate biomarkers that can be used to assess the risk posed by vascular dysfunc-
tion on a patient-specific basis. Commercial codes are available that are suitable for 
application to in vivo physiology. Current CFD models make important assump-
tions, and care should be taken when relying on CFD-generated data to evaluate the 
extent to which the actual in  vivo conditions are consistent with the underlying 
assumptions. Finally, CFD presents the potential to model the hemodynamic out-
comes of planned vascular revisions, providing the treating surgeon with quantita-
tive data on which to base their treatment.
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