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Abstract. Biometric authentication is becoming more prevalent for secured
authentication systems. However, the biometric systems can be deceived by the
imposters in several ways. Among other imposter attacks, print attacks, mask-
attacks, and replay-attacks fall under the presentation attack category. The
biometric images, especially iris and face, are vulnerable to different presenta-
tion attacks. This research applies deep learning approaches to mitigate the
presentation attacks in a biometric access control system. Our contribution in
this paper is two-fold: first, we applied the wavelet transform to extract the
features from the biometric images. Second, we modified the deep residual
neural net and applied it on the spoof datasets in an attempt to detect the
presentation attacks. This research applied deep learning technique on three
biometric spoof datasets: ATVS, CASIA two class, and CASIA cropped image
sets. The datasets used in this research contain images that are captured both in a
controlled and uncontrolled environment along with different resolution and
sizes. We obtained the best accuracy of 93% on the ATVS Iris dataset.
For CASIA two class and CASIA cropped datasets, we achieved test accuracies
of 91% and 82%, respectively.

Keywords: Biometrics � Wavelet transform � Deep residual neural network �
Presentation attack detection

1 Introduction

Biometric authentication uses an individual’s identity for access control and has been
widely implemented for controlling the secured gateway of the member’s login [1, 2].
Several organizations validate their members’ access through biometric-enabled
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surveillance and security systems. The earlier biometric authentication techniques uti-
lized physiological traits such as fingerprint, face, iris, periocular region, voice, heart rate,
and bodymass. Biometric authentication systems have evolved to make use of individual
behavioral patterns such as touch pattern, keystroke dynamics, etc., to distinguish real and
fake identity. It is evident that the human iris and facial biometric image samples are
vulnerable to different types of presentation attacks [1, 2]. Though the presentation attack
falls under the ‘hacking attack’ category, it is also referred to as a replay attack. There are
several other vulnerable points that the hackers exploit to compromise a biometric-based
authentication system. Fake human faces can be created through 3D printing devices, by
the use of 3D Mask, or presenting an identical twin, or similar looking individual, to
deceive an authentication system. Additionally, the human iris can be copied using
textured contact lenses to deceive an iris-based authentication system. A key research
focus is to build a robust classification technique that can identify the smallest deviation
on real and fake iris and facial images in order to detect presentation attacks.

Recently, deep convolutional neural networks have been used to mitigate presen-
tation attacks [3–5]; however, most of them require huge computational time to train
and classify real and fake image samples. To counter the presentation attacks, a high-
resolution image set is required. However, high-quality images increase computational
complexity during training, validation, and classification. To address this issue, we
apply a deep learning approach that can detect spoofing attacks with less computational
effort and time.

In this paper, we apply the Wavelet Transform [6] on image datasets to extract
features. Once the feature extraction is done, we feed the extracted features to a
modified Residual Neural Net, denoted as ‘modified-ResNet’ inspired by the Residual
Neural Net (ResNet) reported in [7], for accurate classification. The ResNet has
superior features such as batch normalization, parameter optimization, and reduced
error through skip layer connection techniques, with surprisingly less computational
complexity. We observe a significant improvement in classification time with high
accuracy, to distinguish real and fake images.

The rest of the paper is organized as follows. Section 2 discusses our related work.
Section 3 describes the proposed methodology. Section 4 discusses the datasets used
for this research effort, Sect. 5 shows the experimental results and discussion, and
Sect. 6 provides us with conclusions.

2 Related Work

A reliable biometric recognition system has long been a prominent goal to mitigate
presentation attacks in a wide range. Recently, deep learning techniques have been
used for presentation attack detection (PAD) and have become instrumental to many
secured organizations where biometric authentication is mandatory [4]. Some specific
well-known spoofing instruments, like silicon masks, are widely used by attackers.
Yang et al. [3] used numerous testing protocols and implemented facial localization,
spatial augmentation, and temporal augmentation, to diverse feature learning for the
deep convolutional neural network (deep CNN). They also experimented with texture
based, motion-based, 3D Shape-based detection techniques to identify genuine and
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fake individuals [6]. Menotti et al. [4] performed research on deep representation for
detecting presentation attacks in different biometric substances. Manjani et al. [5]
proposed a multilevel deep dictionary learning-based PAD algorithm that can dis-
criminate among different types of attacks. However, the biometric recognition system
using the deep CNN technique is completely dependent on recognizing the pattern of
test objects with the previously learned training objects. A successful match includes
accurate pattern matching of the feature-sets from the test object to the already learned
training object. The vital biometric information of an individual, such as faces and iris,
are essential for the training. For “mug shot” images of faces taken at least one year
apart, even the best current algorithms can have error rates of 43%–50% [8–12].
Henceforth, face and iris images of an individual, when implemented altogether on a
biometric recognition system, is proven to be authentic amongst other biometric
modalities and many researchers agreed on that.

Several researchers worked on the face and iris recognition system and proposed
diverse methods to extract features in detail [13]. Feature extraction through Wavelet
involves losses at the edges after the Label 1 decomposition. We investigated the
Biorthogonal wavelet transform [6], the Discrete Wavelet Transform (DWT) [6] and
2D-Gabor wavelets [14] and their inverse form. From the experiment, we found that
DWT [6] works better with images in the matrix format (n x m) and can convolve in
either direction, which facilitates feature augmentation including spatial and temporal
augmentation during the deep learning training phase.

In our previous work [15, 16], we applied convolutional neural network (CNN) to
mitigate the spoofing attacks and obtained a reasonable performance. After extensive
experimental analysis, we found that Residual Neural Network (RNN), especially
ResNet [7], is the most effective deep learning approach for training and validation
process. RNN utilizes single layer skip connection techniques during learning on the
internal convolutional layers and avoids the vanishing gradients issues and optimize the
huge parameters efficiently. Additionally, the effective single layer skipping makes the
network less complex during the initial training phase, and towards the end of the
training, all layers get expanded for detailed level learning.

3 Proposed Methodology

In this research, we used the DWT [6] and its inverse form to elicit features from the
face and iris images. We then implemented a ‘modified ResNet’, inspired by the
ResNet [7], in an attempt to mitigate the presentation attacks. We trained, validated and
tested the ResNet model for the images captured under controlled and uncontrolled
environment. The DWT [6] and its inverse form (IDWT) [6] were used to extract the
features from the face and iris images. The extracted features are then fed into
‘modified ResNet’ for accurate classification. The high-level flow diagram of our
methodology is shown in Fig. 1. In this effort, we used DWT for feature extraction and
decomposition, and then applied the inverse form of DWT for reconstruction.
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The discrete function is represented as a weighted sum in the space spanned by the
bases u and w:
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The inverse wavelet transform, where the summation over j is used for different
scale levels and the sum over k is used for different conversions in each scale level:
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where Wu [j, k] is called the approximation coefficient and Ww [j, k] is called the detail
coefficient.

We limit our wavelet decomposition to label-1, in order to prevent data loss at
edges. The feature extraction, decomposition, and reconstruction mechanism, which we
implemented for our research, is shown in Fig. 2.

Fig. 1. High level architecture of the proposed methodology

Input Image Decomposition 
through DWT

Reconstructed 
Image

Fig. 2. DWT applied on CASIA [8, 9] sample face antispoofing image.
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To prevent presentation attack in a wide range and to save training and execution
time, we designed a ‘modified ResNet’ inspired by the ResNet [7]. He et al. [7]
proposed and implemented an 18 layer and 34-layer ResNet, respectively. They
experimented skip connection techniques and handled images through the deep CNN
structure and showed the advantages they achieved based on computational com-
plexities and low error rate.

(c.1)            (c.2) 
(c). Residual Neural Net single layer skip sequential function implemented.

(c.1) – represents single layer skip connection techniques implemented.  
(c.2) – represents double layer skip connection techniques implemented.   

(a). Modified ResNet Framework Structure.

(b). Modified ResNet Framework Structure in blocks and their convolution 
layer distribution.

Fig. 3. (a) Modified ResNet framework structure. (b). Modified ResNet framework structure in
blocks and their convolution layer distribution. (c). Residual neural net single layer skip
sequential function implemented. (c.1) – represents single layer skip connection techniques
implemented. (c.2) – represents double layer skip connection techniques implemented.
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In comparison, our ‘modified ResNet’ is quite lighter than the ResNet [7], as our
‘modified ResNet’ has a total of 32 discrete convolution 2D layers, 2 Max Pooling 2D
layers and 1 Fully Connected (FC) dense layer, shown in Fig. 3(a) and (b). Our
‘modified ResNet’ has 5 building blocks of convolution layers and their distribution
maintaining the single layer skip-connection techniques as shown in Fig. 3(c).

4 Datasets Used

Our research methodology is evaluated based on the three different categories of image
datasets: ATVS [1, 2], CASIA [8, 9], and CASIA-cropped [8, 9]. ATVS [1, 2] contains
the real and fake images of periocular regions. The datasets contain fifty subjects.
Subjects had both eyes photographed four times per session, with two different ses-
sions. Each image was then undertaken through gray-scaled printing and successive
scanning for fake image generation. Each user contains 32 images, 800 per class (real
and fake), and a total of 1600 with a uniform resolution of 640 � 480.

CASIA [8, 9] dataset contains both the high resolution still images and video clips.
There are fifty subjects and four classes within the dataset. Every class contains one
landscape-style video and one portrait-style video. The four classes are real subjects,
“cut photo” attacks (printed photo of subject with eyeholes cut out, real user positioned
behind photo to fool blinking detection systems), “wrap photo” (printed photo of
subject held up to the camera, photo is moved back and forth to fool liveness detection
systems), and video replay attacks (tablet or screen held up to the camera while playing
a video of subject).

CASIA cropped is the customized image datasets that were created from the
original CASIA images [8, 9] by using OpenCV Haar cascades [17]. Furthermore, we
created custom resized CASIA image sets with different resolutions and lower
dimensions. In our work, we considered high resolution image as 720 � 1280 (portrait
style), and standard-resolution image as 640 � 480 (landscape style) and 480 � 640
(portrait style). We also experimented on custom resized image datasets. For custom
resized image datasets, we modified images on different resolutions and dimensions,
such as 240 � 320, and 225 � 225. Overall, there are approximately 127,000 images
that were used for this work.

5 Results and Discussions

The training pattern of the CNNs varies depending on time and memory availability of
CPU/GPUs. To achieve the realistic performances, we ran different implementations of
CNNs, including the ‘modified ResNet’, on all the datasets separately for multiple
times and observed their performances and minute variations. In Table 1, we compare
the test accuracies of the ‘modified ResNet’ with the DWT and ‘modified ResNet’ on
ATVS Iris [1, 2], CASIA Two Class [8, 9], and CASIA cropped [8, 9] datasets.
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In addition, we compared the test accuracies on our previously implemented
‘modified VGGNet’ [16], and with DWT and the ‘modified VGG Net’ [16]. We
achieved highest accuracies when we use the DWT with the ‘modified ResNet’. The
proposed approach takes the lowest computational time compared to the other
approaches as given in Table 1.

The Receiver Operating Characteristic curve (ROC) for the ATVS Iris datasets
shows a True Positive Rate (TPR) of 98%, as shown in Fig. 4(a). The average error rate
for our proposed model is in the range of (3.6%–5.2%).

Table 1. Classification accuracies and average execution time of different classification
techniques implemented

Classification
techniques used

Datasets used Average execution time for
ATVS Iris (in seconds)ATVS

Iris
CASIA
Two
Class

CASIA
Cropped

Modified ResNet [34
layers]

94.40 91.0 85.70 1,962

DWT + ‘Modified
ResNet’ [34 layers]

92.57 90.80 82.4 1311

Modified VGG Net’ [19
layers] [16]

97.00 96.00 95.00 1459

DWT + ‘Modified VGG
Net’ [19 layers] [16]

89.00 86.00 78.00 3045

Fig. 4. (a). ROC curve and (b). Cumulative match characteristics (CMC) curve on binary
classification on ATVS dataset using DWT + ‘Modified ResNet’ classification technique.
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The test accuracy reported of the ‘modified ResNet’ was significant, irrespective of
its deep network architecture. The training and validation process is reasonably faster
due to the skip connection techniques at initial stages of training and the 32 convolution
layers towards the end of training for fast training. Our ‘modified ResNet’ uses opti-
mum CPU/GPU memory. The ‘modified ResNet’ efficiently handled standard black
and white ATVS iris image and CASIA two-class, cropped, and custom resized face
images datasets with precision.

The ROC curve in Fig. 4(a) plots the TPR versus the False Positive Rate (FPR) for
our proposed ‘modified ResNet’ on different image datasets. In the best-case scenario,
TPR should be as close as possible to 1.0, meaning that during training and validation
none of the images were rejected by mistake.

The FPR should be as close to 0.0 as possible, meaning that all presentation attacks
were rejected, and none were mistakenly accepted as real users. In all cases, the Area
Under the Curve (AUC) remains in the range of 0.96 to 1.00, which is close to the ideal
value of 1.0. However, the TPR is generally higher for the controlled grayscale ATVS
image datasets compared to less controlled CASIA color image datasets and CASIA
cropped datasets.

We achieved the 90.1% rank 3 identification and recognition accuracy with pre-
cision as shown in Fig. 4(b) in the Cumulative Match Characteristics (CMC) curve.

6 Conclusion

In this paper, we applied the ‘modified ResNet’ in combination with DWT to mitigate
the presanction attacks on iris and face images. The modified ResNet architecture used
here takes less computational time compared to other deep nets, without compromising
the accuracy. Our future work will focus on testing our framework with other popular
biometric datasets and observing stability and performance. Our future plan includes an
extensive focus on the test accuracy and improving the overall performance of our
proposed architecture.
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