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Preface

A very warm welcome to the 12th International Conference on Security, Privacy, and
Anonymity in Computation, Communication, and Storage (SpaCCS 2019), held in
Atlanta, USA, during July 14–17, 2019. SpaCCS 2019 was jointly organized by
Guangzhou University, Georgia State University, and St. Francis Xavier University.

SpaCCS 2019 and its associated symposiums and workshops provide a forum for
international and national scholars to gather and share their research findings, ideas,
and emerging trends in cyberspace security research. Previous SpaCCS conferences
were successfully held in Melbourne, Australia (2018), Guangzhou, China (2017),
Zhangjiajie, China (2016), Helsinki, Finland (2015), Beijing, China (2014),
Melbourne, Australia (2013), Liverpool, UK (2012), and Changsha, China (2011).

The workshop program this year consisted of six symposiums and workshops
covering a broad range of research topics on security, privacy and anonymity in
computation, communication, and storage:

(1) The 8th International Symposium on Security and Privacy on Internet of Things
(SPIoT 2019)

(2) The 9th International Symposium on Trust, Security and Privacy for Emerging
Applications (TSP 2019)

(3) The 5th International Symposium on Sensor-Cloud Systems (SCS 2019)
(4) The 11th International Symposium on UbiSafe Computing (UbiSafe 2019)
(5) The 11th International Workshop on Security in e-Science and e-Research

(ISSR 2019)
(6) The 2019 International Workshop on Cybersecurity Metrics and Risk Modeling

(CMRM 2019)

SpaCCS 2019 symposiums and workshops attracted 75 submissions from different
countries and institutions around the globe. All submissions received at least 3 reviews
by highly qualified experts, resulting in 26 papers being selected for oral presentation at
the conference (i.e., an acceptance rate of 34.7%).

In addition to the technical presentations, the workshop program includes a number
of keynote speeches by world-renowned researchers. We would like to thank the
keynote speakers for their time and willingness to share their expertise with the
conference attendees.

This event would not have been possible without the contributions of many experts
who volunteered and devoted their time and expertise to make this happen. We would
like to thank the symposium and workshop organizers for their hard work in soliciting
high-quality submissions, assembling the Program Committee, managing the
peer-review process, and planning the symposium and workshop agenda. We would
also like to acknowledge the strong support of the Organizing Committee of SpaCCS
2019, and in particular the Steering Chairs, Prof. Guojun Wang and Prof. Gregorio
Martinez. We would like to offer our gratitude to the General Chairs, Prof. Kim-Kwang



Raymond Choo, Prof. Mark Last, and Prof. Yanqing Zhang, for their tremendous
support and advice in ensuring the success of the conference. Thanks also go to:
Program Chairs, Md Zakirul Alam Bhuiyan, Jun Feng, and Rongxing Lu; Workshop
Chair, Wm. Bradley Glisson; Publicity Chairs, Peter Mueller, Reza M. Parizi, and
Yogachandran Rahulamathavan; Local Chair, Yubao Wu; and Web Chairs, Zihao
Jiang and Xin Nie.

It is worth noting that SpaCCS 2019 was held jointly with the 12th IEEE Interna-
tional Conference on Internet of Things (iThings 2019), the 12th IEEE International
Conference on Cyber, Physical, and Social Computing (CPSCom 2019), the 15th IEEE
International Conference on Green Computing and Communications (GreenCom
2019), the 5th IEEE International Conference on Smart Data (SmartData 2019), and the
2nd IEEE International Conference on Blockchain (Blockchain 2019).

Finally, we thank you for your contribution to and/or participation in SpaCCS 2019
and hope that you found the conference to be a stimulating and exciting forum.
Hopefully, you will also have enjoyed the beautiful city of Atlanta, USA.

July 2019 Guojun Wang
Jun Feng

Md Zakirul Alam Bhuiyan
Rongxing Lu

vi Preface
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Robust Hybrid Lightweight Cryptosystem
for Protecting IoT Smart Devices

Ahmed Ragab(&), Gamal Selim, Abdelmoniem Wahdan,
and Ahmed Madani

Arab Academy for Science, Technology and Maritime Transport,
Cairo, Egypt

a.abdelhamid92@gmail.com,wahdan73@gmail.com,

{dgamalselim,madani82}@aast.edu

Abstract. There are limited numbers of reliable hybrid cryptosystems that can
be used to protect IoT smart devices, specifically in smart cities, smart hospitals,
smart homes, and industrial fields. Therefore, much related work has to be
performed. The aim is to study the trade-off between performance and security
in these constrained environments and to achieve more secure hybrid cryp-
tosystem with high demanded performance. Several types of recommended
lightweight encryption algorithms will be investigated. These hybrid cryp-
tosystems combine symmetric encryption algorithms such as TEA, XTEA,
XXTEA, and asymmetric encryption algorithms such as RSA and ECC. They
have the capability to protect IoT smart devices from internet attacks. They can
efficiently achieve confidentiality, authenticity, integrity, and non-repudiation.
Comparative analysis and evaluation are achieved; hence a robust hybrid
cryptosystem was proposed. It uses chaotic theory to generate random keys. The
analysis included the most important factors that have to be tackled in case of
using lightweight ciphers to suit limited resources of IoT smart devices. Among
these factors are security level, memory size, power consumption, encryption
time, decryption time, and throughput. Results show that the proposed hybrid
cryptosystem that combined ECC and XXTEA gives better security and higher
performance than RSA and XXTEA with 40%.

Keywords: Hybrid cryptosystems � Protecting IoT smart devices �
Lightweight ciphers analysis � RSA � ECC � XXTEA

1 Introduction

There is extensive diversity of IoT devices, including sensor-enabled smart devices,
and all types of wearables smart devices connect to the Internet. The cost of technology
has decreased, in every area, we demand access to the internet which delivers a quantity
of information in real time. IoTs are applied in several applications including smart
homes, smart hospitals, smart industry, and smart cities. Moreover, some environments
exist only on the internet, such as social networks, where all information is in the cloud.
Several advanced technologies, such as smart sensors, networks, wireless communi-
cations, data analysis techniques, and cloud computing, have been developed to realize
the potential of IoT with different smart systems [1]. As technology rapidly rises at

© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-24900-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24900-7_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24900-7_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24900-7_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-24900-7_1


radio-frequency identification (RFID), Internet approaches have gained momentum in
connecting everyday things to the internet and facilitating communication from
machine to human and from machine to machine with the physical world [2]. The main
advantages of IoT smart devices include enhanced data collection, provides real-world
information and technology optimization. However, vulnerabilities that face IoT smart
devices may include security, privacy, and complexity. IoT smart devices are vulner-
able to security attacks [3]. So that protection techniques using encryption techniques
are required to protect these devices. It is important to secure data from different kinds
of attacks that have made the role of information security more important than before.
Encryption techniques are normally used to secure information.

Symmetric encryption technologies provide cost-effective means and efficiency to
secure data without compromising security [4]; however, sharing a secret key is a
problem. On the other hand, asymmetric technologies resolve the encryption key
distribution problem; however, they are slow compared to symmetric encryption and
consume more computer resources [5]. Hence, one of the best possible solutions for
encryption is the complementary use of both symmetric and asymmetric encryption
techniques [6]. In this paper, a hybrid model combines two different cryptography;
symmetric and asymmetric algorithms; to ensure the confidentiality, authenticity,
integrity, and non-repudiation will be tackled. The problem statement that has to be
tackled in this paper is to propose a lightweight hybrid cryptosystem to protect IoT
smart devices efficiently. To solve this problem a suitable block cipher and suitable
stream cipher has to be selected to fit with the limited recourse of IoT smart devices.
Limited resources mean low memory, limiter power, and energy consumptions.

The rest of the paper is as follows: Sect. 2 discusses related work. Section 3 dis-
cusses lightweight ciphers characteristics and security services. Section 4 explains the
hybrid cryptosystem proposed. Section 5 discusses the results and performance eval-
uation of the proposed hybrid cryptosystem. Section 6 is the conclusion.

2 Related Work

There are several hybrid encryption algorithms discussed in many kinds of literature
based on different techniques. For example, a hybrid encryption method based on
symmetric DES and asymmetric cryptography ECC to ensure the security of the
database system in a mobile payment technology was applied in smart travel [7]. The
drawback of this system is that it only achieves confidentiality and authenticity. To
enhance security, a hybrid encryption technique described in [8] uses the advance
encryption standard (AES) and the asymmetric key to enabling strong security and low
computational complexity through a combined encryption algorithm. It provides
confidentiality, integrity, and non-repudiation on the data transmission for IoT to the
database server. The drawback of this system is that AES occupy large size in ROM
and RAM at processing [9]; also, the used MD5 is susceptible to differential attack
[10]. To increase efficiency and decrease memory consumption, there was a study to
implement and observe parameters like time and memory for implementation of multi-
level encryption using the data encryption standard (DES) was described [25]. Besides,
a modified version of the RSA algorithm was used via the multi-prime RSA [11]. It

6 A. Ragab et al.



consumes a larger size in memory to generate a longer key [10]. Another technique
(HAN [15]) is used to enhance encryption’s speed with less computational complexity.
It is based on AES for data encryption and decryption and uses NTRU [16] for key
encryption and decryption through the media. It applies new lattice basis reduction
techniques to cryptanalyze NTRU to discover the original key to get original text [16].

In [19], a hybrid technique was used to combine the symmetric cryptographic
algorithm (AES) and the asymmetric algorithm (RSA) and hashing function (MD5).
These algorithms were combined to ensure confidentiality, authentication and data
integrity. However, AES occupies large size in ROM and RAM at processing, also
MD5 is susceptible to differential attack along with a large size of memory used to
process RSA key. In A healthcare security model for securing medical data trans-
mission in IoT environments was investigated [20]. The model secures patients’ data
using hybrid encryption scheme created from AES and RSA algorithms. In [21] a
hybrid model was constructed to ensure security and integrity assurance of the data
during the transmission. The model is an implementation of two cryptographic algo-
rithms including the SHA1, hash generation algorithm and AES for encryption and
decryption of messages. The work also discussed various other cryptographic algo-
rithms and the reason why AES and SHA1 are preferred in an RFID system. The
drawback of this system is that SHA1 is susceptible to collision attacks [22]. In [23]
another context introduced a hybrid technique for cryptography using the symmetric
algorithms AES and Blowfish. This combination gives high security, it also uses
hashing Key based MD5 [24] that make hashing the key in the encryption process and
make the same process in decryption. This design causes a CPU overload and memory
consumption in the process of double encrypt of plaintext.

To increase the security of hybrid cryptosystem, another methodology was pro-
posed using the lightweight algorithm XTEA for data encryption and ECC for key
encryption and PBKDF2 for key generation in IoT and deployed on an Arduino kit for
secure transmission between IoT wireless sensor network (WSN) [17]. The drawback
of this system is that XTEA got broken and weaknesses within PBKDF2 function due
to its susceptibility to Brutal force attack [18].

A cyber security scheme for IoT [12] was proposed to facilitate an additional level
of security based on the strength of symmetric and asymmetric algorithms such as AES
and RSA for a closed system through tunneling technology to be applied in internet
sensitive application and file storage. The drawbacks of this system are that AES
consumes more memory and RSA needs more computational power to generate RSA
key [26]. It was also shown that the lightweight block cipher XXTEA outperforms the
performance of AES. However, XXTEA is susceptible to related key attack [13], this
weakness is overcome by enhancing XXTEA encryption algorithm using S-Box, and
chaos system key generation as described in our work [27]. To overcome this attack,
XXTEA is joined with a chaotic system to produce a more secure algorithm [14]. When
the system sends data, it uses a chaotic algorithm to generate key during each trans-
mission. This design only achieves confidentiality of data. Besides the above, Table 1
illustrates the types of cryptographic algorithms used in IoT industrial systems to
achieve IoT devices security.
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To overcome most drawbacks of the above described cryptographic models we
investigate several types of recommended hybrid cryptosystems based on tiny family
block ciphers and ECC versus RSA. Then, a robust secure lightweight hybrid cryp-
tosystem is proposed to protect IoT smart devices efficiently, as described in the next
sections.

3 Lightweight Ciphers Investigated

Lightweight block ciphers play an indispensable role for security in the context of
pervasive computing. However, the performance of resource-constrained devices can
be affected dynamically by the selection of suitable crypt-algorithms, especially for the
devices in the resource-constrained IoT smart devices and wireless networks. Thus, we
study the trade-off between security and performance of several top performing
lightweight block ciphers for the demand of resource-constrained IoT smart devices.
Then, the software performance evaluation about these ciphers has been carried out in
terms of memory occupation, cycles per byte, encryption and decryption time,
throughput, and efficiency.

Moreover, the results which show the possibility to resist possible types of different
attacks, are presented subsequently. Our results show that XXTEA is the software-
oriented lightweight cipher which achieves the best performance in various aspects, and
it enjoys a healthy security margin at the same time. Furthermore, RSA, which is
usually used as a benchmark for newer hardware-oriented lightweight ciphers, shows
that the software performance combined with XXTEA is inadequate when it is
implemented. In the real application, there is a need to better understand the resources
of dedicated platforms and security requirement, as well as the emphasis and focus.
Therefore, this case study can serve as a good reference for the better selection of trade-
off between performance and security in constrained environments.

Good Lightweight Ciphers: Designing a good, memory efficient, resource efficient
and robust lightweight cipher requires a number of features to be considered. The
important features of a good lightweight cipher are as follows [45–47]: (a) Less
complexity, (b) Robust architecture, (c) Rich encryption standard, (d) High throughput,
(e) Less execution time, (f) Requires less memory software implementation (code size,
RAM size), (g) Need smaller hardware implementation, (h) Consumes less power

Table 1. Types of security features used in IoT industrial systems.

Security
features

Libelium IoT industry
hybrid cryptosystem
[29]

Amazon IoT industry
hybrid cryptosystem
[30]

ARM IoT industry
hybrid cryptosystem
[31]

Authentication RSA RSA/ECDHE RSA
Confidentiality AES256 AES128 AES128
Integrity MD5/SHA1 SHA256 SHA
Non-
repudiation

RSA key signing
message

ECDSA Not defined
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(energy consumption), (i) Good immunity against linear and differential attacks,
(j) Prevent possible advance attacks like Biclique attack, Zero correlation attack, Meet-
In-The-Middle attack (MITM), and Algebraic attacks.

3.1 Security Features and Services

The main security services that can be achieved using symmetric and asymmetric
cryptography is given in Table 2. Sometimes a primitive cannot provide a security
service on its own, but when it is used in a mode of operation or in combination with
another primitive. The following are the security features that the proposed hybrid
cryptosystem has to achieve [46].

• Confidentiality. This security service ensures that only those authorized have access
to the content of the information. Hence, it prevents an unauthorized user to access
the content of the protected information. It is sometimes referred to as secrecy.

• Data integrity. It provides a mean to detect whether data has been manipulated by
an unauthorized party since the last time an authorized user created, stored or
transmitted it. Data manipulation refers to operations such as insertion, deletion, or
substitution.

• Authentication. Authentication is related to identification and it is often divided into
two classes: data origin authentication and entity authentication.
– Data origin authentication. It gives assurance that an entity is the original source

of a message. Data origin authentication implicitly provides data integrity.
Sometimes, it is referred to as message authentication.

– Entity authentication. Entity authentication assures one entity about the identity
of a second entity with which it is interacting. Usually, entity authentication
implies data origin authentication.

• Non-repudiation. It is a security service that prevents an entity from denying a
previous action or commitment. It is very useful in situations that can lead to

Table 2. Security services provided by different symmetric and asymmetric cryptographic
primitives implemented in the proposed hybrid cryptosystem.

Primitive Security service
Confidentiality Integrity Authentication Non-repudiation

Block cipher ● ⦿ ⦿ ○
Stream cipher ● ⦿ ⦿ ○
Hash function ○ ⦿ ⦿ ○
SHA256 ○ ● ⦿ ○
Digital signature ○ ● ● ●
Authenticated cipher ● ● ● ○
Public-key encryption ● ⦿ ● ○
● - using only the primitive
⦿ - Using the primitive in a mode of operation or combined with primitives.
○ - not possible
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disputes. When a dispute arises, a trusted third party is able to provide the evidence
required to settle it.

3.2 The Tiny Family Block Ciphers

There are several types of lightweight block ciphers algorithms among these block
ciphers, the tiny family ciphers that are investigated in the hybrid cryptosystems in this
paper, they include TEA block cipher, XTEA block cipher and XXTEA block cipher
[42]. In addition, there are also several lightweight stream ciphers algorithms described
in [43]. Among these stream ciphers that will be used in the hybrid cryptosystems
investigated in this paper are ECC and RSA.

The XXTEA block cipher [32, 33] is used to achieve confidentiality. The XXTEA
is a block cipher comprising at least two 32-bit words, using a 128-bit key. It is
designed to correct weaknesses in the original block TEA and XTEA. An XXTEA full
cycle is n rounds, where n is the number of words in the block. The number of full
cycles to enact over the block is given as 6 + 52/n. The XXTEA memory consump-
tions and computational cycles (cost) are analyzed and compared with other block
ciphers [16, 27, 40]. Table 3 shows a summary of the results. It is clear from these
results that XXTEA outperforms AES128 and AES256 because it uses less memory
and less computational cycles. For these reasons, the XXTEA is used in the proposed
hybrid cryptosystem for data encryption and decryption to achieve confidentiality.

3.3 ECC and RSA via Comparison

The elliptic curve cryptography (ECC) [34] is asymmetric cryptography engages the
use of two keys. A private key used to decrypt messages and sign (create) signatures.
And a public key used to encrypt messages and verify signatures. ECC is used to
achieve authenticity, integrity, and non-repudiation with the help of some additional
algorithms. ECDHE Digital signatures are used to verify the authenticity of messages
and confirm that they have not been altered in transmission. To assure the integrity of
the received data, a hashing algorithm is used. The Elliptic Curve Digital Signature
Algorithm (ECDSA) algorithm uses ECC to provide a variant of the Digital Signature

Table 3. Memory consumption and computational cost (cycles)

Memory consumption (bytes) and computational cost (cycles)

IoT Device Contr. Mica2 Arduino Pro
Ciphers RAM ROM Cycles RAM ROM Cycles
XXTEA 542 6312 24064 226 4112 30464
Skipjack 3096 8658 9820 398 4952 12672
RC5 682 6110 53014 350 3184 61504
AES-128 1074 6296 37525 814 3692 43200
AES-256 1822 7932 80344 1014 4190 88896
CGEA 664 6268 67786 548 3228 76212

10 A. Ragab et al.



Algorithm (DSA). A pair of keys (public and private) are generated from an elliptic
curve, and these can be used both for signing or verifying a message’s signature.
The ECDSA algorithm is used to achieve non-repudiation [30]. It ensures the sender
and receiver from denying the sending or receiving of a message and the authenticity of
their signature. Equation (1) is used to generate the public key (Q) as follows:

Q ¼ d � P; ð1Þ

where: d is the random number chosen within the range (1 to n−1); the private key, P is a
point on the curve, and Q is the public key. ECC- Encryption: Let “m” be the message
that should be sent. this message has to be represented on the curve. Consider “m” has
the point “M” on the curve “E”. Randomly select “k” from [1 − (n−1)]. We need to
generate two cipher texts (C1 and C2), as shown in Eqs. (2) and (3) and send them.

C1 ¼ k � P and C2 ¼ Mþ k � Q ð2Þ

ECC- Decryption: We can get the original message using the Eq. (3) as follows:

M ¼ C2 � d � C1 ð3Þ

Several analyses are made for RSA and ECC to provide most efficient in IoT smart
devices [27, 35–40]. Table 4 shows the recommended security bit level provided by
NIST [27]. This means that, for the same level of security, significantly smaller key
sizes can be used in ECC than RSA. For instance, to achieve 80 bits of security level,
the RSA algorithm requires a key size of 1024 bits, while ECC needs a key size of 160
bits. Hence, RSA consumes longer encryption time and uses memory more than ECC.
Performance evaluation of the proposed hybrid cryptosystem is discussed next.

4 The Hybrid Cryptosystem Proposed

The hybrid cryptosystem proposed consists of three main components including the
XXTEA (symmetric block cipher) used to achieve confidentiality, the ECC (asym-
metric cipher) used to achieve authenticity, integrity and non-repudiated based digital
signature, and the chaotic keys generator used to generate random keys. The aim is to
achieve the best performance with a high level of security. The Chaotic systems
(Chaos) [34] are used to generate random keys. It has the following advantages.

Table 4. Comparing ECC and RSA security bit level [27].

Security bit level RSA key size ECC key size

80 1024 160
112 2048 224
128 3072 256
192 7680 384
256 15360 512
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1. The Chaotic sequences are nonlinear systems that are inevitable.
2. They are very sensitive to change in initial value or seed value.
3. Two isomorphic chaotic systems with exact distinctions in seed values will produce

two totally different chaotic sequences within a short period of time.
4. The strings given by chaotic systems are not only random but regenerative.

Because of these features, chaotic equations can be used to implement the key
generator in cryptography. Some examples of chaotic equations are sine map, tent map,
and Logistic map. One of the most common utilizing is the logistic map that can be
given by Eq. (4) as follows:

Xnþ 1 ¼ 1� 2X2
n ;

Xn ranges from � 1 to 1 and n ¼ 0; 1;...
ð4Þ

Figure 1a and b show the component used to implement the hybrid cryptosystem
proposed. The following algorithm illustrates the steps of operations of the hybrid
cryptosystem.

a: Sender components.

b: Receiver components.

Fig. 1. a, b. The design of the hybrid cryptosystem proposed.
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1. First, Sender A and Receiver B exchange their public key using ECC Diffie-Hellman
key exchange algorithm.

2. Sender A wants to send an encrypted message to Receiver B.
3. Sender A constructs 128-bit key for XXTEA through using of the chaos key

generator.
4. The XXTEA encrypts the desired message using the 128-bit key and ECC encrypt

the 128-bit key and hashed message so that cipher text, cipher key, and cipher
hashed message are sent to Receiver B.

5. Receiver B decrypts the received message that was sent using ECC to obtain the
128-bit key and the hashed message.

6. Receiver B receives the encrypted message and decrypts it using the 128-bit key.
7. At the receiver side, the 128-bit key derived from Receiver B with same parameters

used at Sender A will compare it with the received 128-bit hashed key as well as
check received message sent from Sender A, verifying integrity.

5 Results and Discussions

The proposed hybrid cryptosystem was implemented using IoT simulation running on
Laptop intel i-7 core processor with 4 GB RAM. The following sections discuss the
results and performance evaluation of the proposed hybrid cryptosystem via compar-
ison with other related tiny family hybrid cryptosystems.

5.1 The Hybrid Cryptosystem Based Tiny Family and RSA: Enc and Dec

Figure 2a and b show results of the performance comparison between the hybrid
cryptosystems (TEA & RSA), (XTEA & RSA), and (XXTEA & RSA) as functions of
message size (KB) and encryption time (sec) in case of encryption and decryption,
respectively. Results show that the hybrid cryptosystem based on (TEA & RSA)
consumes less encryption and decryption time while the hybrid cryptosystem based on
(XXTEA & RSA) consumes highest encryption and decryption time. This is because of
the TEA block cipher algorithm is much simpler than both XTEA and XXTEA block
ciphers.

5.2 The Hybrid Cryptosystem Based Tiny Family and ECC: Enc and Dec

Figure 3a and b show results of performance comparison between the hybrid cryp-
tosystems based on (TEA & ECC), (XTEA & ECC), and (XXTEA & ECC) as a
function of message size (KB) and encryption time (sec) in case of encryption and
decryption, respectively. These data are used to test the hybrid cryptosystems by the
simulator for the case of information transfer between IoT devices and between cloud
and IoT, ranged from Kbytes to Mbytes, as illustrated in the Figures. Results show that
the hybrid cryptosystem based on (TEA & ECC) consumes less encryption and
decryption time while the hybrid cryptosystem based on (XXTEA & ECC) consumes
highest encryption and decryption time. The XTEA encryption time is longer than TEA
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because: there is an additional 11 shift round in XTEA algorithm to make it irregular.
Besides, XTEA uses the whole 128 bit-key in the first 2 cycles while TEA uses 2 (32-
bit key array) in the first 2 cycles. The XXTEA uses the whole 128 bit-key input next
and the previous character in encryption and decryption. This causes little delay to
increase security when data encrypted. Although, the hybrid cryptosystem based
XXTEA and ECC consumes more time, however, it is recommended to be used for
data transmission protection for the IoT smart devices because it is more secure than
both TEA and XTEA. It can also be used for encrypting longer messages and for
general purposes as well.

5.3 The Throughput Performance Evaluation

Figure 4a and b show results of performance comparison between the hybrid cryp-
tosystems based on (XXTEA & ECC), and (XXTEA & RSA) as a function of message
size (KB) and encryption and decryption throughput, respectively. Results show that
the hybrid cryptosystem based on (XXTEA & ECC) encryption and decryption

a. Encryption time vs message sizes for hybrid cryptosystems based Tiny Family and RSA.

b. Decryption time vs message sizes for hybrid cryptosystems based Tiny Family and RSA.

Fig. 2. a. Encryption time vs message sizes for hybrid cryptosystems based tiny family and
RSA. b. Decryption time vs message sizes for hybrid cryptosystems based Tiny Family and
RSA.
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throughput is higher than the encryption and decryption throughput of the hybrid
cryptosystem based on (XXTEA & RSA). Table 5 shows the average encryption and
decryption throughput of theses hybrid cryptosystems. Where:

The throughput Speedð Þ S ¼ RMessage Size =R Total time taken:
The average throughput of encryption and decryption

for XXTEAþECCð Þ ¼ 5:73þ 9 ¼ 15Mb=s:
The average throughput of encryption and decryption

for XXTEAþRSAð Þ ¼ 3:5þ 5:5 ¼ 9Mb=s:
Hence; throughput efficiency ¼ 15� 9ð Þ=15½ � � 100 ¼ 40%:

This result shows that the hybrid cryptosystem based on (XXTEA + ECC) out-
performs the hybrid cryptosystem based on (XXTEA + RSA) by 40%.

a. Encryption time vs message sizes for hybrid cryptosystems based Tiny Family and ECC.

b. Decryption time vs message sizes for hybrid cryptosystems based Tiny Family and ECC.

Fig. 3. a. Encryption time vs message sizes for hybrid cryptosystems based Tiny Family and
ECC. b. Decryption time vs message sizes for hybrid cryptosystems based Tiny Family and
ECC.
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a. Comparing Enc-Throughput vs message sizes for hybrid cryptosystems (XXTEA &ECC) 
and XXTEA & RSA).

b . Comparing Dec-Throughput vs message sizes for hybrid cryptosystems (XXTEA &ECC) 
and (XXTEA & RSA).

Fig. 4. a. Comparing Enc-Throughput vs message sizes for hybrid cryptosystems (XXTEA &
ECC) and (XXTEA & RSA). b. Comparing Dec-Throughput vs message sizes for hybrid
cryptosystems (XXTEA & ECC) and (XXTEA & RSA).

Table 5. Shows the encryption and decryption throughput (Speed) of the hybrid cryptosystems.

Enc-speed Mb/s Message size

1000 20000 50000 100000 Avg
XXTE & ECC 3,846.15 6,191.95 6,459.95 6,422.61 5,730.17
XXTE & RSA 302.11 3,278.69 4,708.10 5,827.51 3,529.10
Dec-Speed Mb/s

1000 20000 50000 100000 Avg
XXTE & ECC 6,666.67 9,661.84 9,980.04 9,708.74 9,004.32
XXTE & RSA 653.59 4,366.81 7,575.76 9,487.67 5,520.96
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6 Conclusion

The work described in this paper showed that the XXTEA lightweight block cipher is
more suitable to be used in IoT smart devices for data security since it requires less
memory consumption and less computational cycles (cost). Besides, the ECC asym-
metric cipher was used because it achieves a high level of bit security at smaller key
sizes better than RSA. The ECC cipher was used to achieve authenticity, integrity, and
non-repudiation. The XXTEA block cipher was used to achieve confidentiality. In
addition, the Chaotic theory was used to generate random keys in each time data is
being encrypted and SHA256 was used to achieve data integrity. Performance analysis
and evaluation-based on simulation were performed. Results show that the hybrid
cryptosystem based on (XXTEA + ECC) outperforms the hybrid cryptosystem based
on (XXTEA + RSA) with respect to encryption and decryption time as well as it
achieves better throughput by 40%. The proposed hybrid cryptosystem that combines
ECC, XXTEA, SHA256, and Chaos random key generator achieve the main demanded
characteristics of cryptography, including confidentiality, authenticity, integrity, and
non-repudiation. This helps to protect IoT smart devices from vulnerabilities related to
security attacks. The hardware realization of the proposed hybrid cryptosystem will be
tackled in the near future work.
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Abstract. The Internet of Things (IoT) defines a new era where ordinary
physical objects are being transformed into smart connected devices. These
advanced devices have the ability to sense, compute, and communicate with
their surroundings via the Internet. This may result in severe network security
breaches, as these devices in-crease the attack surface by exposing new vul-
nerabilities and infiltration points into restricted networks. One of the major
challenges in such deployments is determining the security risks that IoT
devices pose to the environment they operated in. This paper proposes an IoT
device risk score model, denoted as the Weighted Risk Ranking (WRR) model.
The proposed approach focuses on quantifying the static and dynamic properties
of a device, in order to define a risk score. Our practical proof of concept
demonstrates the use of the WRR scheme for several IoT devices in the context
of an enterprise network, showing the feasibility of the suggested solution as a
tool for device risk assessment in modern networks where IoT devices are
widely deployed.

Keywords: Internet of Things � Security � Device risk assessment �
Device-centric approach � Security risk score

1 Introduction

The Internet of Things (IoT) defines a new era where physical objects, including home
appliances, medical equipment, organizational and industrial infrastructure, wearable
devices, and more, are transformed into smart connected digital devices with the ability
to sense, compute, and communicate with their surroundings via the Internet [1].

The proliferation of IoT technology and its applications poses major security and
privacy risks due to the range of functionalities and capabilities provided by these
systems [2]. Specifically, IoT devices are powered by different operating systems and
are therefore exposed to various types of security breaches and attacks. Moreover, most
of these smart devices are not developed with security in mind and are designed mainly
on the basis of features and cost considerations. As low resource devices, in terms of
power source, memory size, bandwidth communication, and computational capabili-
ties, standard security solutions are largely not applicable [3].
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In addition, as smart connected devices, IoT devices can be continuously connected
to the Internet, either directly or indirectly, via dedicated gateways, and therefore they
are highly accessible—particularly to attackers [4]. Furthermore, these embedded
devices are equipped with advanced sensing and communication capabilities which
greatly increases the risk of using such devices on the networks [5]. Moreover, such
devices are used in dynamic contexts and states, which significantly complicates the
assessment of security and privacy risks they pose to existing environments [6].

Recently, IoT technology has been integrated into corporate and industrial envi-
ronments, in order to ease the workload of employees, and increase business produc-
tivity and efficiency levels [7]. However, as IoT devices become more common in the
workplace, different security and privacy risks are raised, both from the employees and
the corporate perspectives [3]. The deployment of IoT devices in such environments
makes companies much more vulnerable and increases their attack surface; these
devices expose new vulnerabilities and infiltration points for attackers. One of the
major problems in this situation is to determine the security risk the devices pose to the
network [6].

In this paper, a risk score model, denoted as the Weighted Risk Ranking
(WRR) model, for IoT devices is proposed. This new technique employs a device-
centric approach and uses both static and dynamic features of the device, in order to
derive a weighted risk score for IoT devices under test. Static features are device-
specific, and include known vulnerabilities and service capabilities elements of an IoT
device, which do not change over time (unless an update is performed). Dynamic
features are IoT domain-related, and include the contexts in which the IoT device
operates. Our practical proof of concept evaluates several IoT devices in the context of
an enterprise network and demonstrates the feasibility of the proposed model for device
risk assessment.

The rest of the paper is structured as follows. In Sect. 2 we present work related to
this study. In Sect. 3, we portray in details the suggested risk score model, followed by
a model implementation and operation in Sect. 4. We conclude and suggest possible
future work in Sect. 5.

2 Related Work

Security risk assessment for the IoT domain has been investigated extensively in prior
research. Different methodologies for assessing risks in the context of the IoT, by
considering the dynamics and changes in IoT systems, were presented in [8]. IoT
security and privacy risk considerations, helping organizations better characterize IoT
devices by their capabilities and used to define the devices’ security risks, were defined
by [9].

A variety of security risk score definition solutions have been proposed both by
academia and industry. In [10] a cyber risk scoring system for medical devices, which
relies on a security questionnaire (based on the STRIDE model), is presented.
Scientific-based security risk metrics were defined by [11]; these metrics aim to assess
the cyber maturity level of governments, organizations, and more, using a modified
CVSS base score along with the Analytic Hierarchy Process (AHP) technique.
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A weighted risk scoring model for IT environments, which is part of the Nexpose tool,
was suggested by [12]. This method considers the number of known vulnerabilities of
an asset, the type of and services running by an asset, and the context in which the asset
is deployed in the organization, in order to assign risk score.

Risk analysis for different IoT environments has been discussed in various works.
In [13], a cyber-related risk assessment within the power grid is suggested. A risk-
based adaptive security framework for IoT in the eHealth domain was presented by
[14]. Risk analysis for smart homes, which emphasize the security risks and mitigation
mechanisms for such IoT deployments was proposed by [15]. Another technique for
risk assessment in smart home environments was presented in [16], where a risk-based
permission model called Tyche based on domain experts and Mechanical Turk users
was suggested to compute a relative ranking of risks associated with device operations,
in order to limit the risk that apps pose to smart home users. Enterprise risk factors for
IoT deployments were introduced by [6], which used a Delphi expert questionnaire in
order to construct and revise the defined risk factors.

3 Weighted Risk Ranking Model Definition

In this section, our proposed risk score model for IoT devices, denoted as the Weighted
Risk Ranking (WRR) model, MWRR, is defined. The model consists of three main
components, including: (1) the Risk Mapping Database, (2) the Weighted Risk
Ranking Method, and (3) the Device Risk Score Calculation, as presented in Fig. 1.

Fig. 1. The Weighted Risk Ranking model for IoT devices.
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3.1 Risk Mapping Database

The risk mapping database, denoted as RMD, is a database component of the proposed
model that stores all of the information about the model’s features and their elements,
as well as the base risk scores of these elements, as follows.

Definition of Features The set of features and elements used in our model, as shown
in Fig. 1, include: (1) known vulnerabilities, denoted as VK , this feature refers to the set
of known vulnerabilities elements, in terms of software, hardware, and firmware vul-
nerabilities, such that using this information it is possible to compromise an IoT device
and utilize it for further malicious activities and attacks (these elements are obtained
from vulnerability scanner tools); (2) service capabilities, denoted as SC, this feature
refers to the set of service capabilities elements, including the means of communication
and physical sensors built-in/embedded in IoT devices, such that using this set of
capabilities, it is possible to collect private and sensitive information from/via the
device, change the state of the environment the device is deployed on, and connect to
the device via one of its existing means of communication in order to perform further
attacks (these elements are obtained from the specification of an IoT device, based on
its type and model); and (3) operational contexts, denoted as CO, this feature refers to
the set of operational contexts elements with respect to the IoT domain use case, such
that different operational contexts, specifically locations and time of operation, imply
different severity and security risks (these elements are defined for specific IoT
domain).

Based on the definitions mentioned above, the RMD component contains three
main sub-databases, one for each feature type VK ; SC;COð Þ in the model. Each sub-
database contains the possible risk information associated with its elements, along with
the appropriate base risk score for each element. The RMD is a global database of the
model, and given that, when assigning a risk score for IoT device i, the definitions of
the device’s elements and base risk scores with respect to the feature sets of the model

are derived from this database, i.e., V ið Þ
K 2 VK , S

ið Þ
C 2 SC, and C ið Þ

O 2 CO, as shown in
Fig. 1.

3.2 Weighted Risk Ranking Method

In our proposed model, all of the elements of the defined features are assigned a
weighted risk score as follows. For each element in the model, a base risk score in the
range of 0.1 and 10.0 is defined (see definition of elements’ base risk scores in Sect. 4).
Then, considering the NVD vulnerability severity ratings table for CVSS v3.0 calcu-
lator [17], a weighted version of this method is applied in our model using a risk
category weight, as shown in Fig. 1, in order to define a numeric weighted risk score
associated with elements of the model. Namely, the base risk score of each element in
the model is multiplied by the appropriate weight Wi according to its risk score range
shown in Fig. 1 (see assignment for the risk category weights in Sect. 4). Using this
approach, we guarantee a higher risk score for devices that have elements with a high
risk ranking category. Moreover, this method is applied on all of the elements of the
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model’s features with respect to the proposed weighted version (compared to [17]
which only considers known vulnerabilities, without risk category weights).

3.3 Device Risk Score Calculation

The risk score of an IoT device under test is derived from the set of elements of the
device, defined as a device-centric approach. The definition of a device risk score based
on the model’s features and the device’s elements is as follows. Given the afore-
mentioned device features, the proposed risk score model MWRR assigns a risk score,
denoted as DRS, for an IoT device under test such that the final weighted risk score for
IoT device i is defined by the following weighted function definition:

D ið Þ
RS ¼ aRSV ið Þ

K þ bRSS ið Þ
C þ cRSC ið Þ

O ð1Þ

where a, b, and c are weighted parameters of the model and used for risk score

calibration, and RSV ið Þ
K , RSS ið Þ

C , and RSC ið Þ
O are the appropriate risk score components of

the model’s features for the specific IoT device i, which are defined as the sum of all
risk scores assigned byMWRR to elements of the device, as shown in Fig. 1. It should be
noted that different sets of elements exist for each feature based on the type and
functionality of the device.

4 Model Implementation and Operation

In this section, we present the implementation and the operation of the proposed
Weighted Risk Ranking (WRR) model. First, we establish the risk mapping database
(RMD) and define the weights of the WRR model’s features by employing the domain
expert questionnaire methodology along with an expert elimination process. Next,
using the WRR model implementation results, we assign the final weighted risk scores
for several IoT devices and define their risk ranking respectively. Noted that in the
current model implementation the IoT domain and the context for the risk calculations
we refer to is a typical enterprise network environment, and we used a binary-based
logarithmic scale (where W0 = 0 and Wi = 2i−1) for the risk category weights.

4.1 Domain Expert Questionnaire Structure and Expert Analysis

In this study, we used a ranking methodology approach for the domain expert ques-
tionnaire. For each question, a set of alternatives/items was provided, and the experts
were required to assign absolute weights (without repetition) from one to N, where one
refers to the lowest risk assignment, and N refers to the highest risk assignment for a
given question (N is the number of alternatives/items for the question). This approach
guarantees that each alternative/item (for a given question) is ranked uniquely using an
appropriate weight from a risk-oriented perspective. Moreover, we asked the experts to
refer to “Risk” as a measure for quantifying how an item in the questionnaire could
affect the security level of an organization (the risk context) compared to other items.
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The questionnaire was composed of a total of 9 ranking questions, divided into
three categories: (1) ranking the model’s features, (2) ranking the elements of the
service capabilities feature, and (3) ranking the elements of the operational contexts
feature. Note that, the known vulnerabilities elements are defined for each IoT device
under test using vulnerability scanners (such as Nessus [18]) and are not using the
questionnaire.

In total, 23 experts answered the questionnaire, 18 of which are from the hi-tech
industry, with a variety of expertise (31% SW/HW engineers, 17% IT/QA, and 30% in
different areas, such as management and offensive cyber security); the rest of the
experts are from academia (22% researchers). Most of the experts have an academic
degree (22% BSc, 30% MSc/MBA, and 22% PhD) or are in the process of pursuing a
degree. Most also have extensive experience in the cyber security domain (an average
of 5 years of experience) and some experience in the IoT domain (78% have more than
one year of IoT experience). In order to reduce the variance of the results used in our
model, we eliminated a group/subset of experts that answered the questionnaire. For
each question in the questionnaire, we applied the standard deviation statistical test
considering the 2r-rule [19] to select the group of experts to be eliminated. Using this
approach, we referred only to the ranking results of the group of experts with maximum
similarity/consensus. Namely, the expert elimination process is used to handle outlier
experts answering the questionnaire and by that to reduce the variance of the experts’
selection (the final ranking/weights).

4.2 Model Implementation

In this section, the final weights for the model’s features as well as the final base risk
scores for all elements of the model (except for known vulnerabilities elements), with
respect to the appropriate category they belong to, are defined from the domain expert
questionnaire, as follows.

Definition of Features’ Weights First we asked the experts to rank the model’s
features (namely, known vulnerabilities, service capabilities, and operational contexts),
with respect to the definition of risk in this paper (meaning, which feature is more risky
when considering a typical enterprise network). We then calculated the weights of these
features, which are the values we assigned to a, b, and c as the weighted parameters of
the WRR model. These weights are calculated as weighted averages, as follows:

a ¼
�VK

�VK þ �SC þ �CO
¼ 0:384; b ¼

�SC
�VK þ �SC þ �CO

¼ 0:341; c ¼
�CO

�VK þ �SC þ �CO
¼ 0:275;

where �VK , �SC, and �CO, are the results obtained by averaging the weights assigned by
the group of experts after employ the expert elimination process.

Definition of Elements’ Base Risk Scores The next set of questions we asked in the
questionnaire referred to the service capabilities and operational contexts elements of
the model. Here as well, we averaged the ranking results, the weights assigned by the
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group of experts after employ the expert elimination process, and defined the final base
risk scores for all the relevant elements with respect to the appropriate category they
belong to. Namely, the element’s base risk score for element i in category j of feature k,
denoted as EBRSki;j, is defined by the following:

EBRSki;j ¼
�Ei

NCj

�
�Cj

NFk

� 10 ð2Þ

where �Ei is the average ranking results (among all of the selected experts) of element
i (in category j of feature k), NCj is the number of elements in category j (of feature k),
�Cj is the average ranking results (among all of the selected experts) of category j (of
feature k), and NFk is the number of categories in feature k; all of which are multiplied
by 10 in order to assign the final base risk score in the range [0.1�10].

The final results for the list of the top 15 service capabilities of IoT devices are
shown in Table 1, and the final results for the locations and time of operational contexts
in enterprise environments are presented in Fig. 2 (as a heatmap representation). It
should be noted that for operational contexts elements we referred to context as a
combination between a specific location (server room; meeting room; CxO offices; IT
department; internal locations, such as hallways, kitchen, etc.; and external locations,
such as receptionist, parking, etc.) and time of operation (morning, afternoon, evening,
and night) with respect to the appropriate weight categories. Note that all these ele-
ments and their base risk scores are stored in the RMD database of the proposed WRR
model.

Table 1. List of top 15 IoT service capabilities and their base risk scores.

Capability Category Risk Score
Wi-Fi Connectivity 9.5

Cellular Connectivity 6.0
Camera Audio and Video 5.8

Mic Audio and Video 5.6
GPS Movement and Position 5.4

BT/BLE Connectivity 4.7
Ethernet Connectivity 4.3

Gas Detector Environmental 3.3
Smoke Detector Environmental 3.3
Motion Detector Movement and Position 3.1

Thermometer Environmental 3.0
ECG Health Monitoring 2.4

Infrared Sensor Environmental 2.4
Proximity Sensor Movement and Position 2.3
Lighting Sensor Environmental 2.2
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4.3 Model Operation

In this section, we applied our proposed WRR model on several off the shelf IoT
devices in the context of enterprise network environment and assign the weighted risk
scores for these devices. We used these risk scores results for final ranking, namely
higher risk score referred to high ranking. Using the results obtained we demonstrate
the feasibility of the proposed model for device risk assessment task.

Risk Score Assignment – an Example. In this section, we illustrate the process of
using our proposed WRR model to assign a risk score for a smartphone device (LG
G4). First, we define all of the smartphone’s elements and their base risk scores (using
the RMD component), in terms of known vulnerabilities (only one CVE exists: CVE-
2003-0001, with a base risk score of 3.3), service capabilities (Bluetooth, cellular, Wi-
Fi, GPS, camera, mic, and infrared), and operational contexts (location: all, time: all).
Note that for the elements’ definition and base risk score assignment process, we used
the following tools and information (also shown in Fig. 1): for known vulnerabilities,
we employed the Nessus vulnerability scanner tool [18]; for the service capabilities, we
used the specification of the device (based on the device type and model), and assign
the base risk scores using Table 1; and for operational contexts, we referred to the
maximum context (the worst-case scenario) among all possible contexts for the IoT
device under test from Fig. 2. Therefore, since the smartphone is a mobile device
(meaning it can be located anywhere on the network and operated at any time), we
consider the maximum context possible; in our case this would be: {Location: Server
Room, Time: Night}, with a base risk score of 8.2. Next, we applied our WRR method,
where for each element we assign its appropriate weighted risk score according to
Fig. 1 with respect to a binary-based logarithmic scale (namely, W0 = 0, W1 = 20,
W2 = 21, W3 = 22, and W4 = 23). Finally, using the device risk score formulas, we
assign the final weighted risk score for the smartphone device under test as follows:

RSV Smartphoneð Þ
K ¼ 3:3; RSS Smartphoneð Þ

C ¼ 133:4; and RSC Smartphoneð Þ
O ¼ 32:8; such that

D Smartphoneð Þ
RS ¼ 0:384RSV Smartphoneð Þ

K þ 0:341RSS Smartphoneð Þ
C þ 0:275RSC Smartphoneð Þ

O ¼
55:8 (as also shown in Table 2 in the next subsection).

Analysis of Results. In this section, we provide an analysis of the results obtained after
applying the proposed WRR model, in order to assign risk scores for several IoT
devices, and ranking these devices from a risk perspective (meaning, determined which
of the devices is more risky to an organization), as shown in Table 2. Recall that we

Fig. 2. Operational contexts and their base risk scores (heatmap representation).
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refer to the risk score assignment as a measure for ranking, i.e., assignment of a high risk
score refers to a high ranking.

In Table 2, for each IoT device we list the type, manufacturer, and specific model,
as well as the final weighted risk score, denoted as the WRS metric in the table,
obtained using the proposed WRR model. We also present the final base risk score,
denoted as the BRS metric in the table, obtained without applying the Weighted Risk
Ranking method (shown in Fig. 1), and the results obtained by applying the standard
NVD metric [17] which only considers known vulnerabilities elements without
weights. For each metric, we ranked the IoT devices based on their risk scores (shown
in the ‘Rank’ columns in the table). Note that the elements of known vulnerabilities are
considered very sensitive information, as they expose real vulnerabilities that exist in
the device; therefore, we do not present this information in the paper. Moreover, with
respect to the elements of service capabilities, for each IoT device we refer only to the
set of elements covered by our model (shown in Table 1). Due to space constraints, we
also omit this information from the paper (for full details, see the online specs for each
device presented in the table). From operational contexts elements point of view, we
found that locations are the most important context, whereas the time context is less

Table 2. Risk scores and ranking assignment for IoT devices using the weighted risk score
(WRS), base risk score (BRS), and standard NVD metrics used in the proof of concept.

Device type Model WRS BRS NVD
Risk
score

Rank Risk
score

Rank Risk
score

Rank

Smartphone LG G4 55.8 13 17.0 13 3.3 2
Smartphone HTC One E9 PLUS 54.5 10 15.7 10 0 1
Smartphone Samsung Galaxy

Edge 7
55.3 12 16.5 12 0 1

SmartWatch ZGPAX S8 55.0 11 16.1 11 3.3 2
SmartWatch Sony 3 SWR50 45.6 8 10.8 6 0 1
IP Camera GeoVision GV-

AVD2700
25.9 3 13.9 8 13.8 5

IP Camera Edimax IC 3116 W 41.8 7 12.1 7 5.8 3
WI-Fi
Printer

HP Officejet Pro
6830

35.5 5 8.0 4 0 1

Smart TV Samsung
UE40K6000

53.8 9 15.1 9 16.8 7

Smart
Fridge

Samsung
RS757LhQESR/ML

5.6 1 2.8 1 0 1

Motion
Sensor

SimpleHome
XHS7-1001

36.8 6 7.4 3 0 1

Wireless
Keyboard

Microsoft Wireless
Keyboard 850

29.1 4 9.4 5 14.4 6

Wireless
Keyboard

Logitech MK520 23.7 2 6.7 2 7.5 4
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relevant (since all of the devices can be operated at any time of the day). However, as
mentioned, for each IoT device under test we referred to the maximum operational
context (the worst-case scenario) among all possible elements from Fig. 2.

Based on the results obtained for all of the metrics, it can be seen that the WRS and
BRS metrics obtain very similar results (from a ranking perspective) with several minor
differences, whereas the NVD metric presents much different results. This can be
explained by the fact that in NVD metric only known vulnerabilities are considered; as
shown in Table 2, six of the IoT devices under test have a risk score of 0.0 (i.e., these
devices have no known vulnerabilities), and the most risky device based on this metric
is the Samsung UE40K6000 smart TV with a risk score of 16.8 (since it has multiple
known vulnerabilities with moderate base risk scores). Further examination of the
results showed that although the known vulnerabilities feature is assigned the highest
weight (of 0.384) by the experts, this feature is actually a less important factor when
calculating the final weighted risk score for IoT devices than the other feature com-
ponents. Namely, there are not a lot of known vulnerabilities associated with the
devices presented in Table 2, and for those that do exist, the base risk score is quite low
(as shown by the NVD metric). This explains the large gap in the ranking results
between the WRS/BRS metrics and the NVD metric.

Another observation that can be made from the results is that the experts assigned a
high weight (a weight of 9.5 as shown in Table 1) to Wi-Fi connectivity, a capability
shared by most of the devices in Table 2. This specific capability has a lot of influence
on the final weighted risk score for an IoT device (assigned with a weighted element
risk score of 29.2), which explains the difference between the WRS and BRS ranking
results for the Sony 3 SWR50 smartwatch device, the SimpleHome XHS7-1001 motion
sensor device, and specifically the GeoVision GV-AVD2700 IP camera device which
does not have Wi-Fi connectivity. Further examination of the ranking results obtained
by these metrics, showed that the smartphone devices are assigned the highest risk
scores (and thus are ranked the highest in both the WRS and BRS metrics), along with
one of the smartwatch devices (the ZGPAX S8 model which ranked eleven); by
examining its capabilities we found that this specific model is defined as a smartwatch
phone device, which can be operated as a smartphone, and thus it was ranked quite
high. This means that these devices are the riskiest devices (with respect to the list of
devices tested in our evaluation) operating in enterprise environments according to the
WRR model (in both versions, with and without assigning the weights to the elements,
meaning the WRS and BRS metrics respectively). This can be explained by the fact
that although these devices have a low risk of known vulnerabilities elements (with
minimum base risk scores), they have the most risky service capabilities elements
(including several connectivity means, such as Wi-Fi, cellular and Bluetooth, video and
audio, GPS, and other capabilities) according to Table 1, and since these devices are
mobile devices, they can be operated at any time and in any place in the network, and
thus have the most risky operational context element (of {Location: Server room, Time:
Night}).

Unexpected ranking results were obtained for the smart TV device in that it ranked
quite high (ranked as nine with respect to the list of devices shown in Table 2) in both
metrics, thus it is considered quite risky by our WRR model. This can be explained by
the fact that the specific smart TV model that we tested has multiple known
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vulnerabilities elements, several service capabilities elements (Wi-Fi, Ethernet, and a
microphone), and although it is a stationary device, it can be operated in quite risky
operational contexts (meeting rooms, IT departments, etc., and at any time). Another
reasonable result is shown for the Edimax IC 3116 W IP camera device which was
ranked as a moderate risk (ranked as seven in both the WRS and BRS metrics), since it
has only a single known vulnerability element (with base and weighted feature risk
scores of 5.8 and 11.6 respectively), several service capabilities (25.1 and 101.7 feature
risks scores) and quite low operational context (from risk perspective, with base and
weighted feature risk scores of 4.9 and 9.8 respectively). The HP Officejet Pro 6830
Wi-Fi printer device is also ranked as a moderate risk, since no vulnerabilities exist for
the specific device model we tested, it has just a few capabilities (Wi-Fi, Ethernet, and
scanner which we consider it as a camera-like capability), and it can be operated in
different locations and at any time in the organization. Both of the wireless keyboards
that were tested were ranked with moderate and low risks (in both the WRS and BRS
cases); each of these devices has known vulnerabilities, short-range wireless connec-
tivity (we refer to it as Bluetooth-like connectivity), and these devices can be operated
at any place and at any time in the network. As can be seen in Table 2, the Microsoft
Wireless Keyboard and the Wi-Fi printer are ranked the opposite, with a risk ranking of
four and five in the WRS and BRS columns. Finally, in both metrics the smart fridge
device was ranked the lowest, meaning this specific device type and model is the least
risky device operated in the network (with respect to the list of devices tested in our
evaluation).

To conclude, both versions of our proposed WRR model (demonstrated by the
WRS and BRS results in Table 2), reflect situations more accurately (than, for example,
the standard NVD calculator), because the model has greater granularity, considering
known vulnerabilities, service capabilities, and operational contexts together when
calculating the final risk score for IoT devices. However, when using the risk category
weight approach, the trade-off is that more calculations are needed (to assign weights to
all of the device’s elements, each according to its ranking category in Fig. 1), but using
this approach guarantees a higher risk score for devices that have elements with a high
risk ranking category. Moreover, our model achieves nearly the same ranking results of
the group of experts, thus it can be used as a benchmark for the device risk assessment
task.

5 Conclusions

The Internet of Things (IoT) poses new security and privacy risks, specifically in
enterprise environments, where smart connected IoT devices deployed in the network
increase the attack surface of the organization. In this paper, a weighted risk score
model, denoted as the Weighted Risk Ranking (WRR) model, for IoT devices is
presented. The proposed model assigns a risk score for a device under test based on the
device’s set of elements, by assigning weights for these elements according to the risk
category and the model’s features they belong to.

Assessing the security level of IoT devices and analyzing the risk and impact these
devices can pose to the environment they are deployed in are considered very complex
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tasks. This is due to the heterogeneous nature of IoT devices (there are different types
of devices which are developed by different vendors, and each device has its own set of
capabilities, etc.) and the fact that these devices are used in a variety of contexts and
states (for example, an IoT device that operates in an enterprise network is exposed to
different environments than an IoT device that is part of a smart home deployment).
From our perspective, current risk scoring models lack the ability to assign an
appropriate risk score for IoT devices; these scoring systems do not comprehensively
address all of the main aspects of IoT security considerations (particularly with respect
to known vulnerabilities, service capabilities, and operational contexts) when assigning
a risk score. Each of these aspects impact differently on the security risk level, and thus
there is a need for a model that considers all of these security features together.

The suggested features and elements included in the model are incorporated into a
final weighted risk score according to the model’s definition. Namely, for a given IoT
device, first, its elements are defined from the model’s database according to the
model’s features (e.g., the software vulnerability element is part of the known vul-
nerabilities feature, the physical sensor element is part of the service capabilities fea-
ture, and the specific location the device is operated in is part of the operational
contexts feature). For each element, a base risk score is assigned using the model’s
implementation (this information is stored in the model’s database). It should be noted
that the model’s database is created prior to the model’s use, and it is part of an ongoing
implementation process of the model, meaning that the database can be enhanced with
additional elements and their base risk scores based on the set of features in use, the
relevant IoT domain, the scenario in which the device is being tested, the types of
devices examined, and so on. Next, based on the suggested Weighted Risk Ranking
method, the base risk score of each element is multiplied by the appropriate weight,
resulting in a weighted risk score for each element. Finally, the final weighted risk
score for a device is calculated as a weighted sum of all of the elements that exist in the
device, based on the features’ weights (a, b, c parameters).

The suggested WRR model is implemented using a domain expert questionnaire in
which the experts were asked to rank a list of alternatives for each category of ques-
tions. Using this information, the model’s components (weights for features and base
risk scores for elements) were defined after employing an expert elimination process. It
should be noted that several challenges and limitations exist when using a domain
expert questionnaire approach as a tool for research, including selecting the type of
questionnaire to use (ranking, rating, Yes/No or open questions, etc.), the definition of
an expert (level of expertise, seniority, knowledge, etc.), the amount and variety of
experts answering the questionnaire, and more. Specifically, for the risk assessment
task, each expert has his/her own perspective, based on their previous experience and
current role. For example, the main considerations of the experts for this work inclu-
ded: known attacks executed by IoT devices, motivation to exploit these devices (i.e.,
what can be gained by exploiting IoT devices), the type and capabilities of IoT devices,
the number of devices of the same type and the locations of the devices deployed in the
network. These challenges and limitations can lead to inaccuracy and inconsistency of
the data and misleading conclusions when using a domain expert questionnaire
approach. In order to tackle this problem, we used different types of experts, from
several domains (industry and academia), and with very extensive experience in the
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cyber security and IoT domains. Furthermore, in order to reduce the variance between
the experts answering the questionnaire (and in so doing reduce the variance in the final
results), we applied the expert elimination process which aims to handle possible
outliers.

The application of the model to assign risk scores and rank devices (from a risk
perspective) was demonstrated on several IoT devices in the context of a typical
enterprise network environment. Based on the results obtained, we found that our
proposed WRR model can be used as a risk assessment tool for IoT devices, partic-
ularly because the model reflects situations more accurately as it has greater granularity
and considers all of the features together when assigning a risk score for devices under
test (compared to other approaches such as the standard NVD calculator which con-
siders only known vulnerabilities elements without weights). Given this, we believe
that the proposed model could be used to prioritize (based on the device risk scores and
ranking assignment) which IoT devices should be updated or patched first, as well as
which devices require additional security analysis using a security testbed for the IoT
domain [20, 21]. Moreover, the proposed model could also be used as part of a context-
based network access control solution for IoT environments, providing decision
making functionality, in order to determine whether and in what context(s) (e.g.,
specific location, time of operation, etc.) to connect a specific IoT device to the net-
work. It should be noted that although the definition of the model is broadly defined,
and it can be implemented for any IoT domain, the model is currently targeted for a
specific use case scenario, and the proof of concept conducted in this work proves the
feasibility of the proposed model to properly assign risk scores to IoT devices and rank
them based on the security risk they pose in that context. However, new IoT devices
can be assessed using the model with minor modifications, e.g., an IoT device that has
elements that do not appear in the model; in this case, these elements can be considered
as capability-like or context-like elements of the model, as shown in the model oper-
ation section. Therefore, although further implementation is required, our suggested
WRR model can be used as a benchmark for the device risk assessment task.

The main goal of this research was to present the concept of a model for assigning a
risk score for IoT devices using a weighted version of the main features that specifically
characterize the IoT security domain. In future research, additional device specific and
domain related features and elements will be used to enhance the model’s capabilities
(and specifically, the database, which is a crucial component of the model); this will
allow us to generate a more accurate risk score for an IoT device, as well as to adjust
the model with respect to different IoT application domains. For example, an important
factor that should be considered in the model is whether the device is secured by
design, including whether it uses TLS/SSL for data in transit or uses an encryption
mechanism for data at rest, and whether the device is physically secured. This issue,
along with other parameters (features and elements), will be considered in the future. In
addition, the risk category weights will be considered as hyperparameters of the model
which can be calibrated using trial and error according to model assignment (i.e., the
final ranking of IoT devices based on risk score assignment). With regard to the domain
expert questionnaire, questions will address different contexts (e.g., specific attacks,
etc.), and additional experts will be included in order to minimize possible bias of the
model’s assignment. Furthermore, additional devices and device types should be
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evaluated in order to test and verify the model’s assignment in different contexts and
states (from both the device and IoT domain level perspectives). In addition to the
comparison with the standard NVD approach, the suggested WRR model will also be
compared against other similar models in the literature, e.g., the analytic hierarchy
process (AHP), in order to further assess the strengths and weaknesses of the model.
Finally, one of the main disadvantages of using a domain expert questionnaire is that
the model is static (e.g., in order to add a new element to the model, all of the experts
must answer another set of questions or complete the questionnaire again). Thus, we
would like to consider other approaches for the problem at hand, including employing
machine learning approaches and applying the model with big data (a large number of
devices and contexts).
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Abstract. Just as the world of consumer devices was forever changed by
the introduction of computer controlled solutions, the introduction of the
engine control unit (ECU) gave rise to the automobile’s transformation
from a transportation product to a technology platform. A modern car
is capable of processing, analysing and transmitting data in ways that
could not have been foreseen only a few years ago. These cars often
incorporate telematics systems, which are used to provide navigation
and internet connectivity over cellular networks, as well as data-recording
devices for insurance and product development purposes. We examine the
telematics system of a production vehicle, and aim to ascertain some of
the associated privacy-related threats. We also consider how this analysis
might underpin further research.

Keywords: Connected vehicles · Connected cars · Privacy ·
Privacy assessment · Data privacy · Security

1 Introduction

A modern automobile equipped with systems for navigation and communication,
such as a wireless modem, is generally called a connected car. Such cars also have
various systems connected to an in-vehicle network (often called the Controller
Area Network bus, or CAN-Bus—a message protocol that allows multiple micro-
controllers on a network to communicate without a single host computer) that
collect data on their usage.

Naturally, connected vehicles bring with them worries relating to the pri-
vacy of personal data. A recent example of a connected vehicle privacy issue
is the illegal tracking of leased vehicles in France1. In that case, it was found
that the company was installing an additional tracking unit onto the CAN-Bus,
which would relay not only GPS coordinates, but also vehicle usage statistics—
without the user’s knowledge or consent. Furthermore, connected cars present a
significant opportunity for data misuse. For example, users might fabricate their
location or usage data, or use the built-in applications maliciously [3], while,

1 http://www.lepoint.fr/high-tech-internet/geolocalisation-la-cnil-rend-une-sanction-
exemplaire-31-07-2014-1850400 47.php.
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on the manufacturer side, there are opportunities to share or sell data to third
parties without appropriate consent.

Many of the systems currently in place do not allow for significant user control
over what kinds of data are collected, nor do they have clear privacy policies in
place [20]. In many cases, there may be users who are not aware of their data
being collected and used by third parties [12], or even that a privacy policy for
their vehicle exists [14].

We provide a high-level overview of the privacy risks affecting the current
connected vehicle landscape. To this end, we provide a high-level assessment of
the threat landscape based on an examination of a telematics unit, and extract
sample data. We then make inferences to privacy issues surrounding the larger
data transmission, handling and storage infrastructure.

2 Background

Within the Internet of Things (IoT) landscape, significant attention has been
focused on privacy aspects relating to the use of connected objects. While con-
tinuously connected smartphones have been a consistent topic of interest [4,5],
connected cars research has tended to focus on security (e.g. [17]).

Contributions such as [8] and [16] provide foundations with respect to secu-
rity; they also provide a background for privacy concerns, without directly assess-
ing a production telematics system for such threats. More pertinently: [6] pro-
vides an overview of the expectations and interests of the users and developers
of connected vehicles; [13] expounds on the use of potentially nefarious use of
location-based services as a privacy threat; and [10] illustrates how data gener-
ated by connected vehicles can be used for usage-based insurance purposes.

Our primary concern is privacy: we do not concern ourselves with security
flaws (other than when such flaws lead to privacy compromises). A key concern
has been an analysis of the data that these devices explicitly capture and return
to their manufacturers. We gave consideration to an analysis of a popular telem-
atics systems produced by a global manufacturer. A policy review was conducted,
which yielded information pertaining to general areas of data collected.

3 Data Acquisition

3.1 Choice of Unit

We considered a connected vehicle telematics unit (by which we mean a head
unit and/or a head unit with a TCU (Telematics Communications Unit, which
we subsequently refer to as ‘the sample-unit’) featuring built-in internet connec-
tivity that can be used without prior user set-up). With respect to our chosen
manufacturer, any vehicle from 2009 onwards fitted with either a head unit and
modem combination or a head unit with a built-in modem unit met the defini-
tion.
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Fig. 1. The architecture as understood at a high-level is shown on the left-hand side.
The right-hand side highlights the entry-method that was used. The sections of the
original system that needed to be bypassed have been greyed out.

Our sample-unit was taken from a 2014 vehicle, of which the technology
powering it can be found within production vehicles today, and chosen due to its
similarity in terms of functionality with units provided by other manufacturers.
The sample-unit was chosen on the basis of the following.

– A system built upon QNX2 was a desirable feature, due to QNX being a
commercial Unix-like real-time operating system developed by Blackberry
that has been used in over 60 million cars (and other products, such as tablets
and mobile phones)3.

– The QNX system of our chosen manufacturer is open-source and enjoys the
support of a relatively large third-party developer community. Currently, no
other system is as well established within the automotive sector (although
Automotive-Grade-Linux (AGL)4 is increasing in popularity).

– Our chosen sample-unit allows for bench-testing functionality. Provided a
vehicle can be emulated around the system, it is possible for an investigation
to take place in a test environment, whereby only the telematics module (as
opposed to the whole vehicle) is required.

3.2 System Overview

Our sample-unit functions identically to more advanced systems from the same
manufacturer, but does not support functionality such as voice control or ges-
2 http://www.qnx.com/news/events/japan-summit/en/presentations/Connectivity%

20in%20automotive en.pdf.
3 http://www.osnews.com/story/28133/Ford ditches Microsoft for QNX in latest in-

vehicle tech platform.html.
4 https://www.automotivelinux.org/announcements/2018/12/17/agl-grows-with-five

-new-members.
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Fig. 2. An example of captured data containing sensor types and string values

tures. (However, code relating to these functions may be found on such units.)
The architecture of the sample-unit (illustrated in Fig. 1) is divided into two main
components: the multimedia service and connected services system, which runs
on an X86-based system running QNX; and an ARM-based system, which man-
ages the CAN-Bus interface that the car uses to communicate with its embedded
controllers.

This design made it possible to build a test-bench environment in which the
sample-unit’s ARM-based module was connected to a vehicle CAN-Bus emula-
tor, thus (to a certain extent) providing a ‘complete vehicle’ environment. We
ensured that the emulator was coded with the Vehicle Identification Number
(VIN) of the same car from which the sample-unit was taken.

The Intel element of the sample-unit unit is capable of acting as a network
gateway with a fixed IP address (see Fig. 1). This system allows easy access
(through a USB–Ethernet interface) to its internal systems and network. A con-
figuration file allows for several USB interfaces (i.e. an Ethernet to USB converter
with firmware matching that of what is presumably used by the manufacturer’s
technicians) to be used. Once a suitable USB interface was procured, it was
possible to gain the root access password for the Intel system through injecting
content into the navigation update service.

With root access enabled, the Intel component allowed execution of processes
on both it and the ARM system. From there, an SSH server could be enabled
from which we could login as root using the details procured from the navigation
update service. From here, it became possible to clone the entire file system image
of the unit for further analysis.

Using the data recovered, it was possible to build and execute a script con-
taining API information, public and private keys, and login information in order
to have the sample-unit send the message content to a local web server set-up on
a laptop connected to the vehicle via the USB interface. The data recovered was
sanitised and categorised, then used to analyse potential privacy implications.

3.3 Data Sanitation

To make better sense of the raw data collected, we went through a data-
sanitation process. The data elements can be described thus.

– Obfuscated data. This is the raw data as procured through the experiment
set-up. The data as it stands would not be usable for analytical purposes as it
has been obfuscated by the manufacturer. In this case, it refers to a message
ID of a proprietary value, sensor type and sensor data relating to a particular
vehicle.
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Table 1. Privacy policy unique data points

Information type Unique data
points

Information
type

Unique data points

Speed 2 Steering
inputs

2

Braking inputs 4 Accelerator
input

3

Seat usage 2 Door/window
usage

11

Interior climate 7 Exterior
climate

3

Engine status 6 Fuel status 3

Lighting controls 2 Mileage 1

Vehicle coordinates 1 Date and time 2

Infotainment usage 7 Keyfob status 2

Vehicle identification 1

– Sensor types. Of the returned datasets, these would be the first variable that
is described. See, for example, Fig. 2, where door locks and hinge assemblies
are shown to have their own sensors relaying data.

– Sensor data. This pertains to values associated with sensor type variables.
Some values are straightforward (e.g. ON/OFF, OPEN/CLOSED, and TIME
AND DATE), while some require more interpretation.

– Informed descriptive data. To provide relevant meaning to the data collected,
a description was added to the variables and values that provided a non-
numerical overview of what kind of data the variable pertained to (e.g. the
brake positioning sensor indicates it collects data relating to the brake pedal
and performance) and to provide meaning to the value that was being col-
lected (e.g. ON/OFF means the ABS sensor is turned on or off). To ensure
that the descriptions were as accurate as possible, we tried to use as many
different sources as possible when analysing the data.

4 Analysis

The analysis of the sample-unit provided a plethora of information relating to
the use of the vehicle, as well as some more personal features surrounding the
use of a car. It also revealed the wider ecosystem in which the vehicle operates.
The data was classified into a number of high-level categories (see Table 1). The
information types represent parts of the core driving experience, such as steering,
as well as other areas such as infotainment usage, and capturing time stamps.
The unique data points represent specific, unique points of data about a cate-
gory. For example, door/window usage has 11 unique data points, with separate
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messages covering opening status and how far the window is opened. Some data
points contain more information than others. For example, speed can be broken
down further into brake usage on each individual wheel. The experiment uncov-
ered points of interest within the connected vehicle ecosystem that merit further
discussion. The first topic (monetising sensor information) deals directly with
the results in Table 1; the further topics representing a development of thoughts
from both Table 1 and the data-acquisition process.

4.1 Monetising Sensor Information

The sensors from which our chosen sample-unit records data are capable of
providing a detailed picture of vehicle usage that could give rise to excessive
profiling. For example, individual wheel speed sensors can be used to determine
the angle of a corner, and the speed and the forces being applied in that corner.
This data can be combined with throttle positioning and brake force application
to develop a driver profile. Also, the telematics can provide data relating to but-
ton presses on the in-vehicle system controller, from which it can be determined
how often a user combines on-board infotainment use with driving.

In its privacy policy, our chosen manufacturer states that it shares its data
with a newly formed subsidiary that essentially acts as a white-label data-storage
service for around 8.5 million cars. This data is then stored on cloud-based servers
and can be used to broker, for example, pay-as-you-drive insurance, whereby the
customer pays a fee based on, for example, the amount of miles covered. This
is a model already implemented in (for example) the UK under limited mileage
policies via specialist providers [7].

Previously, a pay-how-you-drive model was not viable. However, such a model
is now eminently possible. For example, if an individual often carries passengers,
and often drives enthusiastically on busy roads where the potential for accidents
may be significant, charges may rise. Previously, these were questions an insur-
ance company might ask to help calculate the risk of a potential customer; now,
however, there is the potential to acquire highly detailed driving reports [9].

It has been reported that, by 2025, the market for data types captured
from connected cars could be worth almost 33 billion US dollars5. It can be
assumed that the potential for significant abuse within these models exists.
Looking beyond personal privacy interference, statistical inferences based on
these datasets and form the basis of accident prediction and decision-making
that could (in theory) serve to penalise users with specific driving habits.

4.2 Privacy Policies and Controls

Developing privacy policies becomes difficult when they need to be tailored to a
wide range of potential specifications: the privacy information for the connected

5 https://www.mckinsey.com/∼/media/McKinsey/Industries/Automotive%20and%2
0Assembly/Our%20Insights/Monetizing%20car%20data/Monetizing-car-data.ashx.
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services platform of one manufacturer is more akin to a ‘If, Then’ statement than
a standard policy document6. In addition, policy documentation is not always
available from the manufacturer, and in many countries such documentation is
not explicitly agreed to upon purchase. When comparing privacy policies to our
data, it becomes clear that users may not be aware of the amount of unique data
points that are collected, as none of the policies have been that specific.

Typically, users are not made aware of the ways in which their data may be
collected or used, and have no control over who can access their data, how their
data is processed, or if it is shared with third parties. In many cases, the user is
not made aware of the existence of the privacy policy, especially in cases where
an owner purchases the vehicle via the second-hand market.

4.3 Third-Party Applications

Connected cars are often built upon platforms that allow for the installation
and use of third-party applications and services. Our sample-unit is no different,
collecting data on the use of and interaction with these applications (although
this functionality was not explicitly tested). In many cases, these applications
perform functions analogous to those one can download and use on any mobile
device, such as a smartphone. As such, user privacy concerns in these areas
mirror those found within mobile applications development and usage.

Many of these applications are designed to adapt to any given user’s specific
needs and context. However, these applications often do not provide mecha-
nisms to provide users control over the kind of data that is collected and used
by these applications, thereby giving rise to potential privacy violations [19].
These applications can also be developed and installed without the manufac-
turer’s knowledge or consent, and therefore are not subject to any controls the
manufacturer may have placed on vehicle system access.

It is, therefore, important to highlight the need to provide structural guaran-
tees to users of connected cars in order to provide confidence that data confiden-
tiality is ensured throughout the ecosystem. Of course, to do this, there is first
a need to be aware of users’ privacy expectations, as well as what constitutes a
trustworthy ecosystem [1].

4.4 Data Confidentiality Within the Wider Ecosystem

In [15] Miorandi et al. define data confidentiality to be one of the defining issues
faced by those designing and developing IoT systems. As a consequence of the
large volumes of data generated by a connected car over its lifetime, together with
the limitations of control over its data transmission systems, current approaches
to preserving confidentiality may not be applicable to connected vehicles.

6 https://myc-profile.bmwgroup.com/api/gateway/contentserver/staticcontent/Angu
lar/gdpr/v2/?target=bmw-browser#/legal-docs-content?version=2018.05.15&fileN
ame=Bmw cd pp gb-en.json.

https://myc-profile.bmwgroup.com/api/gateway/contentserver/staticcontent/Angular/gdpr/v2/?target=bmw-browser#/legal-docs-content?version=2018.05.15&fileName=Bmw_cd_pp_gb-en.json
https://myc-profile.bmwgroup.com/api/gateway/contentserver/staticcontent/Angular/gdpr/v2/?target=bmw-browser#/legal-docs-content?version=2018.05.15&fileName=Bmw_cd_pp_gb-en.json
https://myc-profile.bmwgroup.com/api/gateway/contentserver/staticcontent/Angular/gdpr/v2/?target=bmw-browser#/legal-docs-content?version=2018.05.15&fileName=Bmw_cd_pp_gb-en.json
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From our knowledge of the sample-unit (see Fig. 1), we can see that con-
nected vehicles are highly reliant on continuous wireless connectivity from third-
party service providers—which are known to be potentially vulnerable to various
intrusions, including unauthorised network access, man-in-the-middle attacks,
network jamming or interference, spoofing and denial-of-service attacks [2].

It is argued in [18] that information networks that support IoT applications
need to be able to guarantee identification, integrity, confidentiality and undeni-
ability. From a connected vehicle perspective, it is argued that network availabil-
ity is the most important factor, followed by confidentiality [11]. Confidentiality
issues arise due to the volume of data generated, as well as the effectiveness of
control systems for access to these dynamic data streams [15]. There are also
issues related to vehicle identity management (discussed further below). This
makes cars as vulnerable to attack as any other IoT device. User privacy and
security can become compounded by this lack of data integrity and confidential-
ity, and unauthorised access to or interference with systems within the car could
hamper its ability to function safely [14].

4.5 The Automotive Lifecycle

With the lifecycle of an average car being approximately nine years7, a connected
car has a longer lifespan than the typical IoT device. In addition, it is significantly
more likely to be re-sold over its lifetime. However, from our assessment of the
data our chosen sample-unit collects, as well as the manner in which it does so,
there does not appear to be an easy means of differentiating between users, so as
to potentially generate data that could harm previous users when utilized for for
the monetization of sensor data. Therefore, the vehicle continues to collect data
as if it were being used by only one person. Furthermore, due to the fact that the
vehicle is primarily identified by its VIN, within our system the possibility existed
to continue monitoring the vehicle’s use through applications that allow some
remote information display or basic remote access. Further potential privacy
infractions may occur at the disposal stage, where the vehicle may be recycled,
or stripped for parts—another area where the connected car differs from many
other IoT implementations.

4.6 A Lack of Standardisation

An issue that recurred within this study related to accurately defining telematics
as a concept within the industry. A lack of standardisation within components
used in automotive telematics systems means it is difficult to ascertain a single
definition of telematics within connected cars.

As there are so many different platforms, components and systems, it
becomes difficult to ensure that data confidentiality and long-term availability
is maintained for users throughout the supply chain of these products. From the

7 http://www.buckingham.ac.uk/wp-content/uploads/2014/11/pnc-2014-usedcar.
pdf.

http://www.buckingham.ac.uk/wp-content/uploads/2014/11/pnc-2014-usedcar.pdf
http://www.buckingham.ac.uk/wp-content/uploads/2014/11/pnc-2014-usedcar.pdf
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investigation of our sample-unit, it is by no means a certain prospect that the
manufacturer will be able to maintain their infrastructure, nor that the systems
built into the vehicles will be able to maintain their availability over the lifecycle
of the car, which, on average, is significantly longer than the projected lifespan
of many other IoT devices. This leads to complexities with regards to designing
adequate privacy policies.

5 Conclusions

The current state-of-the-art within connected vehicles reveals that a significant
amount of work still needs to take place in order to secure these vehicles. The
technology within these vehicles has an exponential development rate accompa-
nied by a long usage lifecycle: security, policy and the legality of what is being
implemented in many cases needs to catch up with the technological changes.
Furthermore, the academic literature reveals that there is significant scope for
improvement in understanding exactly how these vehicles collect and use data.

We have provided an assessment of privacy-related threats associated with
the connected vehicle landscape. This assessment was supported by an analysis
of a popular telematics systems produced by a global manufacturer. As with any
study of this nature, there are limitations to what has been done.

First, due to the available budget, only a single sample-unit has been pro-
cured. Such systems are designed to not function unless they are installed into
a vehicle where all the sub-components have a matching VIN. In order to over-
come this, a bench-testing environment was used, whereby an emulator took on
most of the functions that the sample-unit was expected to interface with. How-
ever, this does not generate any simulated vehicle data. Second, the processes
used to generate the messages arise out of a reverse-engineering process, which
may have led to some functionality not being captured. Third, although great
care was taken in ensuring that the procured telematics unit represented the
largest possible group of connected vehicles, the results may not reflect other
manufacturers’ approaches

Planned future research activities include performing similar analyses on
other types of telematics units, such as those based on AGL, and those from
different manufacturers. Also, as this paper serves only as a high-level privacy
analysis, there remains significant scope for a more in-depth analysis on the
future business models that these datasets enable, as well as attempting to gain
a better understanding of the end-users’ perceptions of their privacy.
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Abstract. In the last decade, with the advent of Internet of Things
(IoT) and Big Data phenomenons, data security and privacy have become
very crucial issues. A significant portion of the problem is due to not
utilizing appropriate security and privacy measures in data and compu-
tational infrastructures. Secure multiparty computation (secure MPC) is
a cryptographic tool that can be used to deal with the mentioned prob-
lems. This computational approach has attracted increasing attention,
and there has been significant amount of advancement in this domain.
In this paper, we review the important theoretical bases and practical
advancements of secure multiparty computation. In particular, we briefly
review three common cryptographic primitives used in secure MPC and
highlight the main arithmetic operations that are performed at the core
of secure MPC protocols. We also highlight the strengths and weaknesses
of different secure MPC approaches as well as the fundamental challenges
in this domain. Moreover, we review and compare the state-of-the-art
secure MPC tools that can be used for addressing security and privacy
challenges in the IoT and big data analytics. Using secure MPC in the
IoT and big data domains is a challenging task and requires significant
expert knowledge. This technical review aims at instilling in the reader
an enhanced understanding of different approaches in applying secure
MPC techniques to the IoT and big data analytics.

Keywords: Secure multiparty computation · Secure MPC ·
Internet of Things (IoT) · Big data analytics ·
Yao’s garbled circuits · Yao’s Millionaires problem · Secret sharing ·
Homomorphic encryption

1 Introduction

In recent years, data privacy has been a critical issue, e.g., the representatives of
companies such as Google and Facebook have recently been questioned on data
privacy concerns. A similar data privacy concern appeared recently in the news
about Sidewalk Labs, which is a smart-city company owned by Google. With
the unprecedented growth of the Internet in all aspects of life, the advent of
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phenomenons such as the Internet of Things (IoT) and big data, it is anticipated
that more data privacy challenges will be raised in coming years.

To address the data privacy concerns, the root causes of the problem should
first be understood. In the case of digital data in the information age, the problem
starts when appropriate data privacy measures are not utilized in the data and
computational infrastructures. In particular, the data owners store their data on
the data centers or on the cloud owned by third parties. This data will then be
used by the owners of the data centers for different purposes, e.g. advertisement,
commercial and data analytics goals. It can be said that this is one of the primary
sources of the problem.

Addressing data security and privacy concerns has been the focus of attention
by many researchers from decades ago [30,37,38]. In [30], the pioneers of cryp-
tography discussed how privacy-preserving computation using homomorphisms
can be achieved. In [37] and [38], on the other hand, the idea of secure two-party
computation was initiated. In particular, in [37], the Yao’s Millionaires problem
was introduced and in [38] the Yao’s garbled circuit technique was developed to
solve the Yao’s Millionaires problem. The above seminal ideas led to the general
idea of secure multiparty computation (secure MPC). Secure MPC is a crypto-
graphic technique which enables a group of parties to evaluate a function based
on the private data that each party provides, for instance in [26]. This technique
can help us address data security and privacy issues to a good extent.

1.1 Our Contribution

There has been significant amount of theoretical and practical advancements
in secure multiparty computation. Nowadays, there are various implementa-
tions and libraries of secure MPC frameworks for real-world applications. Each
library is based on different theoretical approaches and works in certain set-
tings. This is mainly because of the strengths and shortcomings of different
MPC approaches. In spite of the amount of conducted research, the existing
literature rarely pointed out the capabilities and incapabilities of different MPC
solutions. For instance, in [23] the authors claimed that many existing MPC
frameworks fail to work properly in practice, because of crashing or generating
incorrect circuits [23]. A technical review comparing different approaches and
highlighting both strengths and weaknesses of the MPC solutions is missing in
the literature.

In this paper, we provide a technical review of secure MPC tools that can be
used in the IoT and big data analytics. The contribution of this comparative and
technical review is multi-fold. On the theoretical side, this paper highlights the
strengths and weaknesses of different cryptographic techniques that are com-
monly used in MPC tools. It also delves into the main arithmetic operations
that are carried out at the core of MPC protocols. On the practical side, this
paper reviews the state-of-the-art MPC tools. We provide tables for summariz-
ing and comparing the existing MPC tools, their security adversarial models,
and the application domains in which each tool can be utilized. The paper also
highlights potential approaches for the future secure MPC frameworks.
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We would like to emphasize that in this paper we provide a very technical
review of the secure MPC tools and libraries with an emphasis on the crypto-
graphic primitives and mathematical/arithmetic operations that are performed
at the core of secure MPC protocols. There are other comprehensive studies,
including the recent ones [2] and [33], that have studied secure MPC tools from
different perspectives. In [33], the authors studied the applications of privacy-
preserving computation in fog computing. While in [2], a thorough analysis of
secure MPC solutions and its relevance to other privacy-preserving computation
areas, e.g. differential privacy, has been provided. In this technical review, our
goal is to instill in the reader an enhanced understanding of different approaches
in applying secure MPC solutions to the IoT and big data analytics.

2 Different Approaches for Secure Computation

There are different approaches to implement a secure multiparty computation
scheme. These techniques are based on three cryptographic primitives, i.e., secret
sharing [32], homomorphic encryption [25,30] and Yao’s garbled circuits [38].

2.1 Secure Computation Based on Secret Sharing

Secret sharing is one of the dominant approaches used in secure multiparty
computation. In this approach, the participating parties use a secret sharing
scheme, e.g., Shamir’s scheme [32], to share their secrets (private data). In order
to emulate a secure MPC protocol, the parties then perform computations on
the shares of their data, rather than directly on their data. Since the shares of
the private data are random values, no information about that data is revealed.

An advantage of secure computation protocols based on secret sharing is that
such protocols can provide information-theoretical security given that the under-
lying scheme is information-theoretically secure. Another advantage of MPC
based on secret sharing is that there is no need for any encryption/decryption
key. However, secret-sharing-based MPC protocols require significant amount of
communication among the participating parties. In fact, privacy is achieved by
distributing the computations among the parties.

2.2 Secure Computation Based on Homomorphic Encryption

Another commonly-used approach in secure multiparty computation protocols is
homomorphic encryption. In this case, the parties utilize a homomorphic encryp-
tion scheme, e.g., the Paillier scheme [25], to encrypt their data. The parties then
perform computations on the encrypted form of data. Homomorphic encryp-
tion has attracted significant attention in the last decade. In particular, by the
appearance of fully homomorphic encryption (FHE) schemes [15], this research
area has shown to be more promising.

Most of the cryptographic schemes are based on the difficulty of some com-
putational problems, e.g., integer factorization or discrete logarithm. This can
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be considered as one of the drawbacks of homomorphic-encryption-based MPC
protocols. This is due to the fact that if the underlying difficult problem is
solved (e.g., by utilizing quantum computers), the encryption scheme would not
be secure anymore. In addition, homomorphic-encryption-based MPC protocols
are computationally intensive and supporting multi-key encryption is a challeng-
ing task in such schemes [1].

2.3 Secure Computation Based on Yao’s Garbled Circuits

Yao’s garbled circuits [38] is another dominant approach for secure two-party
computation. A garbled circuit is an encrypted form of a function, which is
supposed to be evaluated securely between two parties. More precisely, in this
approach, one party encrypts the bits of their input and the intermediate state
of the computation. This party then converts the computation into a circuit of
binary gates, each represented as a garbled truth table. The other party, a.k.a.,
the evaluator, receives the circuit and the encrypted input bits. The evaluator
then produces the encrypted output by evaluating each gate at the encrypted
bits of the input and combining the results.

Yao’s garbled circuit approach is the most efficient method for securely eval-
uating boolean circuits [20]. This approach does not require any communication
between the parties during the evaluation. However, the intermediate state in the
garbled circuits is far larger than the input data. This makes garbled circuits
impractical for processing large data. Moreover, the garbled circuit approach
provides computational security.

3 Building Blocks for Secure Computation

At the core of the three common approaches in secure computation, the main
arithmetic operations, i.e., addition, multiplication, subtraction, division and
comparison, are performed. These arithmetic operations, in fact, form the build-
ing blocks of secure computation.

3.1 Secure Comparison

Secure comparison is an important building block in secure computation [31].
The problem of secure comparison was initially introduced in [37], as the Yao’s
Millionaires problem. This problem is a well-studied, but challenging problem.
Thus far, different solutions have been proposed to this problem. The proposed
solutions are mostly based on homomorphic encryption techniques, secret shar-
ing schemes and Yao’s garbled circuits.

The current solutions to the secure comparison problem are very expensive,
mostly in terms of the communication complexity. An inefficient secure com-
parison protocol can make a secure multiparty computation protocol even more
inefficient. This is due to the fact that secure comparison may be used numerous
times in a MPC protocol. For instance, secure comparison is frequently used
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in the secure argmax operation, which is another common operation in many
privacy-preserving data mining algorithms [6]. Thus, efficient and practical solu-
tions to the secure comparison problem result in improving secure computation
protocols. There are different approaches for improving a secure comparison pro-
tocol. For example, reducing the number of interactions among the participating
parties is a potential optimization technique.

3.2 Other Building Blocks for Secure Computation

For performing secure computation, the four main arithmetic operations need
to be implemented in a secure fashion. These operations can be implemented
securely using secret sharing schemes, homomorphic encryption techniques and
Yao’s garbled circuits. For instance, the Paillier homomorphic encryption scheme
[25] allows us to calculate the addition of two encrypted values by multiplying
their corresponding ciphertexts and without decrypting them. In the case of
secret sharing schemes, two or more parties can calculate the addition of their
secret values by adding the shares of the secret values locally and then conducting
a Lagrange interpolation on their updated shares.

Depending on the application domain, the secure implementation of other
operations may also be needed. For instance, in privacy-preserving data mining
and machine learning, the secure version of three operations is needed. These
operations include secure comparison, secure inner product of two vectors, and
secure argmax [6]. In some cases, the secure version of natural logarithm, i.e. the
ln() function, the sign function, the sigmoid function is also required [9].

4 Security and Privacy Challenges in IoT and Big Data

Data security and privacy have been critical challenges both in the Internet of
Things (IoT) and big data domains [4,34,40]. It is important to scrutinize major
security and privacy issues in these domains. A good understanding of such issues
helps us provide concrete solutions to the problems. The Cloud Security Alliance
[4] has included secure computations and cryptographic solutions among the top
ten challenges to big data security & privacy. Moreover, data privacy has been
indentified as one of the major security concerns [4].

Addressing data security and privacy issues is a challenging task. Three pri-
mary challenges of using secure multiparty computation frameworks in the big
data domain are as follows [36]:

1. MPC is not integrated well with current data processing and data analytic
workflows

2. Significant expert knowledge is needed for implementing and running data
analytics in the MPC frameworks

3. The MPC frameworks do not scale well for large data sets, because large-data
processing systems do not support efficient parallel processing yet
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In addition to the aforementioned challenges, there are still some limitations
with secure multiparty computation schemes that preclude using them in the IoT
and big data domains. First of all, providing a general-purpose efficient MPC
framework for various applications in different domains has shown to be very
difficult. There has been tremendous amount of research on secure computation
for different applications, including privacy-preserving data mining, sealed-bid
auctions, privacy-preserving face recognition, and private information retrieval,
to name a few. Secure multiparty computation protocols have been used in
different application domains with specific settings and assumptions depending
on the suitability and efficiency criteria. Combining these solutions to have an
integrated framework is quite challenging. The challenges that IoT and big data
analytics bring will be added and will make the scenario even more complicated
[19]. Nonetheless, a careful combination of different solutions might be a plausible
approach in the near future.

5 Tools for Privacy-Preserving Big Data Analytics

In this section, we compare the state-of-the-art secure multiparty computation
tools (including libraries, implementations and frameworks). These tools can be
used for secure computation in the IoT and big data domains [2,33].

Fairplay [22] is a secure function evaluation (SFE) tool that allows two
parties to perform a joint computation without any trusted third party. This tool
is based on Yao’s garbled circuits and provides a high-level function description
language called SFDL. The Fiarplay compiler compiles SFDL programs into a
boolean circuit and evaluates the circuit using its runtime environment.

FairplayMP [3] is an extension of Fairplay [22] for multiple parties. This
tool is based on Yao’s garbled circuits and secret sharing schemes. FairplayMP
uses an emulated trusted third party. The emulated trusted third party receives
the inputs from the parties, does the desired computations and privately informs
the parties of their outputs.

Sharemind [5] is a secure multiparty computation framework consisting
of three parties. It is one of the most developed and efficient MPC tools and
supports 32-bit integer arithmetic. However, it uses a non-standard secret sharing
technique and does not extend to more than three parties [41].

VIFF [10] is a compiler for secure multiparty computation based on standard
secret sharing schemes. It uses parallelization and multi-threading to provide
faster computations. This framework supports computations consisting of basic
primitives, e.g. addition and multiplication, on secret-shared values.

SEPIA [8] is a Java library based on linear secret sharing schemes. It sepa-
rates the parties into computational parties and the parties who provide inputs
and obtain outputs. SEPIA is used for secure distributed computation on net-
work data, e.g., for privacy-preserving network intrusion detection.

TASTY [17] is a tool (with a compiler) for two-party secure computation
(2PC) based on Yao’s garbled circuits and homomorphic encryption. This tool
can be used for describing, generating, executing, benchmarking and comparing
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secure 2PC protocols. It allows a user to provide a description of the computa-
tions to be performed and transforms the description into a 2PC protocol.

SPDZ [11] is a secure multiparty computation protocol based on secret shar-
ing and homomorphic encryption. SPDZ consists of an offline (preprocessing)
phase and an online phase. In the offline phase, the required shared random
data is generated and in the online phase, the actual secure computation is
carried out.

SCAPI [13] is an open-source library for developing MPC frameworks and
secure computation implementations. It comes with two instantiations of the
Yao’s garbled circuits. One instantiation is secure against active adversaries and
the other is secure against passive adversaries. SCAPI is implemented in Java
and uses the JNI framework for calling native codes, to make the library efficient.

Wysteria [27] is a high-level programming language for writing MPC pro-
grams. It supports mixed-mode programs consisting of private computations
with multiparty computations. Wysteria compiles the MPC programs to cir-
cuits and then executes the circuits by its underlying MPC engine.

Obliv-C [39] is a language for secure computation programming based on the
garbled circuits. It is an extension of the C programming language that provides
data-oblivious programming constructs. The Obliv-C compiler, implemented as
a modified version of CIL, transforms Obliv-C codes to plain C codes.

Enigma [42] is a decentralized computation framework which combines MPC
and Blockchain technology to provide guaranteed privacy. It allows different
parties to jointly store and perform computations on their data without exposing
the privacy of the data. Enigma also removes the need for trusted third parties.

Frigate [23] is a validated compiler and fast circuit interpreter for secure
computation. It introduces a C-style language for secure function evaluation
based on garbled circuits. Frigate has been developed with an emphasis on the
principles of compiler design. It addresses the limitations of many previous MPC
frameworks and produces correct and functioning circuits [23].

Chameleon [29] is a hybrid framework for privacy-preserving machine learn-
ing. This framework is based on the ABY framwork [12], which implements
a combination of secret sharing, garbled circuits and the GMW protocol [16].
Chameleon has an offline and an online phase and most of the computation is
performed in the offline phase. It uses a semi-honest third party (STP) in the
offline phase, for generating the required correlated random values.

WYS� [28] is a domain-specific language (DSL) for writing mixed-mode
secure MPC programs. It is based on the the idea of Wysteria [27] and embed-
ded/hosted in F� programming language. For running a MPC program in WYS�,
the program is first compiled using the F� compiler. Then each party runs the
compiled codes using the WYS� interpreter. The result, which is a boolean cir-
cuit, is evaluated using the GMW protocol [16] on the parties’ secret shares.

Conclave [35] is a query compiler that makes secure computation on big
data efficient. Conclave generates codes for cleartext processing in Python and
Spark and codes for secure computation using Sharemind [5] and Obliv-C [39].
The idea behind Conclave is to minimize the computations under MPC as much
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as possible. Conclave can support only two or three parties and withstands a
passive semi-honest adversary.

We summarized the reviewed secure MPC tools in Table 1. The table illus-
trates the main details and characteristics of the tools. Note that, due to the
space constraints, we used some abbreviations in Table 1. The meaning of the
abbreviations is provided in Table 2.

The first column of Table 1 shows the name of the MPC tools, the year
in which each tool was developed, and the reference related to each tool. The
second column determines the number of parties that each tool supports. The
third column specifies the cryptographic primitives that have been used in the
development of each tool. The fourth column defines the type of security, i.e.
computational or information-theoretical, that each tool provides. The fifth col-
umn shows whether each tool uses some trusted third party (TTP) or such a
party is simulated in the tool. The idea of doing secure multiparty computation
without relying on any trusted third party is an interesting one. However, real-
izing such a computational model seems to be a challenging task; as the fifth
column of Table 1 shows, the majority of the listed tools either need trusted third
parties or simulate them. The last column of the table shows the programming
languages that were used for the development of each tool.

We also provided a table that illustrates the adversarial model for each MPC
tool; see Table 3. The table specifies the number of corrupted parties that each
tool can tolerate. Note that in secure multiparty computation, the participating
parties might be corrupted by some adversaries. The parties may also collude
with each other. Therefore, it is important to consider such scenarios in the
implementation. Finally, Table 4 shows some applications for each MPC tool.

Table 1. Secure MPC tools for big data computation (based on [33])

Tool/Library Parties Based on Security TTP Prog. Lang.

Fairplay 2004 [22] 2 GC Computational Yes SFDL (Java)

FairplayMP 2008 [3] ≥ 3 GC and SS Computational Em. TTP SFDL (Java)

Sharemind 2008 [5] 3 Additive SS Info. Theortic Yes SecreC (C++)

VIFF 2009 [10] ≥ 3 SS Info. Theortic No Python

VIFF 2009 [10] 2 Paillier HE scheme Computational No Python

SEPIA 2009 [8] ≥ 3 Shamir’s SS Computational Sim. TTP Java

TASTY 2010 [17] 2 HE and GC Computational No Python

SPDZ 2012 [11] ≥ 2 SS and HE Computational Yes C++/Python

SCAPI 2012 [13] ≥ 2 GC Computational No Java

Wysteria 2014 [27] ≥ 2 GMW protocol Info. Theortic Sim. TTP OCaml

Obliv-C 2015 [39] 2 GC Computational No C

Enigma 2015 [42] ≥ 2 VSS and Blockchain Info. Theortic No WebAssembly

Frigate 2016 [23] 2 GC Computational No C++

Chameleon 2018 [29] 2 SS, GMW, GC Computational STP C++

WYS� 2019 [28] ≥ 2 [27] Info. Theortic Sim. TTP F�

Conclave 2019 [35] 2 or 3 [5] and [39] Computational Yes Python/Spark
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Table 2. Abbreviations used in Table 1

Notation Meaning

HE Homomorphic Encryption

GC Yao’s Garbled Circuits

GMW The Goldreich, Micali, and Wigderson (GMW) protocol [16]

SFDL Secure Function Definition Language

SS Secret Sharing

VSS Verifiable Secret Sharing

STP Semi-honest Third Party

TTP Trusted Third Party

Em. TTP Emulated Trusted Third Party

Sim. TTP Simulated Trusted Third Party

Table 3. Table of adversarial model

Tool/Library Secure against

Fairplay 2004 [22] Not mentioned

FairplayMP 2008 [3] A collection of �n
2
� corrupt computation players, as long as

they operate in a semi-honest way

Sharemind 2008 [5] A passive adversary able to corrupt at most one party

VIFF 2009 [10] Not mentioned

SEPIA 2009 [8] t < m
2

colluding privacy peers. Note that the systems has n
input peers and m privacy peers

TASTY 2010 [17] Not mentioned

SPDZ 2012 [11] An active adversary capable of corrupting up to (n − 1)
parties

SCAPI 2012 [13] Both active and passive adversaries

Wysteria 2014 [27] A semi-honest adversary capable of corrupting up to
(n − 1) parties

Obliv-C 2015 [39] Semi-honest adversaries

Enigma 2015 [42] Not mentioned

Frigate 2016 [23] Semi-honest model

Chameleon 2018 [29] Semi-honest (honest-but-curious) model

WYS� 2019 [28] Semi-honest (honest-but-curious) model

Conclave 2019 [35] A passive semi-honest adversary



54 M. G. Raeini and M. Nojoumian

Table 4. Table of applications

Tool/Library Applications

Fairplay 2004 [22] Secure two-party computation

FairplayMP 2008 [3] Secure multiparty computation

Sharemind 2008 [5] Tax fraud detection system

VIFF 2009 [10] Sugar beet auction, decision tree learning,
privacy-preserving verifiable computation

SEPIA 2009 [8] Private information aggregation, network security and
monitoring

TASTY 2010 [17] Set intersection, face recognition

SPDZ 2012 [11] Oblivious RAM schemes and oblivious data structures for
MPC

SCAPI 2012 [13] Privacy-preserving impersenation detection systems and
fair exchange protocols

Wysteria 2014 [27] DStress (a framework for privacy-preserving and
distributed graph analytics)

Obliv-C 2015 [39] secure computation and data-oblivious computation

Enigma 2015 [42] 6 decentralized computation, IoT, crypto bank, blind
e-voting, n-factor authentication

Chameleon 2018 [29] privacy-preserving machine learning, e.g. SVM and deep
learning

WYS� 2019 [28] Joint median, card dealing, private set intersection (PSI)

Conclave 2019 [35] Secure MPC on big data, e.g. credit card regulation and
market concentration

6 Technical Discussion and Future Works

6.1 Technical Discussion

There are three common approaches for implementing secure MPC protocols.
These approaches include: secret sharing schemes, Yao’s garbled circuits, and
homomorphic encryption techniques. The approaches that work based on secret
sharing and homomorphic encryption schemes usually use the so-called arith-
metic gates, i.e. Addition and Multiplication gates. While, the approaches that
work based on Yao’s garbled circuits usually encrypt the inputs and garble the
circuit of the function which is supposed to be securely computed. Although
the three MPC approaches determine the overall schema for secure computa-
tion, sometimes it is preferred to securely implement certain functionalities. For
instance, in the case of privacy-preserving data mining and machine learning,
the three commonly-used operations [6], include secure comparison, secure inner
product of two vectors, and secure argmax. Other common functions that may
need to be implemented securely include the sigmoid function, the sign function
and the floor function [9] and [7].
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Secure comparison is an arithmetic operation which commonly appears in
almost any secure computation protocol. Secure comparison is in fact the Yao’s
Millionaires problem [37], which is a well-studied problem. However, most of the
secure comparison solutions are expensive in terms of the communication com-
plexity, i.e., interaction among the parties. According to [31], secure comparison
protocols based on additive homomorphic encryption schemes require significant
amount of interaction among the parties. This is because additive homomorphic
encryption schemes allow linear operations (i.e., addition or multiplication by
a constant) on the encrypted values; whereas comparison is a non-linear arith-
metic operation. The inefficiency of secure comparison protocols makes the secure
argmax operation inefficient as well; and thus, the secure multiparty computa-
tion protocols. Therefore, providing an efficient solution to secure comparison
can bring in a significant improvement for secure MPC protocols.

An advantage of secure MPC tools based on Yao’s garbled circuits is that they
are fast. However, such tools do not provide information-theoretical security and
they are mostly used for secure two-party computations. Whereas, MPC tools
based on secret sharing schemes provide information-theoretical security given
that the underlying scheme is information-theoretically secure. MPC solutions
based on secret sharing schemes do not need any cryptographic key. However,
such tools require significant amounts of interactions among the parties. MPC
tools based on homomorphic encryption techniques provide computational secu-
rity. Early homomorphic encryption schemes, e.g., Paillier homomorphic encryp-
tion scheme [25], cannot support both addition and multiplication operations,
which are required for secure multiparty computation. This reduces their appli-
cability in secure MPC tools. Recent homomorphic encryption techniques, e.g.,
fully homomorphic encryption (FHE) [15], can support a limited number of addi-
tion and multiplication gates. In addition, an overlooked drawback of the FHE
schemes is that they rarely support multi-key encryption [1].

MPC protocols based on secret sharing and those based on homomorphic
encryption schemes work based on arithmetic gates, i.e. Addition and Multipli-
cation gates. The multiplication gate in such protocols has shown to make the
computations inefficient. For instance, for doing a multiplication in a MPC pro-
tocol based on Shamir’s secret sharing, the participating parties must regularly
perform a process called degree reduction. Similarly, in MPC protocols based on
fully homomorphic encryption (FHE) schemes, the parties must regularly carry
out a noise reduction process (i.e. bootstrapping) in order for the FHE schemes
to work properly. In both cases, the degree reduction and the noise reduction
processes deteriorate the performance of MPC protocols drastically.

6.2 Future Works

There are different interesting avenues for further research. One line of research is
to evaluate and test the existing MPC solutions in different application domains,
with the purpose of improving such solutions. For instance, one can perform
experimental research using the recent MPC prototypes, e.g., Enigma [42], which
is decentralized thanks to the Blockchain technology. Another direction is to
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focus on the main arithmetic operations which are run at the core of MPC
protocols. For instance, providing efficient solutions for secure comparison can
improve the efficiency of the MPC solutions. Improving the multiplication gate
of MPC solutions based on homomorphic encryption or secret sharing schemes
can also result in more efficient and practical MPC solutions.

Another very interesting line of research is to integrate social mechanisms,
e.g., trust and reputation, in secure MPC protocols. Utilizing social mechanisms
alongside secure MPC protocols can help us achieve more secure and trustworthy
data and computation frameworks [18,43]. This is because trust and reputation
are considered as soft security measures that compliment hard security mea-
sures, e.g. cryptography and secure MPC protocols. In particular, secure MPC
solutions combined with trust and reputation machanisms can be helpful in
trustworthy machine learning. It is worth mentioning that trustworthiness in
data analytics and machine learning techniques is becoming more important as
we rely more on such techniques [21,24]. Integrating secure MPC protocols into
emerging decentralized computation technologies, e.g., the Blockchain technol-
ogy, can also be another potential line of research [42].

One may also do further research on more efficient secure solutions to the
commonly-used operations/functions in data mining and machine learning tech-
niques. However, for achieving such solutions it may be needed to accept a
trade-off between approximation and efficiency. In [9], for instance, the authors
faced some challenges for implementing logistic regression over encrypted data.
According to [9], the homomorphic implementation of the sign function, which
is closely related to the comparison operator, is very difficult. Implementing the
sigmoid function using homomorphic encryption seems also to be very difficult.
Note that the sigmoid function is commonly used in neural networks’ activation
functions and in logistic regression models. Even more challenging seems to be
the floor function [9]. The authors [9] dealt with these challenges using polyno-
mial approximation, e.g., Taylor polynomials and minimax approximation [14].
An interesting line of research is to see how such approximation methods will
perform for the functions that are commonly used in the secure MPC protocols.
For instance, one may further study the approximation solutions for the secure
comparison and secure argmax operations.

7 Conclusion

Data security and privacy have been crucial issues in recent years. It can be
said that these issues will become even more crucial as we are going well into
the Internet of Things (IoT) and big data eras. One of the main causes of data
privacy violation is due to not utilizing appropriate data privacy measures in the
data and computational infrastructures. Secure multiparty computation (secure
MPC) is a powerful cryptographic tool that can help us address data security and
privacy issues. In this paper, we provided a technical review to the cryptographic
techniques commonly used in MPC protocols. We delved into the arithmetic
operations that are run at the core of secure MPC protocols. In addition, we
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highlighted the strengths and weaknesses of different approaches used in secure
MPC, and the challenges we face for designing practical MPC solutions. We
also compared the state-of-the-art MPC tools that can be used for addressing
security and privacy issues in the IoT and big data domains.

Considering all aspects and challenges of secure computation, solutions based
on secret sharing schemes integrated into decentralized computation frameworks
seem to be more promising for the future. Such solutions are decentralized,
provide information-theoretical security and do not need any cryptographic key.
Enigma [42] might be considered as a sample proof-of-work and a prototype for
potential practical solutions. In addition, integrating social mechanisms, such
as trust and reputation, into secure multiparty computation protocols provides
more reliable and trustworthy data and computation frameworks. Our technical
review and comparative study of different secure MPC approaches and developed
MPC tools will have significant contributions to applying secure MPC solutions
to the IoT and big data domains.
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Abstract. We outline our computational framework for identity. We have a
prototype web application, but this paper is a conceptual level. The interest is in
identity as an equivalence relation and how information can be evidence for
identity hypotheses. Our account is based on the situation theory of Barwise and
Perry. We consider a (legal) identity case to be a constellation of situations, and
we indicate how the structure of such a case facilitates discounting and com-
bining evidence using Dempster-Shafer theory. Semantic Web resources are
used to capture the structure of evidence as it relates to situations. We have
developed OWL ontologies and use the concepts therein defined in RDF triple
stores to capture case data. URIs (as used in the Semantic Web) are used for
unambiguous references to individuals. We sketch a scenario that uses two
biometric modalities in an uncontrolled environment and show how our
framework applies. Recently, biometrics has gained the limelight as a means to
identify individuals, but much else may be available for this task, including
sensor data, witness reports, and data on file. To our knowledge, this is the only
framework that in principle can accommodate any kind of evidence for identity.
It is not an alternative to biometrics, but rather provides a way to incorporate
biometrics into a larger context.

Keywords: Biometrics � Identity � Dempster-Shafer theory � Semantic Web �
Evidence � Argumentation schemes

1 Introduction

Identifying an individual in an unstructured environment is a challenge, particularly if
results are required in near real time. (By an “unstructured,” or “uncontrolled,” “en-
vironment” we mean an environment that arises spontaneously, beyond the control of
those monitoring agents in it, for example, what we encounter in walking down a street
as opposed to a studio where portraits are taken.) In such cases, there is strong moti-
vation to make use of multiple sources of evidence. The question then arises of how the
evidence should be combined and when some evidence should be discounted because it
is unreliable or inappropriate. We here present our computational framework for
identity, which structures a case for identity into a constellation of situations. Most
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work in computer science on identity is concerned with descriptions or profiles of
individuals or their behaviors that are unique to the individuals. Our framework is
unique in that it puts the use of these profiles into a larger context and accommodates
other ways of picking out agents. We here describe the components of our framework
and how they go together. The components proved well established computational
techniques. Our focus is on identity as an equivalence relation and equational reasoning
is a well-established field in computer science.

The rest of this paper is organized as follows. The next section discusses related
work, and Sect. 3 presents our framework. Section 4 analyzes an example scenario per
our framework, showing how an identity-related scenario may be structured, and
showing how the various threads of our framework conspire to support identity
hypotheses. Section 5 concludes.

2 Related Work

Interpretation of video footage and images can have a significant impact for identifying
an agent in a situation. Identifying a person through a biometric recognition system
involves sensor cameras that can capture images and video clips of an individual. The
goal is to recognize a person through their facial and gait features using suitable
classification techniques. The introduction of a facial recognition system generally
brings high-end accuracy for the classification of individuals through neural networks
when training has been done appropriately. Such a system, however, has problems with
un-controlled environment, limited light, or when the images captured were blurry. At
the same time, if we include gait enrollment, then the identification process becomes
more authentic and reliable. Gait enrollment through an appearance-based model,
however, also has limitations when the clients’ appearance unpredictably changes over
time. In contrast, model-based gait enrollment with optimized feature extraction and
recognition has a striking impact on biometric recognitions (i.e. periocular) [18, 23,
24]. Zhou and Bhanu focused on the side-face and gait features and their optimal
integration and utilization of information for identification [22, 25]. The continuous
identification process through real-time machine learning techniques using a light net
can outperform state-of-the-art conventional classification techniques.

Our framework [8, 26] can take, for example, information from facial and gait
recognition systems, put the information in context, and combine the level of evidence
these two sources provide to come up with numerical measures of belief for various
identity hypotheses that allow one to rank these hypotheses. To put the information in
context means to structure a (legal) case (as for the identity of the culprit in some
incident) as a constellation of situations. The key situation in a criminal case is the
crime scene, but there are also situations where information is collected (perhaps for
matching purposes, as with biometrics), and situations where information is integrated
to help decide among candidate hypotheses. The information involved here can be from
many kinds of sources, not just biometric.

Note that an agent can be picked out not only via a description or profile but also by
an expression that references an individual by virtue of a causal chain beginning with
someone directly acquainted with the individual and passed on to others by a (causal)
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chain of conversations in which the individual is referred to [14, 17]. (See Subsect. 3.1
below.) The machine-learning community has worked with causal frameworks in rather
different settings (see, e.g., [1]), some state-of-the-art results in machine translation [2],
speech recognition [4], and attention mechanisms [2] may have aspects that transfer to
causal chains of references, but our framework is the only approach to directly address
this phenomenon.

3 Our Framework

An element of identity, such as a singular denoting expression, on its own generally
does not convey enough information to provide evidence to confirm one’s identity. For
example, a first name on its own is not always enough evidence to determine the
identity of someone. Questions can be raised, such as is this the given name, which is a
name given to a person at birth [20], of the person or is this their nickname? Our
framework is a computational framework for identity partially implemented as a web
application. The focus is on evaluating identity hypotheses. Identity is an equivalence
relation, and identity hypotheses are of the form “a is the same as b”. We do not
directly address identity from a profiling perspective, which is the act or process of
extrapolating information about a person based on known traits or tendencies [16].

Our framework has three foundations, which are situation theory, Dempster-Shafer
(DS) theory, and the Semantic Web standards. Regarding situation theory, we base our
research on Barwise and Perry’s situation theory [3] and we refer to Devlin’s for-
malization of situation semantics [6]. We use DS theory to combine and discount
evidence. This theory uses justification to distribute evidence [12]. In our framework,
the Semantic Web standards are used to maintain the structure of information and to
denote individuals unambiguously. The Semantic Web standards include the Resource
Description Framework (RDF) and the Web Ontology Language (OWL).

In general, situation theory allows us to characterize the structure of information.
Information about the world is always situated, and we say that a situation supports
information. As Devlin explains, an infon is a basic item of information. It involves an
n-place relation, R, and n objects appropriate for the corresponding argument places of
R, as well as a location and time. There is also a 0-or-1 polarity, 1 indicating that things
are thus related at the time and location, and 0 indicating otherwise. This allows for
negative information. It is possible for a situation to carry information about another
situation by virtue of constraints. Constraints can be derived from language, nature, or
conventions of society. For example, a situation where there is smoke carries infor-
mation about a situation where there is fire by virtue of the natural constraint that
smoke is produced by combustion. Again, a situation in which a reliable adult shouts
“Fire!” also carries information about a situation where there is fire, in this case by
virtue of constraints that are conventions of natural language. An utterance (a speech
act) is performed in what is called an utterance situation. It carries information about a
corresponding described situation. The described situation is the topic of the speech act.
A central idea of situation semantics (situation theory applied to meaning) is that the
meaning of an expression is a relation between an utterance situation and a described
situation. A resource situation fills out references needed for a successful utterance. For
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example, Jane says to Bill, “The deer that I saw yesterday is in the yard.” Here the
utterance situation includes Jane and Bill, and Jane is making this utterance. The
described situation is the yard as it currently exists, containing a certain deer. There is
one resource situation, in which Jane sees the deer that is currently in the yard. We are
interested in situations that require judgments of identity hypotheses for some agent.

An identity judgment (as in a CSI) is made in an utterance situation. We make use
of a generalization of such a situation, where an investigator has a suite of evidence
implicating various suspects (or, more generally, has a suite of evidence for various
identity hypotheses). The investigator can utter corresponding judgments supported at
various levels by the available evidence. Such a potential utterance situation is what we
call an id-situation. It is part of a constellation of situations that forms a case, with the
crime scene (in a criminal investigation) the described situation. Resource situations
include such things as where a fingerprint was taken and filed. With machine learning,
there could be a huge number of resource situations; we use summary metadata in such
cases for levels of evidence.

We consider how information can be evidence for identity hypotheses and how
such evidence can be discounted and combined. Many of our examples are taken from
criminal justice, which focuses on identifying individuals and is general: any area of
human activity is subject to criminal behavior. And criminal investigations, like
computation, have limits on time and other resources [10]. (See [27] for more
information.)

DS theory is used in our framework to provide numerical values for evidence-based
confidence in our identity hypotheses [12]. The frame of discernment contains the set
of all possible candidates for our identity hypotheses. The strength of the evidence is
captured by what is called mass. A mass function assigns values to subsets of the frame
of discernment such that the sum of all masses is 1.0. The mass assigned to the frame of
discernment itself represents ignorance. A set that has non-zero mass is a focal element.
A refinement involves an analysis of the frame of discernment to restructure it so that
the mass function may more accurately capture the distribution of evidence. This does
not mean the set will grow or diminish in this process. Based on the mass function, the
value of the belief function for a subset h of the frame of discernment is the lower
bound of likelihood for h. This value is the summation of all the masses of the sets that
are subsets of h. The value of the plausibility function for h is the upper bound of
likelihood for h, calculated as the sum of the masses of the sets that overlap h. Note that
0.0 � belief ðhÞ � plausibility ðhÞ � 1.0 for any subset h of the frame of
discernment.

Using DS theory, new mass functions can be created through the combination of
several mass functions for evidence from several sources. As evidence is collected, the
focal elements generally become clearer. The aggregation of evidence must be
addressed as more evidence is introduced to provide a summary of the information in a
meaningful and simple way. In DS theory, combination rules provide distinctive ways
to aggregate information from multiple sources. For example, Dempster’s Combination
Rule permits the combination of two independent mass functions. Using it, the
assigned mass values get redistributed, and we may end up with conflicting hypotheses.
Where there is conflict, the evidence is considered disjoint. Mass gets normalized with
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Dempster’s Rule. See [5] for additional information. The reliability and strength in the
evidence is considered when redistributing the mass values.

In our framework, we are exploring argumentation schemes when combining
evidence using DS theory. Argumentation schemes provide a more generalized method
to combine evidence. We refer to Dung’s study of argumentation [7], Woolridge’s
analysis of argumentation from the perspective of inconsistencies amongst the belief of
multiple agents [21], and the analysis of [21] to determine the appropriate combination
rule using DS theory for argumentation schemes. A series of questions are asked, if the
response to the question concerning the evidence is negative, a different combination
rule is considered that offers a generic method to assess the combination of the
evidence.

Lastly, we consider the Semantic Web resources in our framework to capture the
structure of evidence as it relates to constellation of situations. OWL ontologies are
used encode evidence in the form of RDF triple stores [15]. Uniform Resource Iden-
tifiers (URIs) are a method to identify classes, properties, and individuals. We are
interested in using the OWL property owl:sameAs to denote sameness in identity.

The Semantic Web has an open-world assumption: a statement that does not follow
from what has been asserted is not assumed false. This assumption allows ontologies to
evolve in a decentralized way, being aligned as needed, and triple stores from different
sources may be federated. According to situation theory, a situation is a partial theory;
this is essentially the open world assumption. Simple DS theory, however, has a closed-
world assumption (the frame of discernment recognizes all possible candidates), but
there are at least two ways to handle open-world aspects (see [11, 19]).

Objects that provide evidence (e.g., photos or written documents) are threads that
stitch together the situations that make up an id-case. In a legal setting, if these objects are
to serve as evidence, we need guarantees that they are genuine all along the chain. Chain
of Custody theory addresses what is needed “to ensure the integrity of evidence” [9].

A chain of custody involves a sequence of what we call information-relevant
actions. Barwise emphasized one kind of information-relevant action, utterances.
Implicit in his work and explicit in Devlin’s in another such action, perception. We,
however, recognize a multitude of kinds, for example, taking and duplicating a fin-
gerprint. While a legal perspective emphasizes what authority was in control, a more
general perspective adds the existence of a causal chain from a physical feature to
where the information is used. Information-relevant actions include taking and filing a
fingerprint and recording situations on closed-circuit TV as well as matching finger-
prints, mugshots, or DNA, where chains converge. Among information-relevant
actions are information-propagating actions, which form links in the chains, e.g., taking
a fingerprint but also uttering a true statement.

Computational methods are inherent in the components that contribute to our
framework. Information is structured by means of situations as formalized by Devlin
[6]. Information and the relations and operations by which it propagates are represented
formally in RDF using ontologies expressed in OWL. The ontologies are supplemented
with SWRL rules. The RDF triple stores are queried with SPARQL, and the Pellet
reasoner is used to derive new RDF triples. Identity is a well-studied equivalence
relation, and equational reasoning is well established in computer science. As a relevant
example, we might have the person identified by gait in the doorway as is the person
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who left the package, the person who left the package is the same person who bought
the clock in the shop (as we know from receipts), and the person who bought the clock
is the person identified by face in the shop. From this, by the transitivity of identity
(equality), we may conclude that the person identified in the doorway is the same as the
person identified in the shop. Note that OWL has identity in the form of the owl:
sameAs property, and OWL reasoners support equational reasoning. OWL also sup-
ports inverse functional properties. (If R denotes an inverse functional property and a,
b, and c denote individuals, then from a R c and b R c we may infer a = b.) We overlay
this logical machinery with DS theory, whose rich variations we adapt in our very
novel setting.

3.1 URIs

URIs are the fundamental singular denoting expressions (“names”) on the Semantic
Web, and an account of identity using Semantic-Web resources must be clear on what
is required for a URI to denote something. Halpin [13] identifies three positions
regarding how agents can determine what a URI denotes; two of these positions are
relevant here. The ‘logical position’ on the meaning of a URI is that it is given by
whatever satisfies the model(s) given by the formal semantics of the documents where
that URI occurs. In philosophy (see, e.g., [14, 17]), this is the descriptivist theory of
meaning and was challenged by the ‘causal theory of reference’, according to which an
agent fixes a name to a referent known through direct acquaintance, and a causal chain
to a current user of the name from past users allows its referent to be known across
time. (The causality here is in the communicative acts.) This is the same as Halpin’s
‘direct reference position’ on the meaning of a URI, that the meaning is whatever was
intended by the owner of the URI. Basically, the referent of a URI is established by fiat
by the owner and is then communicated to others in a causal chain by creating web
pages and Semantic-Web statements containing the URI.

Virtually all work in computer science addressing identity takes a descriptivist
position on denoting individuals. Profiles are descriptive devices that denote individ-
uals. Generally overlooked are expressions that denote individuals by virtue of a causal
chain, but in fact it is natural to use URIs in this fashion in RDF encodings. For
example, we assume that legal professionals assign URIs to suspects, equipment,
fingerprints, and other things. If the professional did not have direct acquaintance with,
for example, a suspect, then they are on a causal chain leading back to, say, a detective
thus acquainted. Once the URI is associated via a causal chain to an individual, it
retains this meaning as it is communicated across the Web, where the causality now is
the technologies and conventions of the Web. (There are clearly hybrid cases, where a
partial description disambiguates among individuals known by direct acquaintance.)
URIs in the Semantic Web are ideal for supporting this causal-chain reference since
each person can define URIs in a domain they control, thus avoiding clashes with URIs
introduced by others, and the non-unique name assumption of the Semantic Web
allows us later to assert that two URIs in fact denote the same individual if we discover
that this indeed is the case. An example is when we hypothesize that the person who
accessed Fred’s workstation Tuesday is the same person who accessed Tom’s
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Thursday. (Note that the individual is picked out via situations and no other properties
of the person are known.)

4 Scenario

This section presents a scenario to illustrate how situations may structure the infor-
mation in a case. The scenario presents a hypothetical customer-assistance system that
recognizes individuals by face and gait. We point out situations where information is
acquired and classifiers are trained. Causal chains propagating information about
individuals are noted. And we note an id-situation and the situations tied to it. We make
remarks about how DS theory might apply. The focus is on how the situations structure
a case. Space constraints prohibit discussion of computation or inference except for
some equational reasoning and remarks on DS theory.

A retail home-improvement company runs a voluntary program to make shopping
more convenient for regular clients. A client who volunteers for the program has their
face photographed from several angles (see the bottom of the left side of Fig. 1) and
has a video made of them walking (see the top of the left side of Fig. 1). Machine
learning is used with this data to train classifiers to recognize the client’s face and to
recognize their gait. The system also keeps contact information on the client and keeps
track of their purchases. It also records the name of the salesperson who serviced them.
The company has surveillance cameras at the entrances to the store (see the top of the
right side of Fig. 1). When a client enters, software attempts to find a classifier with a
good match with the facial image from the camera and a classifier with a good match
with the gait recorded by the camera. If the client has enrolled in the program, in
normal conditions, the system would identify the person and notify the salesperson
who helped them in the past. The salesperson can pull up on their smart phone
descriptions for the client’s previous purchases and inquiries. If the entering client has
not registered with the program, then the matches should be below the threshold for

Fig. 1. Lumberyard customer assistance identifier system.

A Framework to Identify People in Unstructured Environments 71



signaling a valid match. It is not a problem if by chance someone not registered is
found to match the classifiers for some enrolled person. Then the assigned salesperson
simply apologizes for the misidentification. Nor is it a problem if the entering client has
enrolled in the program but is not recognized. In that case, they simply miss the
convenience of having a known sales person come to their assistance.

The situations involved in the enrollment phase here start with where the client
meets with the representative. Next are two situations, where (1) photos are taken of the
face and (2) where the video is taken for the gait. Next, there another two situations,
where (1) a classifier is trained for facial recognition and (2) a classifier is trained for gait
recognition. The photo situation has an information-relevant action by which infor-
mation regarding the face ends up on photos, and the facial-training situation has an
information-relevant action by which the facial information on the photos is aggregated
in the classifier. There is a casual chain here, from the person (or their face) to the photos
to the classier. Implicitly, this chain supports identities: the person (with the face) is the
same as the person in the photos is the same as the person described by the classifier. By
the transitivity of identity, the person (with the face) is the same as the person described
by the classifier. Similarly, the video situation has an information-relevant action by
which information about the gait ends up on a video, and the gait-training situation has
an information-relevant action by which the gait information on the video is aggregated
in the classifier. There is a causal chain here as well, from the person (or their gait) to the
video to the classifier. Again, this chain implicitly supports identities: the person (with
the gait) is the same as the person in the video is the same as the person described by the
classifier. By the transitivity of identity, the person (with the gait is the same as the
person described by the classifier.

The situations involved in the recognition phase begin with the one where the client
comes through the entrance in the presence of the surveillance camera; call this situ-
ation SD. The next situation is where the software attempts to find matches for the face
and gait. This is the id-situation, with all the evidence at hand, and where an identity
judgment (formally the utterance of an identity statement) could be made. The corre-
sponding described situation is SD. Assuming that a good match is found, the next
situation is where the appropriate salesperson is found and alerted. Finally, there is the
situation where the client and salesperson meet and pursue their business. In SD, there
are information-relevant actions from the person entering the store to the facial image
and gait footage. In the id-situation, there is an information-relevant action from this
image and footage to the name (or other unique identifier) of the client. There is a
causal chain here, from client who enters to the image and footage to the (implicit)
utterance of the client’s name. And this chain supports identities: the person entering is
the same as the person in the image and footage is the same as the person named (who
is described by the face and gait classifiers). By the transitivity of identity, the person
entering is the same as the person named (and described by the face and gait classi-
fiers). By this and the long-range identity we have from the enrollment phase, the
transitivity of identity allows us to conclude that the person whose face and gait were
recorded in the enrollment phase is the same as the person named (by virtue of being
described by the face and gait classifiers).
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Regarding the application of DS theory here, for identifying the person at the
entrance: we have evidence from two sources. Sometimes either on its own is sufficient,
but sometimes we need both to do a reasonable job. We would use argumentation
schemes to determine the most appropriate combination rule. There could be several
reasons for discounting some evidence. Suppose, for example, the person responsible
for enrolling participants is off for a day and someone with much less training and
experience takes over. The photos and video would be of lower quality and the
machine learning would be done with little thought. We might then discount the
evidence from our matches for clients enrolled in that unfortunate day. Possibly a
clearer case would be if the substitute employee did, say, the photos and the expert did
the video. We then might discount the facial match compared to the gait match.

5 Conclusion

This paper presents a computational framework for identity at a conceptual level. Based
on Barwise and Perry’s situation theory, we consider a legal case to be a constellation
of situations that supports identity judgments. A situation supports information and
may carry information about another situation. We have developed OWL ontologies
and use the concepts defined in them for RDF triple stores that capture the structure of
evidence based on situations. We are interested in various types of situations, such as
utterance, described, and resource situations. The situations of greatest interest are ones
that make identity judgments, including those using biometric information and meta-
data. As far as we know, this is the only framework that accommodates any kind of
evidence for identity. It is not an alternative to biometrics, but rather provides a way to
incorporate biometrics into a larger context.

We present a scenario where the identity of an individual is assessed through our
framework; the focus is on the situation that structures the information. The scenario is
concerned with identifying customers through their biometric information (gait and
facial) upon entry into a home improvement company. The identity of customers who
volunteer for enrollment in the system are recorded as URIs. If the identity judgment
meets or exceeds a threshold, the identity of the customer is revealed to employees in
the store. The combination of facial recognition and gait recognition provides the
evidence used to determine the identity of the customer. Using DS theory in our
computational framework for identity enables us to combine and discount the evidence.

We plan to continue to enhance our web application. This application will be used
as a teaching tool by the Department of Criminal Justice (with whom we collaborate) at
our university. We are expanding our framework into cyberspace, where identity is a
growing issue.
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Abstract. Biometrics is used to authenticate an individual based on physio-
logical or behavioral traits. Mouse dynamics is an example of a behavioral
biometric that can be used to perform continuous authentication as protection
against security breaches. Recent research on mouse dynamics has shown
promising results in identifying users; however, it has not yet reached an
acceptable level of accuracy. In this paper, an empirical evaluation of different
classification techniques is conducted on a mouse dynamics dataset, the Balabit
Mouse Challenge dataset. User identification is carried out using three mouse
actions: mouse move, point and click, and drag and drop. Verification and
authentication methods are conducted using three machine-learning classifiers:
the Decision Tree classifier, the K-Nearest Neighbors classifier, and the Random
Forest classifier. The results show that the three classifiers can distinguish
between a genuine user and an impostor with a relatively high degree of
accuracy. In the verification mode, all the classifiers achieve a perfect accuracy
of 100%. In authentication mode, all three classifiers achieved the highest
accuracy (ACC) and Area Under Curve (AUC) from scenario B using the point
and click action data: (Decision Tree - ACC: 87.6%, AUC: 90.3%), (K-Nearest
Neighbors - ACC: 99.3%, AUC: 99.9%), and (Random Forest - ACC: 89.9%,
AUC: 92.5%).

Keywords: Mouse dynamics � Biometric � Continuous authentication �
Behavioral biometric � Machine learning

1 Introduction

User authentication is a method that is used to determine whether a user is genuine
(“allowed to access the system”) or an impostor (“prohibited from access to the sys-
tem”) [1]. User authentication has three types of classes: knowledge based, object or
token based, and biometric based. Knowledge-based user authentication is character-
ized by confidentiality; it is something that only the user would know. Object-based
user authentication is characterized by control; it is something that the user has.
Biometric-based user authentication relies on the user’s physiological or behavioral
characteristics; it is something the user is. While the weaknesses of knowledge-based
and object-based approaches are that the user may lose or forget passwords and tokens,
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the advantage of a biometric-based approach is that it can uniquely identify an indi-
vidual by using the individual’s biological characteristics.

Although using biometric makes the authentication stronger and determines a
user’s identity uniquely, verification based on physiological biometrics such as iris,
face, or fingerprint offers mainly a one-time static authentication [2, 3]. To avoid this
drawback, behavioral biometrics such as mouse clickstream data can be used to con-
tinuously authenticate a user by monitoring the user’s behavior [4]. In this work, an
empirical evaluation of three classifiers is conducted on the Balabit dataset [5], which
contains data for 10 users with a set of 39 behavioral features per user [6].

The rest of the paper is organized in four sections. Section 2 summarizes some
previous research in this area. Section 3 describes the Balabit dataset and the feature
extraction method. Section 4 describes the model and the experiments, followed by a
discussion of the test results. Section 5 has concluding remarks and suggestions for
future work.

2 Related Work

User behavioral analysis has been a focus of research for more than a decade. This
section briefly presents some of the research on mouse-based authentication.

Antal et al. [6] applied a Random Forest (RF) classifier for each user using mouse
movements for verifying impostor detection. They used the Balabit dataset [5], which
includes 10 users. Each user has many sections and mouse actions. They segmented
each session’s data into three types of mouse actions: Mouse Movement (MM), Point
Click (PC), and Drag and Drop (DD). The researchers extracted 39 features and
obtained results of 80.17% average accuracy (ACC) and 0.87 average Area Under
Curve (AUC). The highest accuracies achieved for users (7 and 9) were 93% and 0.97
AUC. The lowest accuracy achieved for a user (8) was 72% and 0.80 AUC.

Nakkabi et al. [7] proposed a user authentication scheme based on mouse
dynamics. They collected mouse behavior data from 48 users and applied a fuzzy
classification that relied on a learning algorithm for multivariate data analysis. They
conducted an evaluation and achieved a False Acceptance Rate (FAR) of 0% and a
False Rejection Rate (FRR) of 0.36%. Their experiments required more than 2000
mouse events in order to classify a user as legitimate.

Feher et al. [8] introduced a framework for user verification using mouse activities.
The framework was divided into three parts: acquisition, learning, and verification. The
first step is to capture user actions from the users’ mouse activities. Then, classify each
event type and store them in a database. The third phase is to send each event to the
favorite classifier based on action type. The classifier has two layers: a prediction layer
and a decision layer. The researchers conducted tests of multi-class classifier using a
RF classifier. They collected the data from 25 volunteers. They obtained an Equal Error
Rate (EER) of 1.01% based on 30 actions.

Gamboa et al. [9] developed a data acquisition system for collecting users’ mouse
activities. The system records all user interaction throughout the world wide web. The
dataset was collected from 50 participants; each user has 400 strokes. A stroke is
defined as a group of points between two actions. The authors proposed 58 behavioral
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features extracted from the raw data using some mathematical operations. These fea-
tures were used to identify a user based on how they interact with the system. Fur-
thermore, Gamboa et al. developed a sequential classifier using statistical pattern
recognition techniques in order to distinguish between users. The authors achieved an
equal error rate of 0.7% per 100 mouse strokes.

Another biometric authentication approach based on mouse dynamics was intro-
duced by Shen et al. [10]. They collected user behavioral data under a controlled
environment using the software tool they developed. The software collected the events
of “mouse move” or “mouse click” for about thirty minutes in each session. The dataset
obtained had 15 sessions for each of 28 subjects. Based on a mining method, the
researchers focused on using frequent and fixed actions as behavioral patterns for
extracting user characteristics through pattern growth. They used an SVM and achieved
an FAR of 0.37% and an FRR of 1.12%.

Schulz [11] collected a dataset from 72 volunteers using a software tool on their
personal machines. The software tool presented a continuous authentication system
using mouse events; it segmented a user’s events into length of a movement, curvature,
inflection, and curve straightness features, and then computed a user’s behavioral
signature using histograms based on curve characteristics. For the verification stage, the
researcher used Euclidean distance for classification and computed the distance
between a user’s login and the mouse activities. An EER of 24.3% from a group of 60
mouse curves is obtained. In contrast, by using groups of 3600 mouse curves, the
performance increased to an EER of 11.2%.

Bours et al. in [12] proposed a login system based on mouse dynamics. They
collected data from 28 participants of different age groups. They used a technique
called “follow the maze” in which the participants performed a task by following the
tracks on their own computer. This task was performed five times per session in order
to acquire sufficient data on mouse movements. The maze contained 18 tracks, divided
into 9 horizontal and 9 vertical tracks. They measured the various distances using
Euclidean distance, Manhattan distance, and edit distance algorithms. The results that
they obtained were an EER of 26.8% in the case of the horizontal direction and an EER
of 27.0% in the case of the vertical direction.

Hashia et al. [13] worked on mouse movement as a biometric. They proposed two
authentication methods: the first method is for initial login of users (enrollment), and
the second one is to monitor a computer for suspicious activities (verification). It
required from the user about 20 s to complete each of two methods. For the enrollment
phase, a user must be using the mouse and following a series of dots that showed one at
a time on the user’s screen. The purpose of this step is to record the coordinates of the
mouse every 50 ms and then calculate the speed, deviation from a straight line, and
angles. They used the data collected from the enrollment phase for the verification
phase by comparing a user’s credentials and the data collected in the enrollment phase.
They tested their approach using 15 participants of age 22–30. They achieved an error
rate of 20% when using 1.5 standard deviations of the average from the corresponding
enrollment value, and an error rate of 15% using 1 standard deviation of the average
from the corresponding enrollment value.
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3 Description of Mouse Raw Data

This research used the Balabit Mouse Challenge dataset [5], obtained at the Budapest
office of the Balabit company. The dataset contains raw data obtained from 10 users
using remote desktop clients connected to remote servers. It has many sessions with
characteristics of how a person uses a mouse. Each session includes a set of rows,
where each row recorded a user action as (rtime, ctime, button, state, x, y): “rtime” is
the elapsed time recorded since the start of the session using the network monitoring
device, “ctime” is the elapsed time through the client computer, “button” is a mouse
button, “state” is information about the button, and “x” and “y” are the Cartesian
coordinates of the mouse location [6].

3.1 Extraction of Features

A mouse action is a set of sequential user actions that represent a movement of the
mouse between two points. This study uses the user features extracted from the Balabit
Mouse Challenge dataset [5]. This dataset divides the raw data into three types of
actions: MM, PC, and DD. MM describes a movement between two screen positions;
PC is a Point Click or Mouse click; DD is a drag-and-drop event. The dataset presents
39 features extracted from an individual’s mouse actions. A detailed description of
features is found in [6].

4 Mouse Dynamics Model and Experimental Results

In this research, supervised machine-learning techniques were utilized to monitor the
behavior of users in order to distinguish legal users from illegal users [14]. Three
machine-learning algorithms were evaluated: Decision Tree Learning (DT), k-Nearest
Neighbors (k-NN), and Random Forest (RF). The Scikit-learn software tools were used
for the analysis of mouse clickstream data [15]. A significant step in the classification
was to prepare the training data in CSV format, so that it could be interpreted by the
classifiers. In the model, if a user’s mouse dynamics are the same as the characteristics
stored in the system’s database, then the system lets the user continue working on the
device; otherwise, the system must log out the user (see Fig. 1). Specifically, the
following steps describe how the model works:

• Data Collection Phase: Raw data of the users are collected.
• Features Extraction Phase: Meaningful features, such MM, PC, and DD, were

extracted using the method reported in Antal et al. [6].
• Data Preparation Phase: For the training phase, all the users’ data was aggregated

and put in random order. The training dataset was then split into two parts: the first
part (70% of the data) was used for training, and the second part (30% of the data)
was used for testing the model’s performance. For every experiment, the balance of
training sets and evaluation sets remained the same in order to avoid classifier bias.
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• Select a Classifier Phase: DT, RF, and KNN were utilized to show the ability of the
proposed model to determine whether a user was genuine or an impostor from a
user’s mouse clickstream data.

• Training Data Phase: The training process began by reading the characteristics of all
the users from the training dataset and then loading them into the three classifiers to
train the model. This step was a significant step, since the training data contained
the user behavior itself and a class label.

• Testing Data Phase: After completion of the training step, the model was tested on
the new data that was never used for training, to categorize whether the user as a
genuine user or an impostor.

The experiment was conducted in two stages: (i) a verification stage, and (ii) an
authentication stage. The evaluations were measured using classifier accuracy
(ACC) and area under curve (AUC). Another important evaluation to examine the
classifiers is to plot the receiver operating characteristic (ROC). The ROC curve plots
the True Positive Rate (TPR) against the False Positive Rate (FPR) [16].

4.1 Verification Stage

In this stage, all three classifiers were first trained using the data that only contained the
genuine user’s actions (positive). Each user has many sessions; all users’ sessions data
were placed in one Excel file. Then, the experiment was conducted by doing training
and testing for each user using the DT, K-NN, and RF classifiers. The goal of the
verification stage was to verify whether the mouse data was related to a given user.
After testing all the users using three classifiers, a perfect score of 100% verification
rate was achieved.

4.2 Authentication Stage

In this stage, each user is in one of two classes: genuine (positive) and impostor
(negative). The impostor actions were selected from the other users. Then, we assigned
the positive action as {1} and the negative action as {0}. The classifiers are responsible
for determining the probability that the user belongs to the genuine class or imposter
class. Therefore, all classifiers were tested based on these two scenarios:

Fig. 1. User behavioral biometrics model

80 S. Almalki et al.



A. A single user’s data with all actions (MM, PC, DD)
B. All the users’ data with a single action (MM, PC, DD)

Scenario A: A Single User’s Data with All Actions. In scenario (A), an experiment
was conducted for a single user (35, 7, 9, 12, 15, 16, 20, 21, 23, and 29) with all actions
(MM, PC, and DD), using the three classifiers. The DT, K-NN, and RF classifiers
achieved average accuracies of 91.9%, 94.4%, and 79.7%, respectively. The highest
average accuracies were achieved for user (9): (ACC: 91.8%), DT 96.2%, KNN 99.2%,
and RF 80.1%. The lowest average accuracies were achieved for user (12): (ACC:
85.6%), DT 90.1%, KNN 91.5%, and RF 75.2%. Table 1 reports the results in detail
for each user. The AUC value is computed based on the FPR and the TPR. ROC curves
are given in Figs. 2, 3, and 4.

Scenario B: All Users’ Data with a Single Action. In scenario (B), the dataset was
initially separated into three groups of mouse actions: MM, PC, and DD. Each group
contained all users (35, 7, 9, 12, 15, 16, 20, 21, 23, and 29). Training and testing of the
three classifiers were then conducted on each group based on the single action. The
results are reported in Table 2 (MM), Table 3 (PC), and Table 4 (DD). The highest
accuracies were achieved with the PC action compared to MM and DD, as shown in
Table 3 (PC): (DT: ACC: 87.6%, AUC: 90.3%), (KNN: ACC: 99.3%, AUC: 99.9%),
and (RF: ACC: 89.9%, AUC: 92.5%). Also, ROC curves are given in Figs. 5, 6 and 7
for (MM), Figs. 8, 9, and 10 for (PC), Figs. 11, 12 and 13 for (DD).

Table 1. Scenario A: single user, all actions (MM, PC, DD)

User Decision tree K-nearest
neighbors

Random
forest

ACC% AUC ACC% AUC ACC% AUC

35 84.9 92.1 96.6 99.4 88.3 91.2
7 92.4 93.8 88.7 92.2 85.8 88.1
9 96.2 97.1 99.2 99.1 80.1 81.0
12 90.1 97.5 91.5 99.2 75.2 79.7
15 92.6 98.1 99.7 99.3 80.5 82.5
16 88.6 91.0 97.3 99.4 84.9 86.7
20 93.8 97.2 90.1 99.0 75.6 80.5
21 95.6 97.9 92.4 99.3 72.8 77.3
23 91.1 96.4 95.2 99.3 82.2 84.9
29 94.5 96.5 93.5 99.8 71.7 74.4
Avg 91.9 95.7 94.4 98.6 79.7 82.6
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Fig. 2. ROC curve for DT,
single user, all actions

Fig. 3. ROC curve for
KNN, single user, all actions

Fig. 4. ROC curve for RF,
single user, all actions

Table 2. Scenario B: all users, single action (MM action)

User Decision tree K-nearest
neighbors

Random
forest

ACC% AUC ACC% AUC ACC% AUC

35 92.9 95.8 99.5 100 97.3 99.0
7 95.4 98.1 99.7 100 98.8 99.8
9 83.2 86.7 99.2 99.9 85.1 87.6
12 81.1 84.0 99.5 99.6 86.2 89.9
15 80.6 83.0 99.7 99.9 88.5 91.9
16 93.6 96.3 99.3 99.8 93.9 95.2
20 80.8 84.4 99.1 100 87.6 90.7
21 78.6 80.6 99.4 99.6 80.8 84.5
23 75.7 78.1 99.2 99.7 85.2 89.6
29 79.5 81.2 99.5 99.4 82.7 85.3
Avg 84.1 86.8 99.4 99.8 88.6 91.3

Table 3. Scenario B: all users, single action (PC action)

User Decision tree K-nearest
neighbors

Random
forest

ACC% AUC ACC% AUC ACC% AUC

35 93.9 95.7 98.6 99.9 91.3 94.4
7 95.4 97.6 99.7 100 98.8 99.7
9 85.2 88.7 99.2 100 89.1 92.4
12 90.1 93.4 99.5 99.9 86.2 89.9
15 84.6 86.5 99.7 99.9 88.5 91.0
16 91.6 94.8 99.3 100 95.9 97.1
20 86.8 89.1 99.1 99.9 88.6 91.4
21 82.6 85.0 99.9 99.9 89.1 91.0
23 83.1 87.8 99.2 99.8 89.2 92.3
29 82.5 84.7 98.9 99.8 82.7 85.5
Avg 87.6 90.3 99.3 99.9 89.9 92.5
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Table 4. Scenario B: all users, single action (DD action)

User Decision tree K-nearest
neighbors

Random
forest

ACC% AUC ACC% AUC ACC% AUC

35 92.3 94.5 98.6 99.4 98.3 99.0
7 93.9 95.5 95.7 97.9 95.8 97.8
9 82.5 86.9 98.2 99.7 87.1 91.8
12 85.3 89.3 98.5 99.5 89.2 93.5
15 88.1 90.5 99.7 100 90.5 93.1
16 87.6 89.6 98.3 99.6 91.9 94.4
20 85.8 88.2 98.1 99.5 89.6 92.1
21 85.6 89.2 96.4 98.2 79.8 82.8
23 85.2 87.8 98.2 99.5 93.2 96.0
29 82.8 85.0 98.5 99.6 80.7 84.4
Avg 86.9 89.7 98.0 99.3 89.6 92.5

Fig. 5. ROC curve for DT,
all users, MM action

Fig. 6. ROC curve for KNN,
all users, MM action

Fig. 7. ROC curve for RF, all
users, MM action

Fig. 8. ROC curve for DT,
all users, PC action

Fig. 9. ROC curve for
KNN, all users, PC action

Fig. 10. ROC curve for RF, all
users, PC action
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5 Conclusion

This paper provides a continuous user authentication model based on mouse click-
stream data analysis. Each of three machine-learning classifiers used 39 features of
mouse actions MM, PC, and DD. The classifiers were able to determine a genuine user
from an impostor with reasonable accuracies and AUC.

In the verification phase, the model was able to recognize the user with an accuracy
of 100%. In the authentication phase, data containing genuine and impostor actions
were examined using two scenarios: (A) a single user with all actions, and (B) a single
action with all users. The best results were obtained from scenario B using the PC
action: (DT - ACC: 87.6%, AUC: 90.3%), (KNN - ACC: 99.3%, AUC: 99.9%), and
(RF - ACC: 89.9%, AUC: 92.5%). In the future, a deep learning model will be
constructed using the MM, PC, and DD actions, and its performance will be compared
with the traditional classifiers.
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Abstract. Biometric authentication is becoming more prevalent for secured
authentication systems. However, the biometric systems can be deceived by the
imposters in several ways. Among other imposter attacks, print attacks, mask-
attacks, and replay-attacks fall under the presentation attack category. The
biometric images, especially iris and face, are vulnerable to different presenta-
tion attacks. This research applies deep learning approaches to mitigate the
presentation attacks in a biometric access control system. Our contribution in
this paper is two-fold: first, we applied the wavelet transform to extract the
features from the biometric images. Second, we modified the deep residual
neural net and applied it on the spoof datasets in an attempt to detect the
presentation attacks. This research applied deep learning technique on three
biometric spoof datasets: ATVS, CASIA two class, and CASIA cropped image
sets. The datasets used in this research contain images that are captured both in a
controlled and uncontrolled environment along with different resolution and
sizes. We obtained the best accuracy of 93% on the ATVS Iris dataset.
For CASIA two class and CASIA cropped datasets, we achieved test accuracies
of 91% and 82%, respectively.

Keywords: Biometrics � Wavelet transform � Deep residual neural network �
Presentation attack detection

1 Introduction

Biometric authentication uses an individual’s identity for access control and has been
widely implemented for controlling the secured gateway of the member’s login [1, 2].
Several organizations validate their members’ access through biometric-enabled

© Springer Nature Switzerland AG 2019
G. Wang et al. (Eds.): SpaCCS 2019 Workshops, LNCS 11637, pp. 86–94, 2019.
https://doi.org/10.1007/978-3-030-24900-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24900-7_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24900-7_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24900-7_7&amp;domain=pdf
https://doi.org/10.1007/978-3-030-24900-7_7


surveillance and security systems. The earlier biometric authentication techniques uti-
lized physiological traits such as fingerprint, face, iris, periocular region, voice, heart rate,
and bodymass. Biometric authentication systems have evolved to make use of individual
behavioral patterns such as touch pattern, keystroke dynamics, etc., to distinguish real and
fake identity. It is evident that the human iris and facial biometric image samples are
vulnerable to different types of presentation attacks [1, 2]. Though the presentation attack
falls under the ‘hacking attack’ category, it is also referred to as a replay attack. There are
several other vulnerable points that the hackers exploit to compromise a biometric-based
authentication system. Fake human faces can be created through 3D printing devices, by
the use of 3D Mask, or presenting an identical twin, or similar looking individual, to
deceive an authentication system. Additionally, the human iris can be copied using
textured contact lenses to deceive an iris-based authentication system. A key research
focus is to build a robust classification technique that can identify the smallest deviation
on real and fake iris and facial images in order to detect presentation attacks.

Recently, deep convolutional neural networks have been used to mitigate presen-
tation attacks [3–5]; however, most of them require huge computational time to train
and classify real and fake image samples. To counter the presentation attacks, a high-
resolution image set is required. However, high-quality images increase computational
complexity during training, validation, and classification. To address this issue, we
apply a deep learning approach that can detect spoofing attacks with less computational
effort and time.

In this paper, we apply the Wavelet Transform [6] on image datasets to extract
features. Once the feature extraction is done, we feed the extracted features to a
modified Residual Neural Net, denoted as ‘modified-ResNet’ inspired by the Residual
Neural Net (ResNet) reported in [7], for accurate classification. The ResNet has
superior features such as batch normalization, parameter optimization, and reduced
error through skip layer connection techniques, with surprisingly less computational
complexity. We observe a significant improvement in classification time with high
accuracy, to distinguish real and fake images.

The rest of the paper is organized as follows. Section 2 discusses our related work.
Section 3 describes the proposed methodology. Section 4 discusses the datasets used
for this research effort, Sect. 5 shows the experimental results and discussion, and
Sect. 6 provides us with conclusions.

2 Related Work

A reliable biometric recognition system has long been a prominent goal to mitigate
presentation attacks in a wide range. Recently, deep learning techniques have been
used for presentation attack detection (PAD) and have become instrumental to many
secured organizations where biometric authentication is mandatory [4]. Some specific
well-known spoofing instruments, like silicon masks, are widely used by attackers.
Yang et al. [3] used numerous testing protocols and implemented facial localization,
spatial augmentation, and temporal augmentation, to diverse feature learning for the
deep convolutional neural network (deep CNN). They also experimented with texture
based, motion-based, 3D Shape-based detection techniques to identify genuine and
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fake individuals [6]. Menotti et al. [4] performed research on deep representation for
detecting presentation attacks in different biometric substances. Manjani et al. [5]
proposed a multilevel deep dictionary learning-based PAD algorithm that can dis-
criminate among different types of attacks. However, the biometric recognition system
using the deep CNN technique is completely dependent on recognizing the pattern of
test objects with the previously learned training objects. A successful match includes
accurate pattern matching of the feature-sets from the test object to the already learned
training object. The vital biometric information of an individual, such as faces and iris,
are essential for the training. For “mug shot” images of faces taken at least one year
apart, even the best current algorithms can have error rates of 43%–50% [8–12].
Henceforth, face and iris images of an individual, when implemented altogether on a
biometric recognition system, is proven to be authentic amongst other biometric
modalities and many researchers agreed on that.

Several researchers worked on the face and iris recognition system and proposed
diverse methods to extract features in detail [13]. Feature extraction through Wavelet
involves losses at the edges after the Label 1 decomposition. We investigated the
Biorthogonal wavelet transform [6], the Discrete Wavelet Transform (DWT) [6] and
2D-Gabor wavelets [14] and their inverse form. From the experiment, we found that
DWT [6] works better with images in the matrix format (n x m) and can convolve in
either direction, which facilitates feature augmentation including spatial and temporal
augmentation during the deep learning training phase.

In our previous work [15, 16], we applied convolutional neural network (CNN) to
mitigate the spoofing attacks and obtained a reasonable performance. After extensive
experimental analysis, we found that Residual Neural Network (RNN), especially
ResNet [7], is the most effective deep learning approach for training and validation
process. RNN utilizes single layer skip connection techniques during learning on the
internal convolutional layers and avoids the vanishing gradients issues and optimize the
huge parameters efficiently. Additionally, the effective single layer skipping makes the
network less complex during the initial training phase, and towards the end of the
training, all layers get expanded for detailed level learning.

3 Proposed Methodology

In this research, we used the DWT [6] and its inverse form to elicit features from the
face and iris images. We then implemented a ‘modified ResNet’, inspired by the
ResNet [7], in an attempt to mitigate the presentation attacks. We trained, validated and
tested the ResNet model for the images captured under controlled and uncontrolled
environment. The DWT [6] and its inverse form (IDWT) [6] were used to extract the
features from the face and iris images. The extracted features are then fed into
‘modified ResNet’ for accurate classification. The high-level flow diagram of our
methodology is shown in Fig. 1. In this effort, we used DWT for feature extraction and
decomposition, and then applied the inverse form of DWT for reconstruction.
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The discrete function is represented as a weighted sum in the space spanned by the
bases u and w:
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The inverse wavelet transform, where the summation over j is used for different
scale levels and the sum over k is used for different conversions in each scale level:
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where Wu [j, k] is called the approximation coefficient and Ww [j, k] is called the detail
coefficient.

We limit our wavelet decomposition to label-1, in order to prevent data loss at
edges. The feature extraction, decomposition, and reconstruction mechanism, which we
implemented for our research, is shown in Fig. 2.

Fig. 1. High level architecture of the proposed methodology

Input Image Decomposition 
through DWT

Reconstructed 
Image

Fig. 2. DWT applied on CASIA [8, 9] sample face antispoofing image.
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To prevent presentation attack in a wide range and to save training and execution
time, we designed a ‘modified ResNet’ inspired by the ResNet [7]. He et al. [7]
proposed and implemented an 18 layer and 34-layer ResNet, respectively. They
experimented skip connection techniques and handled images through the deep CNN
structure and showed the advantages they achieved based on computational com-
plexities and low error rate.

(c.1)            (c.2) 
(c). Residual Neural Net single layer skip sequential function implemented.

(c.1) – represents single layer skip connection techniques implemented.  
(c.2) – represents double layer skip connection techniques implemented.   

(a). Modified ResNet Framework Structure.

(b). Modified ResNet Framework Structure in blocks and their convolution 
layer distribution.

Fig. 3. (a) Modified ResNet framework structure. (b). Modified ResNet framework structure in
blocks and their convolution layer distribution. (c). Residual neural net single layer skip
sequential function implemented. (c.1) – represents single layer skip connection techniques
implemented. (c.2) – represents double layer skip connection techniques implemented.
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In comparison, our ‘modified ResNet’ is quite lighter than the ResNet [7], as our
‘modified ResNet’ has a total of 32 discrete convolution 2D layers, 2 Max Pooling 2D
layers and 1 Fully Connected (FC) dense layer, shown in Fig. 3(a) and (b). Our
‘modified ResNet’ has 5 building blocks of convolution layers and their distribution
maintaining the single layer skip-connection techniques as shown in Fig. 3(c).

4 Datasets Used

Our research methodology is evaluated based on the three different categories of image
datasets: ATVS [1, 2], CASIA [8, 9], and CASIA-cropped [8, 9]. ATVS [1, 2] contains
the real and fake images of periocular regions. The datasets contain fifty subjects.
Subjects had both eyes photographed four times per session, with two different ses-
sions. Each image was then undertaken through gray-scaled printing and successive
scanning for fake image generation. Each user contains 32 images, 800 per class (real
and fake), and a total of 1600 with a uniform resolution of 640 � 480.

CASIA [8, 9] dataset contains both the high resolution still images and video clips.
There are fifty subjects and four classes within the dataset. Every class contains one
landscape-style video and one portrait-style video. The four classes are real subjects,
“cut photo” attacks (printed photo of subject with eyeholes cut out, real user positioned
behind photo to fool blinking detection systems), “wrap photo” (printed photo of
subject held up to the camera, photo is moved back and forth to fool liveness detection
systems), and video replay attacks (tablet or screen held up to the camera while playing
a video of subject).

CASIA cropped is the customized image datasets that were created from the
original CASIA images [8, 9] by using OpenCV Haar cascades [17]. Furthermore, we
created custom resized CASIA image sets with different resolutions and lower
dimensions. In our work, we considered high resolution image as 720 � 1280 (portrait
style), and standard-resolution image as 640 � 480 (landscape style) and 480 � 640
(portrait style). We also experimented on custom resized image datasets. For custom
resized image datasets, we modified images on different resolutions and dimensions,
such as 240 � 320, and 225 � 225. Overall, there are approximately 127,000 images
that were used for this work.

5 Results and Discussions

The training pattern of the CNNs varies depending on time and memory availability of
CPU/GPUs. To achieve the realistic performances, we ran different implementations of
CNNs, including the ‘modified ResNet’, on all the datasets separately for multiple
times and observed their performances and minute variations. In Table 1, we compare
the test accuracies of the ‘modified ResNet’ with the DWT and ‘modified ResNet’ on
ATVS Iris [1, 2], CASIA Two Class [8, 9], and CASIA cropped [8, 9] datasets.
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In addition, we compared the test accuracies on our previously implemented
‘modified VGGNet’ [16], and with DWT and the ‘modified VGG Net’ [16]. We
achieved highest accuracies when we use the DWT with the ‘modified ResNet’. The
proposed approach takes the lowest computational time compared to the other
approaches as given in Table 1.

The Receiver Operating Characteristic curve (ROC) for the ATVS Iris datasets
shows a True Positive Rate (TPR) of 98%, as shown in Fig. 4(a). The average error rate
for our proposed model is in the range of (3.6%–5.2%).

Table 1. Classification accuracies and average execution time of different classification
techniques implemented

Classification
techniques used

Datasets used Average execution time for
ATVS Iris (in seconds)ATVS

Iris
CASIA
Two
Class

CASIA
Cropped

Modified ResNet [34
layers]

94.40 91.0 85.70 1,962

DWT + ‘Modified
ResNet’ [34 layers]

92.57 90.80 82.4 1311

Modified VGG Net’ [19
layers] [16]

97.00 96.00 95.00 1459

DWT + ‘Modified VGG
Net’ [19 layers] [16]

89.00 86.00 78.00 3045

Fig. 4. (a). ROC curve and (b). Cumulative match characteristics (CMC) curve on binary
classification on ATVS dataset using DWT + ‘Modified ResNet’ classification technique.
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The test accuracy reported of the ‘modified ResNet’ was significant, irrespective of
its deep network architecture. The training and validation process is reasonably faster
due to the skip connection techniques at initial stages of training and the 32 convolution
layers towards the end of training for fast training. Our ‘modified ResNet’ uses opti-
mum CPU/GPU memory. The ‘modified ResNet’ efficiently handled standard black
and white ATVS iris image and CASIA two-class, cropped, and custom resized face
images datasets with precision.

The ROC curve in Fig. 4(a) plots the TPR versus the False Positive Rate (FPR) for
our proposed ‘modified ResNet’ on different image datasets. In the best-case scenario,
TPR should be as close as possible to 1.0, meaning that during training and validation
none of the images were rejected by mistake.

The FPR should be as close to 0.0 as possible, meaning that all presentation attacks
were rejected, and none were mistakenly accepted as real users. In all cases, the Area
Under the Curve (AUC) remains in the range of 0.96 to 1.00, which is close to the ideal
value of 1.0. However, the TPR is generally higher for the controlled grayscale ATVS
image datasets compared to less controlled CASIA color image datasets and CASIA
cropped datasets.

We achieved the 90.1% rank 3 identification and recognition accuracy with pre-
cision as shown in Fig. 4(b) in the Cumulative Match Characteristics (CMC) curve.

6 Conclusion

In this paper, we applied the ‘modified ResNet’ in combination with DWT to mitigate
the presanction attacks on iris and face images. The modified ResNet architecture used
here takes less computational time compared to other deep nets, without compromising
the accuracy. Our future work will focus on testing our framework with other popular
biometric datasets and observing stability and performance. Our future plan includes an
extensive focus on the test accuracy and improving the overall performance of our
proposed architecture.
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Abstract. Geo-distributed data processing is affected by many factors,
some countries or regions prohibit the transmission of original user data
abroad. Therefore, it is necessary to adopt a non-centralized process-
ing method for these data, but at the same time, many problems will
arise. Firstly, it is unavoidable to transfer job’s intermediate data across
regions, which will result in data transmission cost. Secondly, the WAN
bandwidth is often much smaller than the bandwidth within clusters,
which makes it easier to become the bottleneck of geo-distributed job.
In addition, because the idle computing resources in the cluster may
change with time, it will also cause some difficulties in task scheduling.
Therefore, this paper considers the problem of task scheduling for big
data jobs on geo-distributed data, considering the budget constraints
on intermediate data trans-regional transmission, and without moving
the original data. we design a budget-constrained task scheduling strat-
egy CETS. Through the experimental analysis of different scenarios, the
effectiveness of the proposed algorithm strategy is verified.

Keywords: Big data · Cloud computing · Cost efficient ·
Geo-distributed data processing · Task scheduling

1 Introduction

Geo-distributed data processing has attracted more and more attention. Many
companies or organizations set up clusters in different regions to handle corre-
sponding business. Jobs in these clusters generate a large amount of data every
day, and the analysis of these data is required every day. On the other hand, more
and more small and medium-sized companies and organizations choose to buy
cloud servers on public cloud platform to build their clusters. There are many
problems we need to deal with geo-distributed data processing. Many existing
big data processing systems are centralized processing style, the data of each
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cluster must be centralized into one cluster first [1]. But this will result in a lot
of time and money costs, and the costs of data transmission will increase with
the increase of data volume. Even without considering the time and cost fac-
tors, this centralized method may encounter more thorny legal and regulatory
problems. Nowadays, in order to protect data privacy, many countries or regions
prohibit such cross-border data transmission [2].

Although a lot of work [1–3] has pointed out that it is better to transfer
computing tasks than to transmit data, that is, transfer computing tasks to
the cluster where the data is located. This way can avoid the transmission of
original data, but for existing big data processing systems, the trans-domain
transmission of intermediate data is unavoidable. Therefore, for a geo-distributed
data processing job, there are two important concerns: data transmission cost
and job completion time.

The cost of data transmission is related to the amount of data transmitted
between clusters and the charging standards on the corresponding links, rea-
sonable selection of data transmission links is conducive to reducing the cost of
data transmission. Job’s completion time is mainly affected by data transmission
time and task completion time, data transmission time is affected by bandwidth,
while tasks’ computing time is related to the amount of idle resources in the clus-
ter and the configuration of cloud servers. Because bandwidth of WAN is often
much smaller than that of cluster, it is easier to become the bottleneck of geo-
distributed data processing job. Some work [1] optimizes the data transmission
of bottleneck links between clusters, which can reduce data transmission time,
but it can not minimize job completion time because it does not consider tasks’
computing time. And minimizing data transmission time does not necessarily
meet the user’s data transmission budget, because it only considers the data
transmission of bottleneck links, and in order to limit the total amount of data
transmission, all links must be taken into account. Some work [4] considers the
computing time of tasks, but it assumes that computing capacity of different
clusters is same and the number of available computing nodes is stable, but
in practice, the company will rent different type and number of cloud servers
for each cluster according to its business. Therefore, the number of computing
resources and heterogeneity of clusters are also the issues we need to consider.
In addition, for geo-distributed data processing jobs, jobs in a single cluster
are background loads, and background loads change dynamically over time, so
the number of idle resources in each cluster will also change dynamically. We
also need to consider this factor when calculating the tasks’ computing time for
geo-distributed data processing jobs.

This paper considers the problem of task scheduling for big data jobs on geo-
distributed data, considering the budget constraints on intermediate data trans-
regional transmission, and without moving the original data. A cost-constrained
task scheduling strategy CETS for multi-stage Spark-type jobs is proposed. It
includes: a budget allocation strategy which can adjust the data transmission
budget of each stage adaptively, a estimation method of stage completion time,
and a task scheduling strategy with data transmission cost constraints.
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Table 1. Ali cloud bandwidth charge standard (Yuan/GB)

North China Hong Kong USA

Price 0.8 1.0 0.5

Table 2. Ali cloud WAN bandwidth (Mbps)

NC-3 NC-5 EC-1 SC-1

NC-3 821 79 78 79

NC-5 – 820 103 71

EC-1 – – 848 103

SC-1 – – – 821

2 Background and Motivation

Geo-distributed data processing jobs are affected by many factors. Laws and
regulations make it impossible for us to move the original data, and the trans-
domain transmission of data also generates costs. As shown in Table 1, the charg-
ing standards of different links may be different, so for some users who are sen-
sitive to it, data transmission cost is a problem that must be considered.

In addition, trans-domain data transmission makes the job completion time
affected by bandwidth heterogeneity. We tested the WAN bandwidth between
cloud servers in different regions on Ali cloud. As shown in Table 2, WAN band-
width is much lower than that within the same cluster, and the gap can be
more than ten times. Therefore, the bandwidth of WAN links is more likely
to become the bottleneck of large data processing operations across regions.
Moreover, the bandwidth of different links are also very different, such as the
bandwidth between EC-1 and SC-1 is 103 Mbps, while the bandwidth between
NC-5 and SC-1 is only 71 Mbps. It will directly affect the data transmission time
of geo-distributed data processing jobs.

The heterogeneity of servers between clusters will directly affect the com-
puting time of tasks. There are differences in computing performance between
servers in different clusters, which makes the same task run in different clusters
with different completion times.

Previous work [1,2] usually did not consider the limitation of computing
resources, but for small and medium-sized companies using public cloud servers,
the cluster size is generally small, so the computing resources must also be con-
sidered limited. The computing resources in the cluster will change dynamically
because of the background load. In this case, the task scheduling will be more
complex. On the one hand, due to the dynamic change of the amount of idle
computing resources, in order to more accurately estimate the completion time,
it is necessary to make a prediction of the amount of idle computing resources
in each cluster. On the other hand, the dynamic change of cluster environment
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will make the one-time task allocation strategy no longer applicable, so it is
necessary to design a new task scheduling strategy.

3 Cost-Efficient Task Scheduling

In Spark [5], the system divides a job into several stages according to its directed
acyclic graph, each stage corresponds to a batch of tasks that can be submitted
for operation. There is a barrier between the adjacent stages: shuffle. According
to spark’s processing logic, we can transform the minimization of job completion
time into the minimization of completion time of each stage.

Without considering data skew, we assume that each task has same amount
of input data. In this way, we only need to determine the number of tasks
allocated to each cluster, rather then elaborating on each specific task. We adopt
the concepts of map and reduce task of MapReduce model [6]. The tasks that
need to be scheduled at the current stage are equivalent to reduce tasks, and the
tasks that are run at last stage are equivalent to map tasks. We call the task
scheduling strategy designed in this section CETS.

Considering the constraints of data transmission budget and the optimization
of completion time, for n cluster environments, the allocation of reduce tasks in
a stage needs to satisfy the following conditions:

min z
st. Nri ≥ 0, i = 1, 2, ..., n

n∑

i=1

Nri = Nr

Ti(Nri) ≤ z, i = 1, 2, ..., n
n∑

i=1

Fi(Nri) ≤ s

(LP1)

Where i denotes cluster i, Nri denotes the number of reduce tasks allocated
to cluster i, Nr denotes the total number of reduce tasks, Ti denotes the expected
completion time of cluster i, Fi denotes the data transfer cost of cluster i,and s
denotes the data transfer budget for current stage (shuffle). To solve the linear
programming LP1, we need to calculate the expected completion time Ti and
data transmission cost Fi of each cluster i.

Let’s say: Du is the amount of data transferred between a map task and
reduce task, Dji is the total amount of data transferred from cluster j to cluster
i, Bji is the bandwidth size from cluster j to cluster i, Nri is the number of
reduce tasks allocated to cluster i, and Nmj is the number of map tasks in the
previous stage within cluster j.

Then the shuffle time Td of cluster i can be derived from the following
formula:

Td =
∑

j∈Ji

Dji/Bji

=
∑

j∈Ji

Nmj ∗ Nri ∗ Du/Bji
(1)
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Where Ji = {j | j ∈ N, 1 ≤ j ≤ n, j �= i}, denotes the collection of n − 1
clusters except cluster i.

If the computing time of a task is Tt and the number of waves is R, then
the total task processing time is Ts = Tt ∗ R. In Spark, the number of waves R
can be calculated from the number of reduce tasks Nri and the number of CPU
cores of all task executors: R = Nri/Ei.

Let Dt be the amount of input data of a reduce task, Nm be the number of
map tasks in the previous stage, then Dt = Nm ∗Du. Suppose that nodes in the
same cluster are not heterogeneous, we introduce a concept of node computing
ability Ci, which is used to express the time that a task takes to process unit
data on a node, which can be obtained from history data. Then the computing
time of a task can be obtained: Tt = Dt ∗ Ci.

In summary, we can get the completion time Ti of a stage within cluster i:

Ti = Td + Ts

=
∑

j∈Ji

Dji/Bji + Tt ∗ R

=
∑

j∈Ji

Nmj ∗ Nri ∗ Du/Bji + (Dt ∗ Ci) ∗ (Nri/Ei)

=
∑

j∈Ji

Nmj ∗ Nri ∗ Du/Bji + (Nm ∗ Du ∗ Ci) ∗ (Nri/Ei)

=

[
∑

j∈Ji

Nmj ∗ Nri/Bji + (Nm ∗ Ci) ∗ (Nri/Ei)

]

∗ Du

(2)

Du is unknown, but it has no effect on solving linear programming LP1.
Set Pji as the price of data transmission from cluster j to cluster i, then the

cost of pulling data from other clusters by the cluster i is:

Fi =
∑

j∈Ji

Dji ∗ Pji

=
∑

j∈Ji

Nmj ∗ Nri ∗ Du ∗ Pji
(3)

Since we transform the minimization of job completion time into the min-
imization of stage completion time, and the data transmission budget given
by users is for the whole job rather than a single phase, we need to design
corresponding strategies to divide the corresponding data transmission bud-
get for each stage. Assume user’s budget M can enable the job to run suc-
cessfully, the budget assigned to each shuffle is {s1, s2, ..., sk}, initialized as
{M/k,M/k, ...,M/k}. Let the algorithm for solving linear programming LP1
be ResolveLP(budget), where budget is the given budget of the current shuffle.
Run the budget allocation algorithm before each shuffle.
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Algorithm 1. budget allocation algorithm
Input: shuffle id: i, current allocation: {s1, s2, ..., sk}, stop flag: STOP (initialized as
False)
Output: updated allocation: {s1, s2, ..., sk}
1: while STOP = false or ResolveLP (si) has not feasible solution do
2: if ResolveLP (si) has feasible solution and STOP = True then
3: return {s1, s2, ..., sk};
4: else if ResolveLP (si) has not feasible solution and STOP = False then
5: if i = k then
6: STOP ← True;
7: else
8: si ← si − si/2;
9: for sj in {si+1, ..., sk} do

10: sj ← sj + (si/2) / (k − i);

11: else
12: si ← si + si/2;
13: for sj in {si+1, ..., sk} do
14: sj ← sj − (si/2) / (k − i);

15: STOP ← True;

4 Evaluation

To verify the effectiveness of the proposed algorithm, simulation experiments
are carried out to compare CETS with Iridium [1] and Spark’s Naive strategy
for Reduce tasks. We simulate three clusters. Bandwidth charges for cluster
A, B and C are 0.8 yuan/GB, 1.0 yuan/GB and 0.5 yuan/GB respectively.
Bandwidth parameters are set as shown in Table 3. We set up three types of job,
small, medium and large, which contain 100, 500 and 1000 tasks respectively.
The total amount of shuffle data is 1 GB, 5 GB and 10 GB, respectively.

Table 3. Bandwidth setting (Mbps)

Cluster A Cluster B Cluster C

Cluster A 800 50 50

Cluster B 70 800 70

Cluster C 10 50 800

Figure 1 shows the results of three types of jobs using CETS algorithm, Irid-
ium and Naive strategy under different cluster nodes size. Because the main
comparison is job completion time, there is no data transmission budget con-
straint in this experiment. We run 10 groups of experiments with different initial
data distribution for each cluster size, and the average completion time of the
job as follows.
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The experimental results show that the CETS algorithm outperforms Iridium
and Naive for different cluster sizes and job types. The average job completion
time of CETS is 44.5%, 32.7% and 23.1% lower than that of Iridium under the
four cluster node sizes. This is because Iridium only considers the optimization
of data transmission time, but does not consider the computing time of tasks.
Because of this, when the cluster size is small, CETS has better optimization
effect than Iridium. Spark’s scheduling mechanism does not consider bandwidth
and only considers computing resources. Compared with CETS and Iridium,
when the cluster size is large and computing resources are no longer the bottle-
neck of jobs, the performance disadvantages of Naive are more obvious.

(a) Cluster size(25,15,10) (b) Cluster size(50,30,20) (c) Cluster size(100,60,40)

Fig. 1. Job’s completion time under different cluster sizes

Figure 2 shows the minimum data transmission cost and corresponding data
size for three different types of jobs when the cluster size is 100, 60 and 40.
The experimental results show that both Iridium and CETS can reduce the
data transmission cost, but CETS has better effect. Compared with Iridium and
Naive, CETS’s data transmission cost reduced by 38.5% and 42.4% on average,
data transmission size decreased by 34.2% and 39.8%. CETS reduces the data
transmission cost more than size, because CETS choose the link with lower cost
to transmit data. The reason why CETS reduces more data transmission than
Iridium is that when the data transmission budget is very small, CETS will
choose to sacrifice time in exchange for the reduction of the budget, and the
budget is closely related to the amount of data transmission, which will result
in the reduction of data transmission.

According to the distribution proportion of the initial data in the three clus-
ters, we set four cases: average distribution (avg), 80% in cluster A (A Heavy),
80% in cluster B (B Heavy) and 80% in cluster C (C Heavy).

Figure 3 shows the completion time and data transmission cost and size of
large jobs under different initial data distribution, without data transmission
budget constraints. The results show that CETS algorithm can reduce job com-
pletion time under different data distribution. When the data are evenly dis-
tributed, the data transmission cost and size of the three scheduling strategies
are very close. This is because no matter which cluster a reduce task is assigned
to, it needs to pull the same amount of data from the other two clusters, so
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(a) Data Transmission Cost (b) Data Transmission Size

Fig. 2. Minimum data transmission cost and size

(a) Job Completion Time (b) Data Transmission Cost (c) Data Transmission Size

Fig. 3. Job under different initial data distributions

the data transmission size is similar. However, the completion time of CETS
is significantly shorter than that of other strategies, which is 23.3% and 58.0%
lower than that of Iridium and Naive, respectively. This is because although
the data transmission size is almost the same, CETS will take into account
the transmission link and resources to minimize job completion time. When the
data is concentrated in a cluster, the bandwidth between clusters is the main
consideration of Iridium, while the Naive strategy mainly considers the com-
puting resources. Because of the bottleneck in the uplink of cluster C, Iridium
will choose to allocate tasks in cluster C to reduce data transmission in the
case of C heavy. However, due to the least computing resources in cluster C, job
completion time is longer than that of B heavy and C heavy. Naive strategy is
more likely to assign tasks to cluster A which has more computing resources,
so when C heavy, job completion time increases dramatically due to the impact
of bottleneck links of cluster C. In the case of B heavy and C heavy, although
CETS’s data transmission cost and size are higher than Iridium’s, it also has
a 25% decrease compared with Native, and the job completion time of CETS
is also significantly reduced. The job completion time of CETS is 18.5% and
33.27% lower than Iridium’s.
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5 Related Work

Kloudas et al. [3] proposed Pixida for large data jobs with complex directed
acyclic graphs. Its optimization objective is the data transmission on resource-
constrained links between clusters. They proposed a topological concept called
SILO to simplify job’s directed acyclic graphs. It is considered that data trans-
mission between computing nodes within the same SILO node is better than data
transmission to another SILO node. Pixida transforms the task allocation prob-
lem into a graph cutting problem, and designs a deformed graph cutting algo-
rithm for task allocation. Jayalath and Eugster et al. [7] extended Pig Latin [8]
and designed Rout to support geo-distributed data and operation. They believe
that it is necessary to pre-analyze a geo-distributed job before it is executed
in order to reduce the amount of data transmission between clusters. Like Pig
Latin, Rout generates a MapReduce data flow graph for a job and analyze it
to find key nodes. Based on the marked data flow graph, Rout generates the
corresponding execution plan to avoid data transmission to overloaded clusters.
Meta-MapReduce [9], designed by Afrati et al., considers reducing data trans-
mission between clusters by transferring only intermediate data necessary to
obtain the final results of jobs. On the one hand, Meta-MapReduce considers
the location of data and tasks to avoid data movement. On the other hand, they
designed an algorithm that can use metadata to calculate the required output
data to avoid uploading all data. Pu et al. [1] designed Iridium to shorten the
response time of jobs by optimizing the placement of data and tasks. By opti-
mizing the placement of data and tasks, the author reduces the transmission
time of data in the bottleneck link. Gadre et al. [10] designed a global Reduce
task allocation algorithm to minimize data transmission. The algorithm solves
the problems of when to start a job’s reduce phase, the placement of global
reduce task, the placement of intermediate data and the time consumption of
data transmission.

6 Conclusion

We have a deep research on the background and significance of geo-distributed
data processing jobs. Considering data transmission budget, bandwidth and
cluster heterogeneity, we design a task scheduling strategy CETS. We carried
out simulation experiments, and through the experimental analysis of different
scenarios, the effectiveness of the algorithm strategy proposed in this paper is
verified.
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Abstract. With the increasing popularity of ubiquitous smart devices,
more and more IoT (Internet of Things) data processing applications are
deployed. Due to the inherent defects of traditional data transmission
networks and the low latency requirement of applications, effective use
of bandwidth computing resources to support the efficient deployment of
applications has become a very important issue. In this paper, we focus
on how to deploy multi-source streaming data processing applications
in a cloud-edge collaborative computing network and pay attention to
make the overall application data processing delay lower. We abstract the
application into a form of streaming data processing, formalize it as a
Stream Processing Task Scheduling Problem. We present an efficient algo-
rithm to solve the above problem. Simulation experiments show that our
approach can significantly reduce the end-to-end latency of applications
compared to commonly used greedy algorithms.

Keywords: Edge computing · End to end delay · Internet of Things ·
Stream data processing · Task scheduling

1 Introduction

With the development of the Internet of Things, the active market and the pop-
ularity of edge smart devices [1], more and more IoT applications are deployed.
IoT devices often generate a large amount of real-time data, such as videos, sys-
tem monitoring and acquisition information, radar information, and so on. These
applications include network monitoring and control, device network intrusion
detection, weather and earthquake-related weather activity data monitoring,
user web access data analysis and large field ecosystem monitoring. These data
are transmitted and processed in the form of data streams in a data processing
system. Due to the large number of devices across the network, the number of
data streams transmitted in the WAN is huge. The bandwidth capacity of the
WAN network is limited, and the geographical distribution of the device makes
c© Springer Nature Switzerland AG 2019
G. Wang et al. (Eds.): SpaCCS 2019 Workshops, LNCS 11637, pp. 105–114, 2019.
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the data transmission load of the entire network huge, which is likely to cause
delay increase or even data loss.

In order to achieve the purpose of being lightweight and easy to deploy, smart
devices are often limited in size, and the computing power and energy reserves
of the devices themselves are also limited. Simply deploying application tasks on
these smart devices can often deplete computing and storage power, resulting in
reduced battery life, severe device fever, and worse user experience. In response to
this situation, researchers have proposed data center-based solutions [2,3]. Since
the data center is far away from the geographical area where the application is
located, it will cause a considerable impact on the delay of the users, which will
affect the user experience. The ever-increasing amount of data scattered across
geographic regions makes it impractical to transfer all of the data to the data
center over the already crowded backbone network.

Currently, researchers in related fields have proposed the concept of Edge
Computing (Fog Computing). The edge cloud is a distributed cloud platform
structure. The idea is to send the data that the application needs to process
to the small service cloud at the edge of the network for processing. The data
calculation and processing request of the application is satisfied by deploying a
small computing server at the edge of the network close to the user, such as a
wireless base station, an edge local area network, or the like. Processing the data
stream at the edge compute node saves time in data transfer to the data center.
And because the raw data of many devices can be filtered and merged at the
edge computing node first, the amount of data transmitted in the WAN will be
greatly reduced.

Deploying streaming data processing tasks under the edge computing net-
work framework, the ensuing question is which strategy to use to deploy data
processing tasks. Due to cost issues, the widespread deployment of edge com-
puting nodes is still unrealistic [4]. There are many types of IoT applications,
and the number of applications is relatively large, while the WAN bandwidth
resources are limited. In a multi-input streaming data processing application, the
data streams that the task needs to process are widely distributed in different
edge network regions. Due to the delay difference of multiple input data streams
and the bandwidth resource competition between multiple applications, the task
deployment strategy will affect end-to-end latency and bandwidth resource usage
of data streams. At the same time, when there are multiple task copies in a task
in the system to process the data stream of the application, it is necessary to
take into consideration both the placement problem of multiple task copies in
the system and the data flow routing problem that the data stream should be
distributed to which computing task to process.

In order to solve the above problems, this paper studies the Stream Processing
Task Scheduling Problem. Since an application has parallel processing tasks, we
decompose the problem into two key processes: task deployment with fixed stream
routing (TDWFSR) and stream routing with fixed tasks location (SRWFTL).
The two process are depended on each other to get a better performance. In the
process of SRWFTL, we design a stream routing method to minimized delay with
random fixed task replicas’ location on nodes which are the source of the stream.
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Tn the process of TDWFSR, we design a task deploy and re-deploy method which
consider the bandwidth competition and is delay incremental sensing. We call the
hole above process DHG algorithm. In this paper, the efficiency of the proposed
method is verified by simulation experiments. Compared with the algorithm that
can not perceive the multi-edge node bandwidth resource competition and the
delay difference between edge nodes, the proposed algorithm can achieve lower
data stream processing delay and higher bandwidth utilization efficiency.

2 Background and Related Work

The data processing mode of streaming data processing is a computational
framework model proposed to cope with the need to process streaming data
quickly [5]. The idea of streaming data processing is that the current data arrives
in real time and the system gives the results in real time. At present, many sys-
tems related to streaming data processing in a single data center have become
excellent popular computing frameworks, such as Flink [6], Storm [7], Spark
Streaming [8] and so on. These task-based frameworks based on streaming com-
puting models can handle high throughput and low latency tasks in the data
center [9].

Some research work has investigated the issue of streaming data processing
deployed in edge network environments. Article [10] describes a stream data
model based overlay network (SBON), which is based on the cost space, the
abstract representation of the network and the ongoing stream, and the method
of deploying the streaming data processing node by minimizing the system
energy cost. Article [11] describes a method for similarity query of data input
and processing in a streaming DAG task deployment system. Through the job
DAG input and shared lookup, the network minimum usage-aware deployment
of two processes to the task Deploy to reduce the network overhead of the current
system. In the work [12–14], a two-stage data collection and transmission and
final data processing streaming data processing tasks are described in detail, and
the problems of network usage and delay accuracy are discussed. the study. In
work [15], in order to deal with WAN instability, fast and highly available stream
processing is implemented on the WAN. The paper proposes a replication-based
streaming data processing method. The paper sends the same data stream to
multiple task copies in order to get the fastest delay in the completion of the
transfer of all task copies.

The data processing tasks considered in this paper are completely differ-
ent in the multi-edge node-data center collaborative deployment scenario and
the scenario assumptions in the above research work. Deploying streaming data
processing tasks in traditional data centers, network bandwidth limitations are
often not important resource constraints. However, in the scenario considered in
this paper, multi-source input often means that the bandwidth limitation of the
network becomes the main resource limitation bottleneck.
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3 System and Problem Statement

3.1 Infrastructure Model

We consider a cloud-edge network consisting of multiple edge compute nodes and
a data center node, denoted by D. Each node has a certain ability to transmit
data to the network. The bandwidth of node d is Bd. For each edge computing
node, their bandwidth is limited. The bandwidth capability of the data center
node is much larger than that of the edge node. It can be considered that there
is no limit to the bandwidth capability during the task deployment.

Based on the above process, we can describe the process of application deploy-
ment as a streaming data processing task that needs to be deployed in the system.
A computing task needs to process data streams distributed across different com-
pute nodes. The set of computing tasks that need to be deployed in the system
is S. The set of all pending data streams is Q. A s processing a data stream q
data, you need to maintain a data transmission channel between the compute
node where s is located and the compute node where q is located, the bandwidth
is rq. The task s that can be used to process data for an application has Ts. The
set of data streams that an application needs to process is q ∈ Qs. At this time,
s can be arbitrarily routed to one of the task replica belong to s.

3.2 Task Placement and Stream Routing Decision

One of the data processing tasks has no more than one copy of the task deployed
on each node. We use the variable xstd = {0, 1} to indicate whether the t copy
of the data processing task s is deployed on the d compute node. We have the
tasks placement decision variable equations:

∀s ∈ S,
∑

d∈D

∑

t∈Ts

xstd = |Ts| (1)

∀s ∈ S,∀t ∈ Ts,∀d ∈ D,xstd = {0, 1} (2)

Each data stream is routed to a copy of one of the types of data processing
tasks for processing. We use the variable yqst = {0, 1} to indicate whether q ∈ Qis
routed to the t copy of the data processing task s, we have the streams routing
decision variable equations:

∀s ∈ S,∀q ∈ Qs,
∑

t∈Ts

yqst = 1 (3)

∀s ∈ S,∀q ∈ Qs,∀t ∈ Ts, yqst = {0, 1} (4)

After the discussion in Sects. 3.1, 3.2, and 3.3 above, we can clearly see the
abstract deployment process of the streaming data processing application in the
cloud-edge environment, as shown in Fig. 1.
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Fig. 1. Task deployment and data stream routing.

3.3 Bandwidth Consumption

Each data processing task deployed in the system consumes a certain amount of
bandwidth resources to support the inflow and outflow of data streams. When
a copy of a current data processing task s is deployed on a compute node d, the
bandwidth resource consuming node d is related to the data stream from which
it is selected for data processing. It is necessary to decide on the route of each
q ∈ Qs. ∀s ∈ S, ∀d ∈ D, ∀t ∈ Ts, when the copy t of the task s is deployed at
the node d′, we let the Pstd represents the bandwidth resource consumed by the
task copy on the node ∀d ∈ D ∧ d �= d′ . Because of the routing problem of the
current data stream, so we need to decide the participation calculation of yqst.
Then Pstd is expressed as:

∀s ∈ S,∀t ∈ Ts,∀d ∈ D, d �= d′, Pstd =
∑

q∈{Qs

⋂
Qd}

rqsyqst (5)

Let Kstd′ denote the d′ bandwidth resource consumed by the data processing
task s after being deployed in the d′ node. For the node d′ where the task is
located, then we have Kstd′ is expressed as:

∀s ∈ S,∀t ∈ Ts, d �= d′,Kstd =
∑

q∈{Qs−Qs

⋂
Qd}

(6)

The upper limit of the bandwidth resource of any computing node is Ud. At
this time, the sum of the bandwidth resource consumption of the data stream
transmission on one node to support all related computing tasks cannot exceed
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the bandwidth capacity of the computing node. Let Sd denote the type set of
the computing task existing on the current computing node d, and the resource
limitation can be expressed as:

∀d ∈ D,
∑

s∈Sd

∑

t∈Ts

xstdKstd +
∑

s/∈Sd

∑

t∈Ts

xstdPstd ≤ Ud (7)

3.4 Delay Cost

When the data stream is transmitted to the compute node where the data pro-
cessing task is located, considering the impact of the delay between the compute
nodes on the current system, the overall delay of the flow service request is still
considered to describe the efficiency of the current system. Since the current data
stream needs to be routed through the ystd decision variable, a copy of a data
processing task s is deployed after a computing node, and the resulting system
delay is written as follows:

∀s ∈ S,∀t ∈ Ts,∀d ∈ D,Hstd =
∑

q∈{Q−Qd}
yqstLdqd (8)

The L is the latency matrix between the nodes D. dq is the stream q’s location
node. Data processing tasks can have deployment problems with replicas. It is
necessary to decide whether all copies of a current data processing task are
deployed in a data center or a service area in an edge cloud. Our goal is to make
the latency of all data stream requests in the current system less expensive. Let
V denote the current system overall delay cost, then V can be expressed as:

V =
∑

s∈S,t∈Ts,d∈D

xstdHstd =
∑

s∈S,t∈Ts,d∈D

xstd

∑

q∈{Q−Qd}
yqstLdqd (9)

3.5 Tasks Placement Problem and Complexity Analysis

Tasks Placement Problem. According to the above analysis process, ∀s ∈ S,
selecting different deployment locations d causes the system nodes to consume
different bandwidth resources and the delay cost caused in the system. Then
the current problem is expressed as: ∀s ∈ S,∀t ∈ Ts, selecting the position
d ∈ D makes the current V minimum, and satisfies the constraint conditions
(1)(2)(3)(4)(5)(6)(7)(8)(9). From this we get a formal description of the multi-
copy data processing task deployment problem. We have:

min
XY

V, s.t. (1)(2)(3)(4)(5)(6)(7)(8)(9). (10)

4 Application Scheduling Solution

Our algorithm is based on the following key ideas. The system’s task deploy-
ment process is split into three processes, (a) data localization that does not



Task Scheduling for Streaming Applications in a Cloud-Edge System 111

consider bandwidth load, and greedy task placement, and (b) end-to-end short-
est delay routing decision without considering data inflow bandwidth load, called
SRWFTL (c) Consider the minimum cost of the system bandwidth load limit to
increase the greedy task deployment location re-adjustment, called TDWFSR.
In the above three processes, only one of the variables in X and Y is involved. In
(a) process, since the bandwidth limitation is not considered, the deployment of
the task only considers deploying the task to those data streams to other Nodes
that cost a lot of money are equivalent to initializing a feasible solution for X
without bandwidth constraints. In the process of (b), due to the limitation of
the number of task copies, all the data streams that an application needs to
process at this time cannot be processed by the task copy of the application at
its local node, and the bandwidth resource limitation of the node is not consid-
ered at this time. The Y value is determined by a method that does not have
a data stream capable of obtaining a local data processing service in a greedy
manner with a minimum delay cost. In the process of (c), the conditions of the
bandwidth limitation are added. The (c) process has two core points. The X
and Y values are obtained during the (a) process and (b) are used to calculate
the bandwidth resource limits and the delay cost of the system on each node. In
the problem of dealing with insufficient bandwidth resource constraints, the data
stream deletion is selected from the nodes that violate the bandwidth resource
limitation by using the option to delete the minimum cost increment.

The above idea is to be able to separate the decisions of X and Y , and to
obtain locally superior results in each basic process, and then add restrictions,
greedy punishment to delete to meet the system limitations. The details is shown
in Algorithm 1.

5 Performance Evaluation

5.1 Setup

The simulation experiment platform was carried out using Matlab 2018b on a
computer with a CPU of CORE I7 and a memory of 16 GB. Set the delay to
reach the data center to be 0.75 s. The delay distribution between edge computing
nodes is subject to a random distribution between [0.1, 0.4]S. The bandwidth
capability of each edge computing node to transfer data to the WAN is the same
as the bandwidth of 50 MB/s. In order to simulate the effect of the algorithm
under different edge calculation node scales, we set the number of edge nodes to
be 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, respectively. In order to simulate
the effect of multiple types of application data streams competing for bandwidth
resources, we set the size of each data stream to be randomly distributed between
[1, 3] MB/S. We make the bandwidth consumption of the data stream generated
on all computing nodes about 60% of the computing node’s bandwidth, and one
node generates 16 data streams. Set the total number of data streams that need
to be processed for all task copies of each task type to be 6, 7, 8, 9, 10 evenly
distributed.
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Algorithm 1. DHG Divided Handle X and Y Greed algorithm
Input: The physical substrate network (D,L,U), the application tasks and

stream data information (S, T,Q)
Output: the tasks placement decision matrix X and the stream routing

decision matrix Y
for s ∈ S do

Deploy the |Ts| copy of task s in nodes random choose from Ds; for
q ∈ Qs do

Route q to the node d which can be find by (12);
end

end
Update the X and Y;
Calculate the bandwidth usage matrix RU , V ;
while ∃RU(d) > U(d) do

for d ∈ D do
if RU(d) > U(d) then

Delete the st find by (13);
Re-routing the q ∈ Qst by the method show by step (3);
Calculate the ΔVd;

end

end
delete the st in node d which make the ΔVd minimum;
update the X, Y ;

end
return X and Y ;

In order to verify the validity of our algorithm, we use the methods in Table 1
to compare with our algorithm.

5.2 Result

We analyze the performance of V values of different methods under different
number of edge nodes. We use the V-means of other methods minus the V-
means of our method and then divide by the V-means of the other methods. As
shown in Fig. 2), in the case of two task copies, the method is reduced by 80%
compared to the ODC method, 36% less than the Hash method, and 20% less
than the closest method. In the case of 4 task copies, the method is reduced by
86% compared to the ODC method, 15% less than the Hash method, and the
Closest method is reduced by 7%.

Since the data transmission on the network consumes both the bandwidth
resources of the sender and the receiver, the Closest method with localized exe-
cution and our method have improved. It is worth noting that as the number of
task copies increases, the Closest method has a certain effect of localization of
task data. At this time, our method compares the Closest method with less opti-
mization. The reason is that with the increase of replicas, the Closest method
gets most of the delay reduction due to data localization processing, and the
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Table 1. The edge nodes and applications’ setup number

Algorithms Description

ODC The ODC (only data center available) method deploys all tasks to
the data center

HASH HASH random method, randomly assigns a data stream that a
task needs to process to any copy of the corresponding task, and
then randomly deploys the task copy in the edge computing node. If
the edge node bandwidth resource is not satisfied, then the task is
deployed in the data. In the center

CLOSEST The CLOSEST method randomly assigns a data stream that a
task needs to process to any one of the corresponding tasks, and
then deploys the task copy to the computing node closest to the
data stream and capable of meeting the bandwidth resource
requirements. Otherwise, the task copy is deployed in the data.
center

Fig. 2. V value change under different edge nodes.

data transmitted through the network is reduced. At this time, the influence of
the network delay difference between the edge nodes is weakened, so our method
In this case the effect is weakened.

6 Conclusion

This paper studies the problem of streaming task placement. We discussed the
problem of data flow routing and multitasking placement in multi-copy streaming
task placement problems. By formalizing the resource consumption model of
data routing and task deployment in the edge system, the delay cost model
caused by the system is established. We present a greedy algorithm to solve this
problem. The experimental results show that our algorithm can well find the
available bandwidth resources in the edge computing network and can sense the
delay difference between the edge nodes, thus reducing the average delay of the
system application request.
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Abstract. Time-varying operational modal analysis (OMA) can identify the
transient modal parameters for the linear time-varying (LTV) structures only
from the time domain nonstationary vibration response signal measured by
vibration response sensors. However, because large-scale sensors data poses
significant problems for data processing and storage, methods with excessive
computation time and memory requirements are unsuitable for online, real-time
health monitoring and fault diagnosis. Recently, the emergence of sensor-cloud
greatly improves the computing power and storage capacity of traditional
wireless sensor networks by combining cloud computing. Therefore, sensor-
cloud can be used to deal with data problems in OMA: the wireless sensor
networks layer is used to collect data and the calculations are performed on the
cloud computing platform. Furthermore, a limited memory eigenvector recur-
sive principal component analysis (LMERPCA) based OMA method is designed
to reduce the runtime and memory requirements and facilitate online process in
conjunction with the cloud computing. This approach combines moving win-
dow technology and eigenvector recursive principal component analysis method
and can identify the transient natural frequencies and modal shapes of slow LTV
structures online and in real time. Finally, modal identification results from a
cantilever beam with weakly damped and slowly time-varying density show that
the LMERPCA-based OMA can identify the transient modal parameters online.
Compared with limited memory principal component analysis (LMPCA)-based
OMA, the LMERPCA-based approach has a faster runtime, lower memory
space requirements, higher identification accuracy, and greater stability.

Keywords: Operational modal analysis � Slow linear time-varying �
Sensor-cloud � Principal component analysis � Moving window �
Eigenvector recursive
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1 Introduction

OMA refers to extracting modal parameters (modal shapes, natural frequencies and
modal ratios) from the vibration response signal measured by vibration response
sensors [1]. In recent years, OMA has been widely used in large-scale structures under
operating conditions or environmental excitation, because it does not require to mea-
sure input which is often expensive or unmeasurable. OMA can be applied in structural
health monitoring, fault detection and diagnosis, structural design, etc. [2].

As practical mechanical structures are often LTV, which mass, stiffness or damping
will change over time, such as the vibration of continuous bridges under moving
vehicles [3]. The identification methods should have the ability to adapt to track system
changes [4]. Moreover, the vibration response signal measured by vibration response
sensors will be nonstationary and increase over time. These data should be stored
properly and processed quickly by algorithm.

In recent years, LTV OMA methods are mainly divided into time domain and time-
frequency analysis methods [1]. Time domain approach includes time-dependent state
space (TSS) and time-dependent autoregressive moving average (TARMA) types. Liu
et al. proposed an improved subspace-based identification algorithm to enhance the
anti-noise ability [5]. TSS methods cannot be operated recursively by using aggregate
data from multiple experiments [6]. In other words, TSS method has high computa-
tional complexity. Ma et al. considered an exponentially weighted kernel recursive
extended least squares TARMA [6]. The time and memory complexities still have
O(N2). For the time-frequency analysis methods, Dziedziech et al. [7] utilized the
wavelet-based frequency response method to estimate time-varying parameters. These
methods process data offline and batch-wise rather than online and in real time. Wang
et al. proposed the application of moving window and PCA to slow linear time-varying
(SLTV) structures and developed a limited memory principal component analysis
(LMPCA)-based OMA algorithm to identify the transient natural frequencies and
transient modal shapes of a linear time-varying continuous cantilever beam [8]. In
short, these existing methods still have high runtime and memory requirements and are
unsuitable for online, real-time health monitoring and fault diagnosis.

Sensor-cloud is the integration of sensor networks and cloud computing [9].
Recently, there are many studies on sensor-cloud, such as trust evaluation [10], security
and privacy [11], and storage [12]. Sensor-cloud enable data collection [13] and have
been applied to structural health monitoring [14]. The emergence of smart city [15],
vehicular Networks [16, 17] and Internet of things [18] has led to an increase in the
number of sensors and the amount of sensor data. With the support of cloud computing
platforms, sensor-cloud can manage these data [19]. Coincidentally, OMA also needs
vibration response sensor data and then processes it. Therefore, a combination of sensor
cloud and OMA is feasible.

In this paper, we propose to combine sensor-cloud with OMA. To address the
runtime and memory problem, a limited memory eigenvector recursive principal
component analysis (LMERPCA) based OMA method is proposed. This approach
applies the moving window and eigenvector recursive principal component analysis
(ERPCA), a rank-1 matrix is used to correct the errors, and new principal components
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(PCs) and eigenvectors are updated recursively. Because the time and space complexity
of LMERPCA-based OMA method is O(N), combining sensor-cloud with LMERPCA-
based OMA can track change of modal parameters for SLTV structures.

2 Combining Sensor-Cloud with LMERPCA-Based OMA

2.1 The Process of LMERPCA Algorithm

Traditionally, the sample matrix is updated via a limited memory method, with the latest
sample added and the oldest sample removed from the data matrix. ERPCA directly
updates the principal components (PCs) and eigenvectors via the previously obtained
eigenvectors. The newest models are calculated by a recursive approach rather than the
recalculation of the entire sample matrix. The ERPCA algorithm sharply reduces the
time and space complexity than LMPCA. LMERPCA integrates ERPCA and moving
window approach, updating the selected portion of data recursively for each sample (the
oldest sample is removed and the newly acquired one is added). The process of
LMERPCA is illustrated in Fig. 1 for a data window length of L. LMERPCA removes

the oldest sample ~xðiÞ1 2 R
N�1 in the window before updating and adding the latest

sample ~xðiþ LÞ
1 2 R

N�1 to the window, while the intermediate window is used as the
transitional matrix. The deviations, PCs, and eigenvectors of the window after updating
the matrix and the intermediate window matrix are derived as follows.

2.2 The Derivation of LMERPCA Algorithm

ERPCA has been proposed [20], we have adapted it to work with moving window

technology. For a limited memory length L, the data matrix XðiÞ
L 2 R

N�L at time tðiÞ
and Xðiþ 1Þ

L 2 R
N�L at time tðiþ 1Þ are considered. The common data matrix of the two

matrices is Xðiþ 1Þ
L�1 2 R

N�ðL�1Þ. Let ~bXðiÞ
L
2 R

N�1 and CXðiÞ
L XðiÞ

L
2 R

N�N be the mean

vector and autocorrelation matrix, respectively, of XðiÞ
L 2 R

N�L. After removing sample

Fig. 1. The process of combining moving window with ERPCA
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~xðiÞ1 2 R
N�1, the mean vector ~bXðiþ 1Þ

L�1
2 R

N�1 and autocorrelation matrix CXðiþ 1Þ
L�1 ;Xðiþ 1Þ

L�1
2

R
N�N of the intermediate matrix Xðiþ 1Þ

L�1 2 R
N�ðL�1Þ are derived as follows:

~bXðiþ 1Þ
L�1

¼ 1
L� 1

ðL~bXðiÞ
L
� ð~x ið Þ

1 ÞÞ ð1Þ

CXðiÞ
L XðiÞ

L
¼ L� 1

L� 1ð Þ � 1
R�1
XðiÞ

L

RXðiþ 1Þ
L�1

CXðiþ 1Þ
L�1 Xðiþ 1Þ

L�1
RXðiþ 1Þ

L�1
R�1
XðiÞ
L

þR�1
XðiÞ

L

DbXðiÞ
L
DbT

XðiÞ
L

R�1
XðiÞ

L

þ 1
L� 1

~x ið Þ
1 ~x

ið ÞT
1

ð2Þ

where D~bXðiÞ
L
¼~bXðiÞ

L
�~bXðiþ 1Þ

L�1
2 R

N�1, RXðiÞ
L
2 R

N�N represents the diagonal matrix of

the standard deviation in the window before updating XðiÞ
L 2 R

N�L, and RXðiþ 1Þ
L�1

2 R
N�N

represents the diagonal matrix of the standard deviation in the intermediate data win-

dow Xðiþ 1Þ
L�1 2 R

N�ðL�1Þ.
In LMERPCA, the model is updated when a new data point is added, so the overall

variance and mean values change gradually. Hence, we use the original model to
simplify Eq. (2) as:

CXðiþ 1Þ
L Xðiþ 1ÞT

L
� CXðiÞ

L XðiÞT
L

þ 1
L� 1

~x iþ 1ð Þ
1 ~x iþ 1ð ÞT

1 � 1
L� 1

~x ið Þ
1 ~x

ið ÞT
1 ð3Þ

where ~x iþ 1ð Þ
1 ~x iþ 1ð ÞT

1 and ~x ið Þ
1 ~x

ið ÞT
1 are both rank-1 matrices composed of two vectors.

Based on the definition of rank-1 correction [21], the autocorrelation matrix
CXðiþ 1Þ

L Xðiþ 1ÞT
L

at step i + 1 can be calculated by applying rank-1 correction twice, and the

updated PC vectors and eigenvectors can be obtained.
Suppose the autocorrelation matrix of step i is CXðiÞ

L XðiÞT
L
. We orthogonally decom-

pose this matrix as follows:

CXðiÞ
L XðiÞT

L
¼ VðiÞKðiÞVðiÞT ð4Þ

where VðiÞ 2 R
N�N is the unit orthogonal matrix and KðiÞ is a diagonal matrix com-

posed of the eigenvalues of the autocorrelation matrix. Equation (3) is reformulated as:

CXðiþ 1Þ
L Xðiþ 1ÞT

L
¼ VðiÞ½KðiÞ þ ð� 1

L� 1
ÞðVðiÞT~x ið Þ

1 ÞðVðiÞT~x ið Þ
1 ÞT �VðiÞT þ 1

L� 1
~x iþ 1ð Þ
1 ~xðiþ 1ÞT

1

¼ VðiÞðDþ e~u~uTÞVðiÞT þ 1
L� 1

~x iþ 1ð Þ
1 ~x iþ 1ð ÞT

1

ð5Þ
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Setting D ¼ KðiÞ 2 R
N�N , e ¼ � 1

L�1, and ~u ¼ ðpðiÞT~x ið Þ
1 Þ 2 R

N�1, the result after
the first rank-1 correction is:

KðiÞ þ ð� 1
L� 1

ÞðVðiÞT~x ið Þ
1 ÞðVðiÞT~x ið Þ

1 ÞT ¼ VðiÞ0KðiÞ0VðiÞ0T ð6Þ

Modifying Eq. (4) as:

CXðiþ 1Þ
L Xðiþ 1ÞT

L
¼ VðiÞðVðiÞ0KðiÞ0VðiÞ0TÞVðiÞT þ 1

L� 1
~x ið Þ
1 ~x

ið ÞT
1 ð7Þ

we can further transform Eq. (6) into:

CXðiþ 1Þ
L Xðiþ 1ÞT

L
¼ VðiÞVðiÞ0 ½KðiÞ0 þ 1

L� 1
ðVðiÞ0TVðiÞT~x iþ 1ð Þ

1 ÞðVðiÞ0TVðiÞT~x iþ 1ð Þ
1 ÞT �ðVðiÞVðiÞ0 ÞT

¼ VðiÞVðiÞ0 ðD0 þ e0~u0~u0TÞðVðiÞVðiÞ0 ÞT
ð8Þ

Setting D0 ¼ KðiÞ0 2 R
N�N , e0 ¼ � 1

L�1, and u!0 ¼ ðVðiÞ0TVðiÞT~x iþ 1ð Þ
1 Þ 2 R

N�1, the
result after the second rank-1 correction is:

KðiÞ0 þ ð� 1
L� 1

ÞðVðiÞ0T~x iþ 1ð Þ
1 ÞðVðiÞ0T~x iþ 1ð Þ

1 ÞT ¼ VðiÞ00KðiÞ00VðiÞ00T ð9Þ

After applying rank-1 correction twice, we can decompose the autocorrelation
matrix as:

CXðiþ 1Þ
L Xðiþ 1ÞT

L
¼ ðVðiÞVðiÞ0VðiÞ00 ÞKðiÞ00 ðVðiÞVðiÞ0VðiÞ00 ÞT ð10Þ

Finally, KðiÞ00 is the diagonal matrix composed of the updated eigenvalues, and the

updated eigenvectors Vðiþ 1Þ and PCs Yðiþ 1Þ
L can be calculated by:

Vðiþ 1Þ ¼ VðiÞVðiÞ0VðiÞ00 ð11Þ

Yðiþ 1Þ
L ¼ Vðiþ 1ÞTXðiþ 1Þ

L ð12Þ

The PCs and eigenvectors are recursively updated by the above equations. It is easy
to see, the eigenvectors and PCs at time t(i + 1) are only related to eigenvalues at time
t(i) and data matrix and eigenvalues at time t(i + 1). Thus, the incident characteristics
of SLTV structures are tracked.

2.3 The LMERPCA-Based OMA Algorithm for SLTV Structures

The process of LMERPCA-based online transient modal parameter identification
method is shown in Fig. 2. In short, ERPCA is used to update eigenvectors and
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eigenvalues to calculate modal shapes and natural frequencies. Moving window
enables online and real-time identification. The performance comparison between
LMPCA and LMERPCA is shown in the Table 1.

2.4 Framework of Combining Sensor-Cloud with LMERPCA-Based
OMA

For large buildings or mechanical structure, the input is usually not measurable or
expensive. OMA can identify the modal parameters (modal shapes, natural frequencies
and modal ratios), which can describe the dynamic characteristics of the structure. The
LMERPCA-based OMA sensor-cloud system can be divided into three layers, the
vibration response sensors layer, the cloud layer and the user layer. It is worth noting
that the lower the complexity of the algorithm, the smaller the delay and the less
computational power required in the cloud layer, LMERPCA-based OMA method is
conducted in this layer then, as shown in Fig. 3.

Fig. 2. LMERPCA-based OMA method for SLTV structures

Table 1. Comparison of the two time-varying OMA algorithms

Method Time
complexity

Space
complexity

Time of matrix
decomposition

Accuracy
comparison

LMPCA-based
OMA

O(N2L),
(L � N)

O(NL),
(L � N)

T-L + 1 Meet the demand

LMERPCA-
based OMA

O(N) O(N) 1 Better than LMPCA-
based OMA
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3 Simulation Verification of LMERPCA-Based OMA
on SLTV

3.1 Parameters of SLTV Cantilever Beam

A cantilever beam model [8] with dimensions of 1 m � 0.02 m � 0.02 m (length �
height � width), cross-sectional area A = W � H = 4 � 10−4 m2, density q0 = 7860
kg/m3, inertia time I = WH3/12, and Young’s modulus E = 0.03 Pa is considered. The
time-varying mass property is simulated by changing the density of the beam according
to:

q ¼ q0; 0� t� 0:5s
q0½1� 0:08ðt � 0:5Þ�; 0:5s\t� 4s

�
ð13Þ

For a simulation time of 4 s, the time-varying transient natural frequencies of the
first ten modes at the start and finish times are listed in Fig. 4.

3.2 Simulation Parameters Setting

The forced response signals were acquired using the Newmark-b method. The pro-
portional coefficients were set to bM= 4 � 10−4, bK= 1 � 10−7. The initial velocities
and displacement were set to zero. From Fig. 4, it is clear that the transient natural
frequencies increase with time. For the frequency of 4986.8942 Hz at the finish time,
the sampling frequency was set to 10000 Hz based on sampling theory, as a sampling
frequency very close to the highest resonant frequency could result in errors. However,
setting higher sampling frequencies will increase the computational load. The

Fig. 3. The process of combining sensor-cloud with OMA

Fig. 4. Change in transient natural frequencies (0–4 s)
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simulation time was set to 4 s, and the integration step for Newmark-b was set to
1/10000 s; the limited memory length L was set to 4096 data points and the threshold
η0 was set to 95%. We added 2.0% Gaussian measurement noise to the displacement
response signals in the time domain. Independent noise components of different
magnitudes were added to both the transfer function and response signals for the load
identification. The noise was calculated as follows:

bXi ¼ ð1þ r � eÞXi ð14Þ

where e is a normal random vector with a mean value of 0 and standard deviation of 1;
r is the noise level, set to 2.0% in our experiments.

3.3 Transient Modal Parameter Identification Results

Figure 5 shows the Fast Fourier Transformation (FFT) results of the PCs at after 1.7028 s
and 2.2547 s. Because of the SLTV nature of the structures, it is not easy to describe the
transient modal shapes for the whole process. Figure 6 compares the first three transient
modal shapes and Pareto charts after 1.7028 s and 2.2547 s. Figure 7(a)–(c) compares
the first three transient frequencies given by LMPCA-based OMA, the theoretical cal-
culation, and LMERPCA-based OMA. The theoretical values were calculated from the
analytical solution. Finally, to reflect the accuracy of the transient modal shapes, the
modal assurance criterion (MAC) values are compared in Fig. 8. Table 2 compares the
time and space complexity of LMPCA- and LMERPCA-based OMA.

Fig. 5. FFT results for the first four PCs of LMERPCA

Fig. 6. Transient modal shape comparison between LMPCA and LMERPCA
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3.4 Analysis of Operational Modal Identification Results

(1) Figures 5, 6, 7 and 8 show that LMERPCA-based OMA can accurately track and
identify the time-varying transient modal frequencies and mode shapes of an
SLTV continuous cantilever beam using only non-stationary response signals.
Additionally, the accuracy of LMERPCA-based OMA is insensitive to Gaussian
measurement noise.

(2) In the Pareto charts (Fig. 6(a) and Fig. (b)), which show the variance contribution
for each PC, when the threshold is η0 = 99.999%, the first three modes capture the
main contribution of the whole vibration.

(3) Table 2 indicates LMERPCA-based OMA requires less time and memory than
LMPCA-based OMA. In other words, LMERPCA-based OMA is more suitable
for integration into devices in sensor-cloud and can be applied to online health
monitoring and fault diagnosis.

Fig. 7. Frequency comparison between LMPCA and LMERPCA

Fig. 8. MAC values comparison between LMERPCA- and LMPCA-based OMA

Table 2. Absolute time and memory requirements comparison between LMERPCA- and
LMPCA-based OMA

Method Time (s) Memory (MB)

LMPCA 361.754 3519.4
LMERPCA 158.988 1939.3
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4 Conclusions

This paper proposed a combination of sensor-cloud and LMERPCA-based OMA. The
sensor layer used to collect vibration response signal and the OMA is carried out in
cloud layer. In order to reduce the time and space requirements, LMERPCA-based
OMA method integrates ERPCA and moving window technique, and the transient
mode shapes and frequencies from the non-stationary random response signals for
weakly damped and SLTV vibration structures can be effectively extracted then.

However, LMERPCA-based OMA method also has the drawback of moving
window. The moving window length should be selected adaptively. In addition, the
proposed method is also limited to weakly damped and SLTV structures. To identify
modal parameters of fast LTV structures will be addressed in subsequent studies.
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Abstract. The absorption and scattering are the main problems affect-
ing high-speed data transmission in underwater visible light communica-
tion system (UVLC). To address these problems, we propose the imaging
multiple input multiple output (MIMO) system for the underwater com-
munication in this paper. Furthermore, the proposed system uses imaging
lens to separate the light signal resulting in that decreasing disturbance
of the proposed system is better than that of non-imaging MIMO. In
this paper, aiming at the problem of high bit error rate (BER) caused
by channel correlation in underwater imaging optical MIMO communi-
cation system, a precoding algorithm based on received signal Euclidean
distance of imaging multiple input multiple output-orthogonal frequency
division multiplexing (MIMO-OFDM) is proposed. In order to maximize
the minimum Euclidean distance of the received signal set, the precoding
matrix is solved under the constraints of the non-negative optical signal
and the total power. The system uses the precoding matrix to precode
the signals and the receiver detects signals through the maximum like-
lihood algorithm with the channel matrix and the optimal precoding
matrix. The simulation results show that the imaging MIMO system
achieves 12 dB gain at the same bit error rate (BER) compared to non-
imaging MIMO. Furthermore, the proposed algorithm based on received
signal Euclidean distance achieves about 5 dB gain under the same chan-
nel compared to the SVD-based precoding algorithm in imaging MIMO
system, it greatly improve the BER performance of the imaging optical
MIMO-OFDM system in UVLC.

Keywords: Underwater LED communication · Imaging MIMO ·
Spatial correlation · Euclidean distance · Precoding matrix

1 Introduction

With the deepening of human exploration of the ocean, a new underwater short-
range wireless high-speed communication technology is urgently needed to meet
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the increasing underwater communication needs [1]. Underwater wireless optical
communication (UWOC) has become a mainstream solution for high-speed and
short-distance underwater wireless communication with its unique advantages.
Compared with the more mature underwater acoustic communication system,
there is a low-loss transmission window of blue-green light-emitting diode (LED)
light with a wavelength of 450–570 nm [2], making visible light communication
(VLC) to be a possible way of underwater short-distance high-speed data trans-
mission. VLC has the advantages of low power consumption, miniaturization,
high speed, and cannot easily be intercepted [3]. Thus, it is suitable for under-
water real-time video transmission, high throughput wireless sensor network and
other scenarios.

However, the modulation bandwidth of LED for visible light communica-
tion is limited, and the visible light signal will reduce the power due to the
expansion of the beam surface during the propagation process. The availability
of a large number of high signal-to-noise ratio (SNR) sub-channels with lim-
ited bandwidth makes MIMO techniques an attractive option for achieving high
data rates. Therefore, the multi-path spatial multiplexing based on LED visible
light communication underwater has important research significance for greatly
improving the underwater short-distance high-speed data transmission efficiency.
When the transmission distance is relatively long, it will be affected by seawater
absorption, scattering, turbulence disturbance, natural light noise seriously, etc.
At the same time, MIMO-OFDM systems utilize the diversity or multiplexing
of space, time, and frequency to enhance the additional channel capacity [4],
and increase the tolerance of this communication system to interference, noise,
multipath, etc. The path separation and equalization at the receiving end are
effective to extract the original signal [5]. In the visible light communication
system, the intensity modulation and direct detection (IM/DD) methods are
mainly used, it causes sub-channel correlated, so a decorrelation operation is
needed to reduce the spatial correlation of the sub-channels, which can decrease
interference between each sub-channel and improve the transmission rate and
BER performance of the system.

To solve the problem of spatial correlation, there are three main solutions at
present. Optical imaging technology is used to improve the quality of received
images, receive field angle and reduce the size of imaging at the receiving end.
Through spatial separation, PD array can distinguish the signals sent by different
leds and reduce the interference between signals [6–10]. Imaging MIMO has
obvious advantages in improving channel correlation. PD array size is small,
and imaging of different LED emitters on PD array is often separated from
each other [6]. In [8], the imaging MIMO (I-MIMO) system is proposed, and
the mathematical model of I-MIMO channel under the direct channel is given.
The initial electrical signal is intensity modulated and emitted by the LED, and
the imaging lens projects the LED transmitting source onto the PD detection
array. Each PD or pixel point becomes a receiving unit to realize the separation
between different channels [7]. The second is the use of non-imaging solution
to decrease spatial correlation, through the optimization of the array structure
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or the addition of non-imaging devices to reduce the correlation between sub-
channels. The more typical means are normal array vector tilt technology and
other methods to adjust the space position [11–13]. In the third category, the
channel correlation is reduced by means of constellation design, precoding and
spatial light modulation from the perspective of signal processing by decreasing
the correlation in the electrical signal phase [14–17].

In the spatial light modulation method, the author of [16,17] makes only one
LED or part of the LED emit light in each time slot through spatial modulation,
thus reducing the interference between LED beams and the BER of the system.
However, because there is only one or part of LED in each time slot of spatial
modulation, its communication rate and spectral efficiency are lower than that of
spatial multiplexed MIMO system, and it is difficult to meet the requirement of
underwater short-range high-speed communication in the future. [14] proposes an
optical MIMO precoding scheme based on singular value decomposition (SVD),
the precoding matrix based on channel state information is designed to match the
channel characteristic, and then MIMO channel is decomposed into parallel sub-
channels by SVD. So the interference between the sub-channels is eliminated by
spatial isolation. The authors of [14] build optimal model to minimize the BER of
the system under limited total power, to get the optimal power allocation matrix
of sub-channels, lead to the agreement with the performance of sub-channels.

In [18,19], the precoding method that maximizes the minimum Euclidean
distance of the received signal is adopted, which solves the optimal precoding
matrix with the maximum Euclidean distance of the received signal as the opti-
mization objective under the premise of satisfying the non-negative nature of the
transmitted signal, and improves the BER performance of the imaging optical
MIMO system. However, compared with the OFDM system, the current precod-
ing of received signal Euclidean distance based on the single carrier OOK or PAM
communication system is not only difficult to adapt to the muddy underwater
scene, but also has a low channel capacity. Therefore, the suitable precoding
method for underwater imaging MIMO remains to be studied.

In this paper, an underwater optical precoding scheme based on the minimum
Euclidean distance of optical MIMO receiving signal set is proposed. Its design
idea is to maximize the minimum Euclidean distance of the received signal set by
optimizing the transmitting power of different LEDs on the transmitting array
under the condition of non-negative signal and optical power constraint, so as to
alleviate the BER performance degradation caused by channel correlation. The
simulation results show that the BER of the proposed Euclidean distance-based
precoding algorithm is better than that of SVD-based precoding in the case of
different correlated channels. With the enhancement of channel correlation, BER
performance is still kept at a relatively low level, and higher spatial multiplexing
gain can be achieved when channel correlation is strong. We summarize the main
contribution of this paper as follows:

(1) We give the I-MIMO underwater channel model, system model, and analyze
the influence of BER performance on different spatial correlation.
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(2) We study the BER performance of I-MIMO and non-imaging MIMO under
different channel states, we show that the imaging MIMO system achieves
obviously performance gain at the same bit error rate (BER) compared to
non-imaging MIMO.

(3) We propose an underwater optical precoding scheme based on the Euclidean
distance of optical MIMO receiving signal set to maximize the minimum
Euclidean distance. And, the precoding matrix is solved under the con-
straints of the non-negative optical signal and the total power to decrease
spatial correlation, it improves the BER performance of imaging MIMO
system obviously compared to SVD-based precoding algorithm.

The rest of the paper is structured as follows. In Sect. 2, we firstly introduce
the model of imaging MIMO communication system in UVLC system and cal-
culate channel matrix in imaging MIMO system. In Sect. 3, we give the I-MIMO
channel model underwater, then, calculate the channel condition number under
different I-MIMO system spatial position. In Sect. 4, we describe the precoding
algorithm based on the maximized Euclidean distance of receiving signal set. In
Sect. 5, we present the simulation results and BER performance under different
channel condition number and the proposed precoding algorithm. In Sect. 6, we
draw the conclusions.

Notation: Throughout this paper, vectors and matrices will be represented by
boldfaced lower-case and upper-case letters (e.g. x and X), respectively. Vari-
ables and constants are denoted in lower-case and upper-case letters (e.g. x and
X), respectively. Let IN ∈ R

N×N denote an N ×N identity matrix. Superscript
ᵀ represents the transpose of a matrix. We give the definition of matrix condition
number in the following. Let E{x} represent the mean of x. Let diag[x1x2, ..., xN ]
denote the diagonal matrix of N dimension matrix, x1x2, ..., xN are diagonal ele-
ments.

Definition 1 (The matrix condition number in [20]). Let Cond(H) indicate the
matrix condition number. Let λk denote the k-th singular value of H. The ratio
of the largest and smallest singular values of the matrix H is defined as the
matrix condition number of H, i.e.,

Cond(H) = max(λk)/min(λk). (1)

2 Imaging MIMO System Modeling

In this paper, we consider a 2 × 2 imaging MIMO VLC system, as shown in
Fig. 1, which consists of two LEDs (two LEDs are defined as LED1 and LED2,
respectively) at the transmitter and two PDs (two PDs are defined as PD1 and
PD2, respectively) at the receiver. The LED1 and LED2 are received by the
receiving arrays PD1 and PD2 through the imaging lens, respectively.

Furthermore, Fig. 2 shows a block diagram of an 2 × 2 imaging MIMO sys-
tem. The serial bit stream is converted to parallel and modulated by Quadra-
ture Amplitude Modulation (QAM) into the sign of OFDM sub-carriers. The
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Fig. 1. The title of figure

bit streams are mapped onto the asymmetrically clipped optical OFDM (ACO-
OFDM). In order to keep the optical OFDM signal non-negative, the ACO-
OFDM system only transmits data through the odd sub-carriers, and the even
sub-carriers do not contain information data. And then make the data symbol
on the latter half of the sub-carriers to be the conjugate of the first half, so as to
make Hermitian symmetry operation. After that, inverse fast fourier transform
(IFFT) is performed, and the cyclic prefix (CP) is inserted. The negative part
of the signal is clipped so that it can be modulated by light intensity. Then the
transmitting signal is s = [s1, s2, ..., sNT

]ᵀ ∈ R
NT ×1. By optical IM/DD modu-

lation, the transmitted signal is x = [x1, x2, ..., xNT
]ᵀ ∈ R

NT ×1. The receiving
algorithm is adopted in the imaging diversity optical MIMO model [21,22], which
is a system model proposed to improve the imaging MIMO channel matrix acqui-
sition based on non-imaging MIMO. In the receiver, the zero-forcing (ZF) detec-
tion algorithm is adopted to recover signals, and the received signal is defined as
r = [r1, r2, ..., rNR

]ᵀ ∈ R
NR×1. Each element hij in the channel matrix HNTNR

can be written as
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Fig. 2. Block diagram of imaging MIMO-ACO-OFDM communication system.

hij = aijh
′
i, (2)

where h′
i is the normalized power at the i-th LED imaging of the imaging prism

aperture when the receiver is in a particular position, and aij quantifies the
amount of power that falls on the j-th receiver, and it represents the proportion
of the imaged area of the i-th emitter LED that falls on the j-th detector point
in the array, and can be written as

aij =
bis(s=j)

s=NR∑

s=1
bis

, (3)

where bis is the imaging area of the i-th transmitter emitted light fall on the
s-th detector element. The size of the imaged position is determined by the
geometric light calculation, and different spatial positions also bring different
spatial correlations.

Furthermore, h′
i in underwater can be rewritten as [23]

h′
i =

{
H(0)ηtηcηrlch, 0 ≤ ψ ≤ ψc

0, ψ > ψc
, (4)

where ψ is the angle of incidence of light at the receiver, and ψc is the emis-
sion angle, ηt, ηc, ηr are transmitter efficiency, channel propagating efficiency
and receiver efficiency, respectively. All the key parameters mentioned above are
listed in Table 2, in this paper, the configuration of the typical parameters is
taken based on the literature [23].

In UVLC, the optical signal propagation under water is also severely affected
by the spatiotemporal variation of underwater medium, especially in special
transmission environment and receiver mobility [24–26], such as absorption, scat-
tering, turbulence-induced fading, delay spread (temporal dispersion) of highly
scattering and multipath, etc. However, we use multiple parallel link diversity
multiplexing for the imaging MIMO system to overcome the underwater trans-
mission environment impact, in which the first problem is deal with imaging sig-
nal formation, i.e., how to separate signal from different transmitters to decrease
disturbance. Thus, for the sake of simplicity, both absorption and scattering con-
tribute to the loss of optical intensity depending on the wavelength and water
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turbidity in this paper. The aggregated attenuation coefficient c(μ), μ is wave-
length, denoted by the sum of absorption coefficient and scattering coefficient
[26], under different concentrations of hydroxide is estimated by the received
optical power. By using the widely recognized Beers exponential decay model
[27], the channel loss as function of link span in underwater channel is given by

lch = exp(−c(μ)d). (5)

So in this paper, a point-to-point direct link is considered and precise
Transmit-Receive alignment is assumed. Thus, we can obtain the channel direct
current (DC) gain by

H(0) =
m + 1

2π
cosm(φ).aeff (d, ψ), (6)

where φ and ψ are the deviation angles of transmitter and receiver relative
to the optical axis, which can be called irradiance angle and incidence angle,
respectively [28,29]. In our experiment, both angles of φ and ψ are considered
to be 0 degree. m represents the Lambertian order, which is a characteristic
constant by m = − ln(2)/ ln(cos(φ1/2)) with φ1/2 being the half-power semi-
angle of the LED. aeff changes only with the link distance d, thus we have

aeff (d, ψ) =
πD2

r . cos(ψ)/4
π(d. tan(φ1/2) + Dt/2)2

, (7)

where Dt and Dr represent the optical emitter and receiver focusing lens aper-
ture, respectively. The link span threshold d is the link distance when the half-
power illuminance area from light source equals to the receiver lens section area.

The elements of channel matrix HNTNR
are composed of a DC gain between

each transmitter and receiver for underwater channel, and they are given in (2). n
is a combination of thermal noise and shot noise and obeys a zero-mean Gaussian
distribution, i.e., N (

0, σ2
Nt

IN
)
, where σ2

NT
is the noise variance corresponding

to each detector. So for the I-MIMO system with NT transmitting antenna and
NR receiving antenna r can be modeled as

r = Hx + n, (8)

where HNTNR
is

HNTNR
=

⎡

⎢
⎢
⎢
⎣

h11 h12 · · · h1NR

h21 h22 · · · h2NR

...
...

. . . · · ·
hNT 1 hNT 2 · · · hNTNR

⎤

⎥
⎥
⎥
⎦

. (9)

3 Spatial Correlation Analysis

3.1 The Special Location Spatial Correlation of Calculating

In the underwater visible light communication(UVLC) MIMO communication
scenario, the ratio of LED spacing to the vertical distance and the ratio of PD
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spacing to the vertical distance cannot be arbitrarily increased due to the limi-
tation of the short-distance VLC communication environment size and the field
of view of the receiver, meanwhile the LED is symmetrically distributed about
the imaging lens. The spatial correlation of the MIMO channel is often reduced
by changing parameters, such as LED spacing, PD spacing, and vertical distance
from the LED to the PD within a certain range to improve system performance.
In order to verify the spatial correlation of MIMO channel and the relationship
between these parameters, underwater visible MIMO communication scenario is
simulated in this paper. The simulation parameters are shown in Table 2, and
the configuration of the parameters is taken based on the literature [23].

For the typical 2 × 2 MIMO communication scenario of UVLC, we can use
the correlation function to describe channel spatial correlation, i.e., each row and
column of the channel matrix correlation function can be calculated to indicate
spatial correlation. In communication system, channel matrix usually can be
used to estimate the transmitted data. As the value of channel matrix element
is growing closer, the spatial correlation of sub-channel is becoming more and
more stronger naturally. The matrix condition number of this channel matrix
is bigger. It means sub-channel has bigger interference. And the noise or small
disturbances will have an effect on demodulation, and the BER performance
will be worse, i.e., the matrix is sicker. Actually, the correlation function of sub-
channel is approximately equal to the condition number [30]. So the condition
number of the channel matrix is used as an indicator to measure the spatial
correlation of the channel [20].

Cond(H) is defined in (1) as the ratio of the largest and smallest singular
values of the matrix H. The average Cond(H) of different channel matrix H is a
measure of the MIMO channel multiplex gain size. The average multiplexing gain
is growing larger and larger as the average condition number of channel matrix is
becoming smaller and smaller. In a communication system, when the conditional
number of channel matrix is large, it means that the finally recovered signal is
affected by noise badly, and the performance of this communication system is
poor; when the conditional number of matrix is small, the finally recovered signal
is affected by noise slightly, and the performance of this communication system
is good.

In this paper, the 2 × 2 imaging MIMO system is taken as an example for
analysis. In fact, the number of detection units at the receiving end is more than
the number of transmitting ends to ensure complete reception. Imaging MIMO
detection arrays generally take into account cost savings, so it is assumed that
there is no spacing between the PD arrays, and the number of detection units
is sufficient. As we all know, every lens has its magnification. Let m denote
magnification, and m = L/dz, which L is the focal length of lens, dz is the
vertical distance between LED and PD. When the focal length of lens is 10 cm,
the vertical distance between the PD and the LED is about 2.2 m and LED
diameter is 20 cm [23], the imaging diameter is ld = D/m = 1 cm based on the
magnification of imaging lens. Thus, in an actual imaging MIMO VLC system
whose parameters can be changed is the LED spacing and the vertical distance
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from LED to PD. Moreover, imaging diameter and imaging spacing determine
whether the images intersect together. So we discuss this two parameters in this
section.

(a) (b) (c)

(d) (e) (f)

Fig. 3. The different signals of imaging with different spatial positions for transmission
and reception by in I-MIMO communication system.

If the detector area is too large and the received signal falls on a detector, the
signal can not be recovered. But if each signal area is larger than the size of one
detector, the signal can be recovered. As Fig. 1 shows. Therefore, the use of similar
techniques for a large number of transmitters and receivers can estimate the size
of the smallest pixel. Noted that in order to ensure the matrix H2×2 be full rank,
the number of receiver (detector) is always more than the number of transmitter
so that the pseudo-inverse transformation can be used to estimate the transmitted
data. The imaging position and size formed by different spatial positions and the
corresponding correlation can be discussed in six cases as Fig. 3 shows. And in
Table 1, we give channel matrix and condition number under six cases.

Table 1. The channel matrix and condition number under different spatial location.

Type h11 h12 h21 h22 Cond(h)

a 7.5334 × 10−5 0 0 7.5334 × 10−5 1

b 7.5334 × 10−5 0 0 7.5334 × 10−5 1

c1 9.8059 × 10−6 8.7265 × 10−6 8.7265 × 10−6 9.8059 × 10−6 17.1692

c2 5.3947 × 10−6 4.1871 × 10−6 4.1871 × 10−6 5.3947 × 10−6 7.9346

c3 2.5838 × 10−5 4.1235 × 10−4 4.1235 × 10−4 2.5838 × 10−5 1.1337

d 5.0354 × 10−6 4.5220 × 10−6 5.0354 × 10−6 4.5220 × 10−6 1.5469 × 1017

e 0.9989 × 10−5 0 0.9989 × 10−5 0 ∞
f 4.9947 × 10−6 4.56 × 10−6 4.56 × 10−6 4.9947 × 10−6 21.9798

As shown in Fig. 3(a), when the image is formed by the LED pitch and the
object distance does not intersect, i.e. the imaging spacing is longer than imaging
diameter, we can give the channel H2×2 on the basis of channel model of (2).
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When exactly intersecting, in Fig. 3(b) the channel H2×2 can be exactly the
same as Fig. 3(a).

The case of Fig. 3(d) occurs when the LED space is asymmetrical. Such a
situation can occur when the position of transmitting light source and receiving
PD is symmetric, but the irradiation angle is different. Spatial correlation is too
strong under the circumstances, the rank of channel matrix is 1, i.e., non-full
rank, the location of LED, lens and PD are not good spatial positions.

The case of Fig. 3(e) can not be detected, because the area falls into the
same detection unit. If the detector pixel size is larger than the imaged spacing,
all signals will fall on one detector and the signal will not be recovered. But if
each imaging space is greater than the detector pixel space, the signal can be
recovered. The detector area is too large and the received signal falls on a detector
and the signal cannot be recovered. However, if each signal area is larger than the
size of one detector, the signal can be recovered. Therefore, similar techniques
can be used for a large number of transmitters and receivers to estimate the
minimum pixel size. At the same time, noted that in order to make the rank of
matrix H2×2 be full, the receiver (detector) is always more than the transmitter,
so the pseudo-inverse transform can be used to estimate the transmitted data.

In the case of Fig. 3(f), the left and right sides of the area are completely
symmetrical, moreover, the imaging spacing is equal to imaging diameter, which
can be detected. The imaging aij is 0.5, the rank is 2, and truly full rank.

3.2 The Ordinary Location Spatial Correlation of Calculating

As shown in Fig. 3(c), when the formed imaging signal intersect, it can be divided
into two conditions to form this intersecting imaging, the first case is that dz is
fixed, the other case is that the object distance bx is fixed.

When the object distance dz is fixed, i.e., the magnification is invariant. The
imaging spacing (the distance between the two center of a circle) is lrx ≈ 2bx

m ,
so the intersecting images are formed. bx is calculated according to the relation
between imaging spacing and imaging diameter, i.e. 0 < lrx < ld, this condition
makes the imaging spacing value ranges from 0 to ld (imaging diameter) or 2r
(imaging radius), i.e. bx ∈ [0, 0.1]. Furthermore, we analyse the spatial correlation
under the distance between LEDs from far to near.

As shown in Fig. 4, the distance between LEDs is from far to near at first,
the red circle represents image by LED2, the black circle represents image by
LED1, the square 1 represents PD1, the square 2 represents PD2. The imaging
distance is greater than r (imaging radius) and less than ld (imaging diameter),
i.e, bx ∈ [0.05, 0.1]. By exploiting the knowledge of the circle and the triangle,
we can obtain the height x of triangle and the sector arc length y of circle, which
is given by

r

r − bx
2m

=
πr

y
=

ld
x

. (10)

Thus, the overlapping area of the two images can be obtained as a fan-
shaped minus triangle. So aij is the ratio of overlapping area and total area of
transmitter, i.e.
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Fig. 5. Intersection imaging diagram.

aij =
ais(s=j)

s=NR∑

s=1
ais

=
πr2 − (0.5ry − 0.5( bx

2m )x)
πr2

. (11)

The distance between LEDs is from far to near further, it means the image
is much closer from each other since the distance between LEDs source become
smaller as shown in Fig. 5. The imaging distance is greater than 0 and less than
r (imaging radius), i.e, bx ∈ [0, 0.05]. And the ratio of overlapping area and total
area of transmitter aij is similar to that when bx ∈ [0.05, 0.1].

When the object distance bx is fixed and dz is changed, the formed imaging
signal intersect. And the overlapping imaging is like Fig. 4 when the distance
is from far to near. In order to keep imaging intersect, the imaging spacing is
larger than r and less than 2r, i.e, 0 < lrx < ld, bx can be calculated, such as
bx = 0.075 m.

By exploiting the knowledge of the circle, the triangle height x and the sector
arc length y can be obtained by

r

r − bx
2m

=
πr

y
=

ld
x

. (12)

Thus, in this case, the overlapping area of the two images can be obtained
as a fan-shaped minus triangle. So aij is the ratio of overlapping area and total
area of transmitter, i.e.

aij =
ais(s=j)

s=NR∑

s=1
ais

=
0.5ry − 0.5( bx

2m )x
πr2

. (13)

So we can use the ratio of overlapping area aij to get channel matrix under
different spatial location. Furthermore, the different channel matrix shows differ-
ent spatial correlation of sub-channel, i.e., different interference of sub-channel.

4 A Precoding Algorithm Based on Received Signal
Euclidean Distance for Imaging MIMO System

In an imaging MIMO VLC system, the NT dimensional precoding square matrix
W is used to precode the NT dimensional time domain MIMO-ACO-OFDM
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signal vector s in the time domain, and the signal x to be sent is obtained as

x = Ws. (14)

In this optical MIMO system, serial binary bit information is mapped into
Nt×1 signal vector s ∈ SM×Nt

, where SM×Nt
is the signal set of the modulation

scheme, M is modulation order, and s is the signal vector of MIMO-OFDM after
clipping. Under the condition of high SNR, BER performance mainly depends
on the minimum Euclidean distance dmin of the received signal set [18], which is
given as

dmin = min
i,j∈[1,2....,M×M],
∀i�=j,s∈SM×NT

‖HW(si − sj)‖2. (15)

The BER performance of optical MIMO system can be improved by assigning
different power to different transmitting antennas, which is equivalent to mul-
tiplying the signal vector s by NT dimension diagonal precoding square matrix
before transmitting the signal. At the same time, the optimal precoding matrix
of MIMO for imaging MIMO system is diagonal matrix [19], therefore, a precod-
ing method based on diagonal matrix is proposed. Let W denotes the diagonal
matrix pre-encoder, and the elements on its main diagonal are all greater than
zero, while the non-diagonal elements are all zero. The minimum Euclidean dis-
tance between the received signal vectors is maximized by multiplying the trans-
mitting signal vector s by the diagonal precoding matrix. The optimal precoding
matrix W can be obtained by solving the following optimization problems, which
is given as

max
W

dmin

s.t. tr(W) ≤ Pmax

wk,l ≥ 0, k ∈ [1, 2, ..., NT ], l ∈ [1, 2, ..., NR],∀k �= l
wk,l = 0, k ∈ [1, 2, ..., NT ], l ∈ [1, 2, ..., NR],∀k = l,

(16)

where Pmax is the total emission power of the LED array, w(k, l) is the element
of the k-th row and l-th column in the matrix W.

At the receiving end, when the maximum likelihood (ML) detection algo-
rithm is adopted, the channel matrix H and precoding matrix W are used for
MIMO detection and decoding. Thus, the original signal s at the sending end is
recovered, which can be obtained as

ŝ = arg min
s∈SM,NT

‖y − HWs‖2, (17)

where W represents the optimal diagonal precoding matrix. Furthermore, we
can use the detected signal vector ŝ to modulate the original information bits,
respectively.

Since OFDM system is a multi-carrier modulation system, the set of time-
domain signal is becoming bigger and bigger in geometric orders of magnitude
with the increase of the number of sub-carriers. So it is a huge amount of compu-
tation to directly use time-domain OFDM symbols to solve the precoding matrix.
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Table 2. The system simulation parameters.

Simulation parameters Value

LED Diameter (cm) (D) 20

Receiving FOV (o) 100

Angle of irradiance (o) (φ) 100

Angle of incidence (o) (ψ) 100

Half power angle (o) (φ1/2) 60

Lambert radiation order (m) 1

Lens focal length (cm) (L) 10

PD detection area (cm2) 1

Array size 2 × 2

PD photoelectric conversion efficiency (A/W ) 0.6

Transmitter aperture (mm) (Dt) 50

Receiver aperture (mm) (Dr) 100

Transmission distance (m) (d) 2.2

Transmit efficiency (ηt) 0.1289

Receiving efficiency (ηr) 0.9500

Channel efficiency (ηc) 0.1289

Aggregated attenuation coefficient (μ) 0.15

This paper use linear precoding method, and IFFT also have linear properties,
in addition, the ACO-OFDM time-domain clipping treatment will not lead to
any information loss [31,32]. So in order to reduce the computational complex-
ity, precoding of time-domain OFDM signal can be equivalent to precoding of
the frequency domain signal before IFFT. We use the QAM symbols of different
LEDs on the same sub-carrier to build signal vector s, thus, we can solve the
optimal precoding matrix W.

By introducing genetic algorithm (GA) [33], so as to solve the optimal pre-
coding matrix. For the sake of generality, we set Pmax as 1, each LED by a
power allocation factor ρi, (0 < ρi < 1, i ∈ NT ), satisfy the constraint condition∑

(i∈NT )

ρi = 1, and use ρi to make up precoding matrix W = diag(ρ1, ρ2, ..., ρNT
).

A set of optimal allocation factors can be found by the search of genetic algo-
rithm, so that the minimum Euclidean distance of the received signal set can be
the maximum after the LED power distribution value is optimized and adjusted.
In this paper, we think each power optimization factor as a chromosome for the
encoding of a gene use to finish the real coding [34], the chromosome of the gene
array is pi = (ρi,1, ρi,2, ..., ρi,NT

) for the i-th individual.
The optimization goal of the optimal problem Eq. (16) is to make the

minimum Euclidean distance maximum of receiving signal. Therefore, the fit-
ness value of an individual should be positively correlated with the minimum
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Euclidean distance corresponding to the received signal, the minimum Euclidean
distance is bigger and bigger with the fitness value increasing. We take the con-
sidering that the fitness should be greater than zero, so we directly use the
minimum Euclidean distance as fitness function, which can be given as

Fit(pi) = min
i,j∈[1,2....,M×M],
∀i�=j,s∈SM×NT

‖H · diag(pi) · (si − sj)‖2. (18)

It is not difficult to conclude from the above equation that the larger the min-
imum Euclidean distance of the received signal set is, the larger the individual
fitness value will be, thus ensuring that the individual that can provide a larger
minimum Euclidean distance in the population, which has a greater probabil-
ity of entering the next generation population. Through selection, crossover and
mutation, the population is constantly updated until the population converges
to the optimal solution. So in our simulations, in an 2×2 imaging MIMO system
as shown in Fig. 2, when the crossover ratio is 0.4, the mutation ratio is 0.005,
the population size is 1000, we take the channel state of c1, c2, f as an example,
the searching optimal precoding matrix of c1, c2, f is W= diag[0.3342 0.6658],
diag[0.6596 0.3404], diag[0.6661 0.3339] by GA algorithm with 1000 times iter-
ation. After a large number of experiments, the genetic algorithm adopted in
this paper converges to the optimal solution after 50 iterations, it has fast con-
vergence and low computational complexity by using the algorithm to calculate
the W.

5 System Simulation Results

In our simulations, we adopted MIMO-ACO-OFDM modulation, and considered
the receiving method adopted in the imaging diversity optical MIMO model. The
receiver uses zero-forcing (ZF) detection algorithm without special emphasis in
this paper. The simulation parameters are shown in Table 2. The comparison of
BER performance in the same imaging state under different channel condition
number is analyzed by taking the case of the Fig. 6 image intersection. The Fig. 7
shows that BER performance in the same imaging state and compared to non-
imaging MIMO system. The comparison of BER performance in the different
imaging state is analyzed by taking the case of the Fig. 8 image intersection.

As shown in Fig. 6, as the channel condition number decreases, i.e., the
channel spatial correlation weakens, the BER of the imaging system gradually
decreases. When the channel condition number drops to about 1, i.e., the chan-
nel spatial correlation is the weakest, the BER of the imaging system reaches
10−6 at 20 dB; and when the channel condition number is about 1, the BER
is basically close, the curve of every channel condition number basically over-
laps. As shown in Fig. 7, compared to non-imaging MIMO systems, the imaging
MIMO system achieves 12 dB gain at the same BER. It can be seen that the
imaging MIMO system has a weaker spatial correlation and a lower SNR at
the same BER due to signal-separated and energy harvesting based on area of
photoelectric converter.
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Furthermore, we also show BER versus SNR using different spreading states
with a, b, c1, c2, c3, and f in Table 1 as shown in Fig. 8. We can see that the
performances of I-MIMO system is much better than that of the non-imaging
MIMO system. In addition, the system adopting ZF can work properly. Thus, it
further validates the availability of the proposed I-MIMO system scheme under-
water.

Based on the simulation results in Fig. 9, we can see that I-MIMO based on
ZF can provide guarantee for the recovery of transmitted signal underwater. In
addition, the proposed system achieves a relatively high SNR when the channel
is relatively bad, which indicates that the system scheme uses imaging lens can
significantly reduce the disturbance between each other and separate signal.

SNR/dB
0 5 10 15 20 25

B
E

R

10-6

10-5

10-4

10-3

10-2

10-1

100

cond(H)=29.2939
cond(H)=8.9966
cond(H)=5.3904
cond(H)=3.8882
cond(H)=2.1949
cond(H)=1.5919
cond(H)=1.0834

Fig. 6. BER performance of differ-
ent channel conditions in intersecting
imaging MIMO system.
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Fig. 7. BER performance of differ-
ent channel conditions in intersect-
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As shown in Fig. 9, we compared the BER performance of the ZF, ML, SVD-
based precoding algorithms under state f, c1, c2. When the channel state infor-
mation is known to the transmitter, the channel characteristics can be matched
by using precoding technology to improve the system performance. [14] com-
bines the characteristics of indoor VLC channel and proposed the method based
on SVD precoding scheme to decrease spatial correlation. In this method, the
information data is transmitted through symbols mapping of a particular set of
symbols, to ensure that the precoded signal is non-negative signal. Then, make
the VLC MIMO system finish SVD to get independent parallel sub-channels
in order to eliminate inter-channel interference. After that, the paper considers
the minimum BER of the system as the goal and the limited power as the con-
straint condition, and solves the optimal power allocation matrix. And then each
signal of sub-channel after symbol mapping is precoded by the optimal power
allocation matrix, so that BER performance of each sub-channel are trend to be
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the same. The encoding algorithm to recover the transmitted symbol is adopted
after being shaped, finally obtain the transmitting information data by symbolic
inverse mapping.

All BER performances of ML algorithm are better than that of ZF when
spatial correlation of sub-channels are strong as Fig. 9 shows, i.e., channel condi-
tion number is bigger, since ML algorithm is optimal detection algorithm. And
when the spatial is becoming weaker and weaker, nearly close to 1, the BER
performance of ML algorithm is the same with ZF. Thus, we use power allo-
cation based on SVD to get average gain. We can see the performance of SVD
algorithm are better than ML when the spatial is bigger, but when the spa-
tial become weaker, the SVD-based procoding is worse, the spatial correlation
is about 1 at this moment. Furthermore, to decrease the spatial correlation of
sub-channels, we use the proposed precoding algorithm based on the receiving
end Euclidean distance to allocate power, since it do not make signal go through
clipping, the BER performance is better than SVD-based precoding algorithm.
The results show that the proposed algorithm improve the BER performance
about 5 dB under channel of c1, c2, f.

6 Conclusion

In this paper, the spatial correlation of underwater visible light imaging MIMO
communication under different LED positions was calculated. The BER per-
formance of underwater imaging MIMO-OFDM were studied. The BER per-
formance of non-imaging and imaging MIMO decreases as channel condition
number o decreases, and compared to non-imaging MIMO systems, the BER
of imaging MIMO system achieves 12 dB gain at the same BER under the
same channel. Furthermore, we used the proposed precoding matrix based on
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the Euclidean distance of receiving signal set to allocate power on each sub-
channel and achieves about 5 dB gain under the same channel at the same BER
compared to the SVD-based procoding algorithm. The proposed precoding algo-
rithm improve the BER performance of imaging MIMO system in underwater
VLC substantially.
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Abstract. The scheme design of data collection for Underwater Acoustic
Sensor Networks (UASNs) poses many challenges due to long propagation,
high mobility, limited bandwidth, multi-path and Doppler Effect. In this paper,
unlike the traditional underwater sensor network architecture (single sink or
multi-sink), we proposed a novel underwater sensor cloud system based on fog
computing in view of time-critical underwater applications. In such an archi-
tecture, fog nodes with great computation and storage capacity are responsible
for computing, dimension reduction and redundant removal for data collected
from physical sensor nodes, and then transfer the processed and compressed
data to surface center sink node. After that, the center sink sends the received
data from fog nodes to cloud computing center. In addition, in this paper we
present distance difference and waiting area-based routing protocol, called
DDWA. Finally, in comparison with RDBF, naive flooding and HH-VBF, we
conduct extensive simulations using NS-3 simulator to verify the effectiveness
and validity of the proposed data collection scheme in the context of the pro-
posed architecture.

Keywords: Underwater sensor network � Sensor cloud � Fog computing �
Routing protocol � NS-3 simulator

1 Introduction

Currently, underwater acoustic sensor networks (UASN) are widely used in coastline
surveillance and protection, ocean disaster prevention, pollution monitoring, military
defense, assisted navigation, marine aquatic environment monitoring, and resource
exploration, underwater multi-media applications, etc. However, underwater acoustic
sensor networks using acoustic signals as transmission media pose grand challenges,
such as slow propagation speed of acoustic signals, multi-path effect, noise, path loss
and Doppler spread, which result in high bit error rate, low data rate, energy constraint
and high mobility. Therefore, the data collection of terrestrial Ad hoc sensor networks
cannot be applied in underwater environments directly.

Contributions: firstly, we presented a novel fog computing based underwater sensor
cloud system architecture, and then we proposed data collection scheme in the context
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of the proposed underwater sensor cloud system; secondly, on the basis of the archi-
tecture of underwater sensor cloud, we design an efficient transmission protocol for
UASNs, DDWA, which makes routing decisions according to the difference between
the expected residual distance to fog nodes and the advancement distance of packets.
Finally, we conduct extensive simulations in comparison with RDBF, naive flooding
and HH-VBF routing protocol to verify the effectiveness and validity of the proposed
data scheme.

The rest of this paper is organized as follows: in Sect. 2, we review the related
works about data collection and routing protocols in UASNs. The architecture of
underwater sensor cloud system based on fog computing is presented in Sect. 3.
DDWA routing protocol is described in Sect. 4. Finally, we present the simulation
results in Sect. 5, followed by our conclusions in Sect. 6.

2 Related Works

The researches on sensor cloud mainly focus on terrestrial sensor network and IOT,
such as literatures [1–3]. Few researches on underwater sensor cloud is carried out. In
[4], the authors proposed an underwater sensor cloud architecture for underwater sensor
motes to collect, store and retrieve environmental data.

2.1 Data Collection Schemes for Underwater Sensor Networks

In [5], the authors proposed an underwater data collection scheme by means of
autonomous underwater vehicle, and an extend algorithm of variants of traveling
salesperson problem is designed to minimize travel time and fuel expenditure. In [6],
the authors proposed two mechanisms of selective relay cooperation and dynamic
network coded cooperation for underwater data collection to improve the data trans-
mission reliability. However, in the protocols, because destination node selects relay
node of the retransmission, the extra delay will inevitably be increased correspond-
ingly. In [7], the authors present an underwater application model for collecting data
from USNs with multiple mobile actors to get high temporal resolution capability. DP
Williams proposed an adaptive strategy for performing data collection with a sonar-
equipped autonomous underwater vehicle [8], where AUV route is adapted to prevent
portions of the mission area from being either characterized by poor image quality or
obscured by shadows caused by sand ripples. I Vasilescu, etc. proposed an underwater
data collection scheme by the cooperation between mobile nodes and static nodes [9],
the mobile nodes collect data from static nodes using high-speed optical communi-
cation. However, the underwater optical communication is applicable for short range
transmission. N Ilyas, etc. proposed an AUV-aided efficient data gathering scheme
where AUV gathers data from gateways for reliable data delivery, and a shortest path
tree algorithm is used to minimize energy consumption [10]. Ghoreyshi S M, ect.
proposed Cluster-based AUV-aided Data Collection scheme (CADC) for large-scale
UWSNs, where AUV gather data from cluster head according to the planed path [11].
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2.2 Underwater Routing

The routing protocols designed for terrestrial sensor networks can not work properly in
underwater acoustic sensor networks due to the long propagation delay, high mobility,
limited bandwidth, energy-constraint and high manufacture and deployment costs. In
UASNs, routing protocols can mainly be classified into location-based routing,
location-free routing, auxiliary equipment-based routing and cross-layer design routing.
Location based routing can be classified into three-dimension based routing and depth-
based routing. Three-dimension location-based includes HHVBF [12], RDBF [13] and
so on. Depth-based routing includes VARP [14], WDFAD-DBR [15], GEDAR [16]
and so on. Location-free routing is classified into clustering routing and beacon-based
routing.

3 Data Collection Scheme for Underwater Sensor Cloud
System

3.1 Architecture of Underwater Sensor Cloud System Based on Fog
Computing

We design an architecture of underwater sensor cloud system based on fog computing,
as shown in Fig. 1. The architecture consists of four layers: physical sensor layer, fog
layer, sink layer and cloud layer. The communication process of the architecture is as
follows: the nodes in the physical layer which are equipped with acoustic antenna has
limited storage and computation capacity. Such nodes are usually fixed at the bottom of
ocean by anchored mode or float at certain depth position by buoys. They only sense
underwater data and are responsible for sending the collected information to the cor-
responding fog node by means of acoustic link according to the certain routing policy.
Fog nodes in fog layer are provided with strong computation and storage capacity
compared with nodes in the physical layer, which are usually AUVs or mobile nodes.
There are some fog nodes in an underwater sensor network, each of which is
responsible for the local data processing of a designated area based on principle of
proximity. Fog nodes implement local computation over the received data from the
physical nodes to discard useless data, dimension reduction or extract key information
and so on. According to the final computing results, fog nodes decide the data delivery
mode of delay requirements. For delay-insensitive data or application, the computing
results are carried by mobile fog nodes. When fog nodes reach surface, they deliver the
data to surface sink node in sink layer. For delay-sensitive data, the data computed by
fog nodes shall be transmitted to the surface sink nodes by other above-level fog nodes
in multi-hop mode. For example, environment pollution event is found after data
analysis is made. This is due to the fact that the movement speed of AUVs cannot
guarantee the delay requirement. AUVs or other mobile nodes are equipped with both
acoustic antenna and radio antenna. Acoustic antenna is responsible for underwater
communication with physical nodes or other fog nodes and radio antenna is responsible
for the land communication with surface sink nodes. Nodes in sink layer receive the
processed data from fog node. After data fusion operation, sink node transmit the fused
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data to cloud computing center by radio signals. In traditional underwater sensor
network architecture, the surface sinks are responsible for not only all the raw data
reception but also data transmission to control center. In this case, the loss of some
packet maybe take place because sink node cannot receive many packets at the same
time due to the reception delay. However, in the proposed architecture of sensor cloud
system based on fog computing, the surface sink nodes only received the processed
data from AUVs, which can relieve the burden of data reception. Most of important,
fog nodes can coordinate each other to schedule the data transmission of each fog
nodes. When AUVs rise to surface, they can negotiate the detailed schedule policy by
radio communication. The detailed schedule algorithm is out of the limit of this paper.
Such the scheduling mechanism can avoid data reception loss. Cloud computing center
in cloud layer is responsible for data storage or the complicated computation of data.

3.2 Management Area of Fog Node

Each fog node is responsible for data collection, local computation and local storage.
Let the three-dimension size of underwater sensor network deployment area be L �
L � L and the number of fog node be M. The underwater network deployment area is
divided into M sub-areas, and each sub-area is managed by a designated fog node. Let
FNi be the ith fog node and Areai be the ith sub-area. FNi is responsible for the
management of Areai, including data collection, local storage and storage computation
and so on. The range of the ith sub-area is confined to ½0; 0; ði� 1Þ � L=M��
½L;L; i � L=M�. Each of fog node moves along a circle trajectory and make certain
sojourn at designated location for some time to collect data from nodes in the corre-
sponding sub-area. Let the center of the lowest plane of deployment area be coordinate
origin (0, 0), and then the equation of circle trajectory of the fog node in the ith sub-area
is as followed:

ðx� L=2Þ2 þðy� L=2Þ2 ¼ ð
ffiffiffi

2
p

L=2Þ2
Z ¼ L � 2=Mþði� 1Þ � L=M ð1Þ

Fig. 1. Architecture of underwater sensor cloud system based on fog computing.
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By the partition mode, the trajectory curve is divided into two parts equally in the
horizontal and vertical directions so that all the nodes in the sub-area can transmit data
to the corresponding fog in the least hop number.

4 DDWA Routing Protocol

In this section, we present DDWA routing protocol. For convenience, we define some
symbols used in this paper. Symbol R denotes the transmission range of nodes if not
specified. Symbol �k k denotes Euclidean norm. Symbol q denotes node density and
vsound denotes the propagation speed of packets in water. Lsize and vsend denote the size
of a packet and the transmission rate of modems.

Definition 1 (expected residual distance, ERD for short in the paper) ERD of a
packet is defined as follows: when a packet reaches node A, and the coordinates of
node A and the designated fog node are POSAðxA; yA; zAÞ and POSDðxD; yD; zDÞ,
respectively, then ERD of the packet at POSA is POSD � POSAk k.

Definition 2 (advancement distance, AD for short in the paper) AD of a packet
is defined as follows: when a packet is forwarded from nodes A to B, and the coor-
dinates of nodes A and B are POSAðxA; yA; zAÞ and POSBðxB; yB; zBÞ, respectively, then
AD of the packet from nodes A to B is POSB � POSAk k.

Definition 3 (valid forwarding region, VFR for short in the paper) VFR of a
packet is defined as follows: node A receives a packet forwarded by last hop for-
warding node, and the coordinates of node A and fog node are POSAðxA; yA; zAÞ and
POSDðxD; yD; zDÞ, respectively. VFR of the packet at POSA is the area fsðx; y; zÞ
j s� posAk k�R g\ ftðx; y; zÞ t � posDk k� posA � posDk kg.

Definition 4 (waiting area and suppressing area, WA and SA for short in the
paper) WA of a node is defined as follows: when a node receives a packet forwarded
by previous hop node, WA of the packet is the area where nodes have higher for-
warding priority than the node. Contrary to WA, SA of the packet is the area where
nodes have lower forwarding priority than the node.

4.1 Description of WA and SA

Here forwarding priority is related to the forwarding policy. In this paper, forwarding
priorities are determined based on the difference between ERD and AD. The smaller the
difference between ERD and AD is, the higher forwarding priority is. According to
definitions 3 and 4, WA and SA are a part of VFR for the same node. As shown in
Fig. 2, node S sends a packet to Fog node. Area S1 is the VFR of the packet. Because
node A is within area S1, it becomes the next hop qualified forwarding node. When the
packet reaches node A, node A gets the coordinate of previous hop forwarding node S,
which is embedded in the packet. Node A judges whether it is located withinVFR of the
packet according to the coordinates of S, A and Fog node. Since A is closer to fog node
than S, namely they are located in VFR of the packet, it considers itself as a qualified
candidate to forward the packet. On the contrary, node E just simply discards the packet
because it is not located within the VFR of the packet. Due to space constraints, the
computation processes of WA and SA are not given in detail in this paper.
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4.2 Compute Holding Time

A node schedules the packet forwarding according to holding time so as to reduce the
number of forwarding nodes. When a node receives a packet, it calculates the holding
time of the packet based on AD and ERD of the packet.

When node S forward a packet for the Fog node, if node F within the VFR of the
packet receives the packet. The coordinates of Nodes S, F and Fog node are
CS ¼ ½xS; yS; zS�, CF ¼ ½xF ; yF ; zF � and CD ¼ ½xD; yD; zD�, respectively. Node computes
the holding time of the packet according to formula (2).

Tholding ¼ aTDelay þ bR=vsound þðR� ADFÞ=vsound ð2Þ

where a is expressed as a ¼ ðERDF�ADFÞ�½ð CD�CSk k�RÞ�R�
CD�CSk k�½ð CD�CSk k�RÞ�R� ¼ ðERDF�ADFÞ�ð CD�CSk k�2RÞ

2R .

CD � CSk k is the maximum value of the difference between ERD and AD;
ð CD � CSk k � RÞ � R is the minimum value of the difference between ERD and AD.
TDelay is the predefined maximum waiting time, which is expressed as Inf fTDelayg ¼
q� VVFRd e � Lsize=vsend , where VVFR denotes the volume of VFR of the packet.
q� VVFRd e denotes the expected number of nodes within VFR of a packet.
q� VVFRd e � Lsize=vsend denotes the sum of expected time which all nodes within VFR
spend on forwarding the received packet from previous hop.

In the second item of the right-hand side in Eq. (2), vsound is the propagation speed
in the water. Because the propagation speed of underwater acoustic signal varies with
underwater pressure, temperature and salinity, we make use of linear interpolation
method to calculate the propagation speed according to the depths of the start point and
end point of acoustic signal propagation. b is a coefficient within in [0, 1], which is
expressed as Eq. (3):

Fig. 2. Overview of DDWA.
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b ¼
X

1

k¼1

ðR
V
qdVÞk

k!
exp

�
R

VWA

qdV

¼ 1� exp
�
R

VWA

qdV

ð3Þ

where VWA is the volume of WA. V is divided into a great number of small virtual
cubes with Binomial probability distribution for the occupancy of a node. Assuming
the number of the cube is large and Poisson distribution approximates to Binomial
distribution. According to Eq. (3), b is the probability that at least one node exists in
region VWA.

The third item of the right-hand side in Eq. (2) is the maximum difference between
the time when a packet reaches the current node and the time when the packet reaches
the nodes in WA of the current node.

The first item of the right-hand side Eq. (2) is the delay caused by transmissions,
and the second and third items are the waiting delay caused by propagation of acoustic
signals in water.

5 Performance Evaluation

5.1 Simulation Setup

In simulation, we use NS-3 simulation tool, a discrete event simulator, to evaluate the
performance of proposed data gather scheme, namely the DDWA routing protocol in
the architecture of underwater sensor cloud system based on fog computing. For
simplicity, Table 1 summarizes the main parameters setup in the simulation.

Performance metrics include packet delivery ratio (PDR), end-to-end delay and
energy tax.

Table 1. Parameter setup

Parameter Value

Sending energy 50 W, default in NS-3
Receiving energy or idle state 158 mW, default in NS-3
R 2 km
Data rate 16 kbps
Node number 200–500, randomly generate network topology
Deployment region 3D area of (10 km)3

Fog node number 5
Movement model RandomWalk 2D Mobility Model
Source node Randomly deploy at the depth of 10 km
Sink location At the center of the surface
Packet generation model 1 packet per 5 s, Poisson distribution,
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5.2 Performance Comparison and Analysis

We evaluate DDWA routing algorithm in the context of the proposed fog computing
based sensor cloud system architecture against HH-VBF [12], RDBF [13], Flooding in
the single-sink network architecture in terms of average PDR, average energy tax,
average end-to-end delay.

5.2.1 PDR Comparison
PDR comparison is shown as Fig. 3(a). In the proposed fog computing based under-
water sensor cloud system architecture, PDR outperforms the other routing protocol
mainly due to the following reasons: the data collected by fog node make local pro-
cessing so that the amount of transmission can be reduced effectively at the surface sink
node. In the simulation process, we found that when more than one packet reach sink
node in other three protocols, part of packets have to be lost due to the limited processing
capacity. However, in the proposed architecture in this paper, in most cases the final
delivery to surface sink node is completed by fog nodes visa task scheduling mode, thus
avoiding packet loss. Finally, the characteristic of DDWA routing algorithm compared
with other 3 routing protocols can also contribute to the PDR improvement, the detailed
analysis is as below. On the one hand, DDWA can assign different forwarding priorities
for node with the same distance to destination. Therefore, in dense networks, DDWA
can reduce the number of forwarding nodes effectively compared with RDBF, thus
decreasing the collision probability at receivers. On the other hand, the larger AD will
result in the higher forwarding probability in next hop. This is because the larger AD
will result in the larger valid forwarding area of next hop. The valid forwarding node is
referred as to the area with no overlapping the previous hop forwarding area. In over-
lapping area, a part isWA and the rest part is the SA. According to forwarding policy of
DDWA, a node can forward the received packets only when there are no forwarding
nodes. And nodes in SA will never become qualified forwarding ones in the next
hop. Therefore, using AD as a routing parameter to select nodes with the larger valid
forwarding area as qualified forwarding nodes, DDWA can improve PDR, especially in
sparse networks. In HH-VBF, nodes in routing pipe become qualified forwarding nodes,
which results in the increase of forwarding nodes. The more forwarding nodes are, the

Fig. 3. Performance comparison among algorithms
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higher the collision probability is, especially in dense networks. However, in DDWA,
only nodes in VFR have qualification in forwarding packets, thus reducing the number
of forwarding nodes.

5.2.2 Energy Tax Comparison
Energy tax comparison is shown as Fig. 3(b). In the proposed architecture, the fog
node in each sub-area is responsible for local storage and local computation for col-
lected data from the designated area. For delay-sensitive data, the processed data are
transmitted to surface sink by multi-hop. For delay-insensitive data, the mobile fog
node carries them to surface and then deliver to the sink node. Because the local
processed data can be reduced in amount, the corresponding energy consumption can
be decreased. Finally, the characteristic of DDWA routing algorithm compared with
other 3 routing protocols can also contribute to the energy efficiency performance
improvement, the detailed analysis is as below. It can be seen from Fig. 3(b) that
DDWA and RDBF are lower in energy tax than HH-VBF. It is because the forwarding
range of packets is confined within the routing pipe, which is larger than DDWA and
RDBF. Therefore, the number of forwarding nodes in every hop will be more than that
of the other two, thus increasing energy tax. DDWA considers not only ERD but also
AD while making routing decision. However, RDBF only considers ERD. In this way,
nodes with the same ERD in RDBF have the same priority for forwarding, which will
be forwarded the same packet at the same time. But in DDWA, nodes with same ERD
have not necessarily the same priority for forwarding since AD is also used as a
parameter of holding time of packets except ERD.

5.2.3 End-to-End Delay Comparison
End-to-end delay comparison is shown as Fig. 3(c). In the proposed network archi-
tecture, the sensed data is processed by computation, redundant data removal and so
on, therefore the amount of data is reduced so as to the decrease the end-to-end delay.
In addition, the processed data with delay requirement are transmitted by AUVs
directly from lower to upper instead of other relay nodes or AUV carrying modes, the
holding time of packets and the movement delay of reaching surface are also avoided,
which contribute to the reduction of end-to-end delay. Finally, the characteristic of
DDWA routing algorithm compared with other 3 routing protocols can also contribute
to the delay performance improvement, the detailed analysis is as below. In DDWA
TDelay is calculated according to the expected number of nodes in VFR and transmis-
sion rate of packets to guarantee that every node in VFR can complete the transmission
of held packets. But in HH-VBF, TDelay is a predefined waiting time which is com-
monly above a maximum point-to-point propagation delay, thus increasing the holding
time of packets. It can be seen from Fig. 3(c) that DDWA is about 5 s lower than
RDBF in end-to-end delay. It is due to the fact that RDBF only considers ERD in
routing decision process. However, not only ERD but also AD are considered by
DDWA at the same time.
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6 Conclusions

This paper proposed a novel fog computing based underwater sensor cloud system
architecture to relieve the burden of surface sink nodes and communication bandwidth
overhead, thus reducing communication delay and network energy consumption. On
the basis of the architecture, we present data collection scheme for time-critical and
delay-insensitive application. In order to improve the routing performance of UASNs,
we presented a reliable and energy-efficient routing protocol, DDWA. DDWA makes
routing decision according to the expected residual distance to destination, advance-
ment distance and node density, which make a tradeoff between waiting time and
energy. Energy tax and end-to-end delay are reduced while guaranteeing the reliability
of transmissions.
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Abstract. Fog computing is a conceptual extension of cloud comput-
ing. This paper firstly compares the differences and connections between
cloud computing and fog computing. Subsequently, a comprehensive
analysis of the top journals and conferences related to fog computing
in the past five years and 876 articles on WoS search were conducted.
Finally, based on the basic structure of fog calculation, the current
research status and challenges are also provided.

Keywords: Cloud computing · Fog computing

1 Introduction

According to a commission report from the Fog World Congress, by 2022, the
global fog computing market will exceed $180 billion. Fog computing related
technologies will focus on agriculture, data centers, energy and utilities, health,
industrial, military, retail, smart buildings, smart cities, smart homes, trans-
portation and wearables, etc. [1]. Different from cloud computing, fog comput-
ing is a new generation of distributed computing, with better “decentralization”
characteristics, which can be applied to networked cars, drones, autonomous
driving, online games, video transmission, industrial control systems and Smart
city management requires industries with low latency, high transmission rate,
and high security.

As a data-generating infrastructure, the network sensor process has exploded.
The International Data Corporation (IDC) report indicates that the number of
sensors connected globally will exceed 30 billion in 2020, and the number of con-
nected devices will increase from 50 billion to 1 trillion. These include 500 million
sensors in the US factories, 212 billion available sensors, 110 million connected
cars with 5.5 billion sensors, and 1.2 million connected homes with 200 million
sensors [2]. The resulting demands include low latency, location awareness, a
wider geographical distribution, adaptability to mobility applications, etc., and
the development of fog computing technology supporting more edge nodes has
unprecedented opportunities and challenges. Fog computing centralizes data to
c© Springer Nature Switzerland AG 2019
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process data and apply on devices at the edge of the network, rather than keep-
ing them almost entirely in the cloud like cloud computing. The storage and
processing of data depends more on the local device than on the server.

The rest of this paper is organized as follows. Section 2 briefly reviews the
related concepts of fog computing. Section 3 investigates relevant articles and
analysis the state of the fog computing research. After describes a typical fog
computing structure in Sect. 4, the research states and challenges are provided
in Sect. 5. Section 6 finalizes the paper with conclusions and the future work.

2 Related Concepts of Fog Computing

2.1 Cloud Computing

When it comes to cloud computing, you have to say “cloud”, witch is actually a
group of computers. They are interconnected through network connections, and
the number of these computers is usually large. There is no specific type device,
and it can be a personal computer, which is a web server to provide services to
a wide range of users [3].

In the big data era, almost everyone has a certain understanding of cloud
computing. In our daily life, cloud computing is everywhere. So what is cloud
computing? According to the National Institute of Standards and Technology
(NIST) definition [4]: Cloud computing is a pay-as-you-go model that provides
usable, convenient, and on-demand network access. These patterns go into a con-
figurable pool of computing resources (including networks, applications, storage,
services, servers, etc.), and they can be managed with little or no interaction
with the service provider. Generally speaking, “cloud” is equivalent to the net-
work, the Internet. We collect a lot of resources in the cloud, and then use these
resources in the cloud to calculate is called cloud computing.

Cloud computing is mainly to solve computing problems and storage prob-
lems, while the storage of data resources is in the hands of individuals. Even if
cloud computing implements a privacy policy for users other than data owners,
it must be mentioned that these data are for private companies that have data.
In this case, it is completely open. If a private enterprise disregards moral laws
for its own sake, the consequences are unimaginable (Fig. 1).

2.2 Fog Computing

Fog computing provides computing, storage, and networking services between
end devices and data centers, and is described as a highly virtualized platform.
Similar to cloud computing, fog computing provides storage, computing, data,
and application services to customers, who is to perform task processing at the
end close to the data source [5,6]. The fog computing combines the advantages of
cloud computing and client computing. It utilizes cloud services as the main real
resource sharing aspect, and fully utilizes the computing functions of personal
computer. The fog computing mainly has the following characteristics [7]:
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Fig. 1. Different deployments of cloud computing and fog computing

(1) Low delay at the edge of the net

At present, with the Internet of Things develops rapidly, the requirements
of users are gradually increasing. For example, online games require system to
update in real time, which has extremely high requirements for delay.

(2) Widely distributed geographical location

While cloud computing is calculated by bringing resources together, the fog
computing is in stark contrast to that in geographical distribution, which is more
effective in meeting our daily needs.

(3) Huge number of nodes

Fog computing has a large number of network nodes, which are widely used
in daily life. For example, the camera monitoring environment around us needs
to have a large number of network nodes, which can be realized through a large-
scale sensor network.

(4) The leading role of wireless access

In cloud computing, our device signals need to be processed through the
cloud, but this is not needed for fog computing. It allows our devices to com-
municate directly, so its mobile performance is very strong without computing
through the cloud.

(5) Real-time analysis and near source control

Fog computing supports real-time interaction and online cloud analysis to
meet user needs.

(6) Heterogeneity

In practical applications, fog computing supports a wide variety of heteroge-
neous hardware and software devices in a variety of environments with a variety
of factors [6].
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2.3 Differences Among Cloud Computing and Fog Computing

Fog computing is an extension of cloud computing so that they have many sim-
ilarities in processing problems, and the methods used in the specific processing
of data have their own advantages and disadvantages. Therefore, in actual appli-
cation, it should be judged according to different situations.

From the Table 1, we can understand the distinction between the both more
intuitively.

Table 1. Distinctions features of the cloud computing and fog computing.

Features Fog computing Cloud computing

Service node location Between source and center Cloud data center

Number of service nodes Very large Few

Amount of users 10,000,000-100,000,000 Tens of billions

Delay Few High

Bandwidth requirement Less bandwidth Larger bandwidth

Mobility support Support Limited

Service type Limited local Global

Target users Mobile app Ordinary internet application

Fig. 2. Proportion of the articles in each direction in computer science

3 Relevant Articles Analysis

In order to investigate the existing research in fog computing, we analyse the
top conferences and journals in every research directions of computer science as
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show in Table 2 and Fig. 2. We also conduct a further analysis on the 876 related
articles querying from WoS. The result has been shown in Fig. 3.

Table 2. Top conference and Top journal articles related to Fog computing

Title Type #no. Ratio

IEEE Transactions on Computers Journal 1 4.5

International Symposium on Computer Architecture and
High Performance Computing Workshops

Conference 3 13.6

International Symposium on Computer Architecture Conference 3 13.6

Euromicro International Conference on Parallel Conference 1 4.5

IEEE Transactions on Mobile Computing Journal 4 18

IEEE International Conference on Computer
Communications

Conference 3 13.6

IEEE Transactions on Dependable and Secure Computing Journal 1 4.5

International Conference on Software Engineering Conference 2 9

IEEE Transactions on Image Processing Journal 1 4.5

ACM Conference on Human Factors in Computing Systems Journal 2 9

ACM International Conference on Ubiquitous Computing Conference 1 4.5

Fig. 3. The number of related articles indexed of WOS

From Table 2, we can see the top journal IEEE Transactions on Mobile Com-
puting published the largest number of articles in the past 5 years. Twelve
publications has published 22 articles. We also can see that the field of Com-
puter Architecture/Parallel and Distributed Computing/Storage Systems has
published 36% of the total top papers, as shown in Fig. 2. The IEEE ACCESS
published more than 100 papers, which is the largest number of papers in this
filed, as shown in Fig. 3.
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4 Fog Computing Structure

The architecture of the fog computing can be divided into the following five
layers [8], as shown in Fig. 4.

(1) End user layer

The so-called terminal refers to the terminal device composed of the user’s
mobile phone, computer, etc. This layer of equipment is not only similar to
mobile devices such as mobile phones and computers, but also includes fixed
devices such as street lights, cameras, and road sensors. In this layer, both the
generation of the task and the return of the processing result are received.

(2) Access network layer

The network equipment of this layer is mainly a wireless network device,
and some auxiliary devices are wired networks. After the terminal user layer
generates a task, the next access layer operates to send the task information to
the corresponding fog node through the access network layer. It also contains
many corresponding rules. This layer includes wireless access networks such as
Wi-Fi, 5G and wired LAN, because the underlying devices not only have wireless
devices but also wired devices.

Fig. 4. The logical layers of the fog computing
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(3) Fog layer

The core of the fog computing is the layer of fog layer, which is placed in the
fog layer with high-intensity computing and storage devices close to the user.
Because it is close to the user, the fog node can greatly reduce the delay of
the traditional cloud computing, and can also support user mobility. According
to the deployment location and function, fog nodes can be divided into three
categories

a. Fog edge node: The fog node closest to the end user layer is composed
of an intelligent gateway, a border router, which has computing, storage,
communication and other functions.

b. Fog let: The micro-mist acts as an intermediate device, such as pre-
processing, which is located between the fog edge node and the fog server.

c. Fog server: Strong computing power and large storage space can enable it
handle more requests and connect to the remote transport center.

(4) Core network layer

This layer is mostly a multi-hop wired network, which mainly sends some
tasks beyond the fog layer computing and storage capabilities to the cloud data
center.

(5) Cloud layer

The “cloud” is generally far from the ground. The cloud layer here is the
remote data center, and the server in the cloud layer has more computing power
and storage capacity than the server in the fog layer. In order to make the virtual
machine move between cloud servers to achieve maximum execution efficiency,
the servers here are also connected to each other.

5 Research States and Challenges

In 2011, Cisco proposed the fog computing, and then made a relevant definition.
Since then, the fog computing has appeared in everyone’s field of vision, which
attracts more and more attention of industry, academe and government.

(1) Research on characteristics of the computing of fog

Since the concept of fog computing was proposed, many people are still very
strange to it. The introduction and interpretation of fog computing is something
that many scholars nowadays relish. Zhu introduced fog computing in [9], and
describes its characteristics, and looks forward to its future development. And
then, Peng et al. [10] proposed a scheme for wireless network access in fog com-
puting, and introduced the F-RAN architecture in detail, mainly by reducing
the burden on the front line by making full use of local radio signals. Interfer-
ence problems are also described in this document and solutions are proposed. In
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2018, Mahmud et al. [11] analyzed the challenges faced by fog computing, inte-
grated the development data of current fog computing, summarized the current
development characteristics. Finally, they pointed out the current development
status of fog computing, and clarified the computing of fog.

(2) Research on the problem of time delay

Time delay is an important indicator to judge whether the network environ-
ment is excellent. The fog computing has the advantage of low latency compared
with cloud computing. Researchers have also been exploring from the direction
of reducing the delay. In 2016, Dastjerdi et al. [12] interpret the delay. Masri,
W. et al. [13] pointed out in 2017 that the adjacent fogs communicate with each
other to improve the processing speed (F2F), so that the overall operation delay
is reduced. Smart cities require high computational delays and need real-time
location refresh. Their research uses VFC models to reduce response time and
latency.

(3) Research on fog computing framework

As a system-level architecture, fog computing can provide a series of services
including computing and storage. Currently, fog computing has not developed for
a long time, and the technology is not mature. It requires a common framework
for development and mutual implementation of different platforms. In 2018, Sood
et al. [14] proposed a comprehensive framework for student stress testing, which
is mainly used to collect and analyze student stress information data in specific
scenarios. Liu et al. introduced the related concepts of fog computing in 2017,
explained the delayed resource allocation framework in detail, and proposed
some related application extensions [15]. Due to the low delay, fog computing
will be widely used in the medical field. The development of medical testing is
in urgent need of a complete framework.

(4) Research on security of fog computing

The most important thing in the big data age is the security issue, which is
the direction that many scholars are committed to research. The data in the fog
computing does not need to be transmitted to the cloud, but it does not mean
that the data can be secured. In this regard, Sood et al. [16] proposed a network
security framework for identifying malicious edge devices in fog for data security
of fog computing edge devices, and successfully verified that this framework can
clearly identify malicious devices to reduce the risk of data.

6 Conclusion

Cloud computing technology has developed rapidly, but it has its shortcomings.
Through simple understanding of fog computing, fog computing supplements
some of the shortcomings of cloud computing. When faced with massive data,
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we should use fog computing properly, because the technology of fog computing
is not mature. We need to ensure the efficiency of the algorithm, not only to
ensure the robustness of the algorithm. Fog computing may provide an urgent
solution to conquered problem of processing big data.
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Abstract. Space-based Internet of Things (S-IoT) is an important way to
realize the real interconnection of all things because of its global coverage,
infrastructure independence and strong resistance to destruction. In the S-IoT, a
large amount of sensory data needs to be transmitted through a space-based
information network with severely limited resources, which poses a great
challenge to data collection. Therefore, this paper proposes an approximate data
collection algorithm for the S-IoT, namely the sampling-reconstruction
(SR) algorithm. The SR algorithm only collects the sensory data of some
nodes, and then reconstructs the unacquired sensory data by leveraging the
spatio-temporal correlation between sensory data, thereby reducing the amount
of data that needs to be transmitted. We evaluated the performance of SR
algorithm using real weather data set. The experimental results show that the SR
algorithm can effectively reduce the amount of data collected under the condi-
tion of satisfying required data collection accuracy.

Keywords: Sensory data collection � Space-based Internet of Things �
Internet of Things � Spectral clustering � Spatio-temporal compressive sensing

1 Introduction

The goal of the Internet of Things (IoTs) is to connect everything. The ground IoT
mainly transmits information through terrestrial networks such as the Internet, mobile
communication networks, and private networks. In this case, the range of the IoT
applications is limited due to the limitation of the coverage area of terrestrial networks.
For example, a large number of nodes are difficult to deploy and apply effectively in
areas without sufficient terrestrial infrastructures such as oceans, forests, and polar
regions. Space-based information networks have broad advantages such as global
coverage, infrastructure independence and strong resistance to destruction. Using
space-based information network as the network for IoT information transmission,
building a space-based Internet of Things (S-IoT) is an effective way to realize the real
interconnection of all things [1–4]. S-IoT has attracted lots of attention from industrials,
including Iridium, Orbcomm, Globalstar, Inmarsat, etc. Moreover, according to NSR’s
report, the revenues of S-IoT are expected to reach 1.7 billion dollars by 2020 [5].
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Data collection is the basis for S-IoT to implement various application services.
However, data collection in S-IoT faces huge challenges. On the one hand, the S-IoT
has a large amount of sensory data that needs to be transmitted. The space-based
information network covers a wide range, and a single satellite can usually cover
thousands of kilometers, providing data transmission services for a large number of
ground nodes. It is estimated that by 2025, the number of M2 M/IoT networks con-
nected by space-based information network will reach 5.96 million [6]. A large number
of nodes will generate a large amount of sensory data. On the other hand, although
space-based information networks are constantly evolving, compared with terrestrial
networks, there are still very few network nodes, and resources such as computing,
storage, communication, and energy are severely limited. In particular, due to the
asymmetric uplink and downlink bandwidth, massive sensory data will compete for
very limited uplink resources.

As shown in Fig. 1, the S-IoT needs to carry a large amount of sensory data of the
perception layer through the network layer where resources are severely restricted, and
provides support for the various application services in application layer, presenting an
obvious “slender waist” structure. Therefore, the S-IoT is difficult to achieve complete
and accurate data collection.

Although the amount of data that the S-IoT needs to collect is very large, there is a
strong correlation between the sensory data in both time and space dimensions, so there
is redundancy. This inspires us to design a data collection algorithm and reduce the
amount of data collected on the basis of satisfying users’ requirements for data
precision.

At present, we have not seen research related to approximate data collection in the
S-IoT. A large number of approximate data collection algorithms have been proposed

Space-based
Information Network

Perception Layer:
Massive nodes

Network Layer:
Seriously limited resources

Application Layer:
Various application services

IoVs WSNs Terminals

...

Intelligent 
Transportation

Environment 
Monitoring

Animal 
Protection

Disaster
Relief

Battlefield 
Communication ...

Fig. 1. The “slender waist” structure of the S-IoT.
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in terrestrial IoT and WSN [7]. These algorithms can be divided into three categories:
model-based algorithms [8, 9], compressed-sensing based algorithms [10, 11] and
query-driven algorithms [12, 13]. However, model-based algorithms and compressed-
sensing based algorithms have high requirements for the processing power of ground
nodes; query-driven algorithms are usually designed for specific types of queries, not
general data collection algorithms.

In this paper, we propose an approximate data collection algorithm for the S-IoT,
namely the sampling-reconstruction (SR) algorithm. The SR algorithm only collects the
sensory data of some nodes in each data collection cycle, and then reconstructs the
unacquired sensory data by using the spatio-temporal correlation between the data.
The SR algorithm mainly includes three stages: clustering, sampling and reconstruc-
tion. In each data collection cycle, the SR algorithm first clusters the ground nodes into
a series of clusters with strong spatial correlation. Subsequent sampling and recon-
struction are performed separately in each cluster. In the sampling phase, the SR
algorithm determines the sampling probability of the node based on the curvature
characteristics of historical sensory data in the time and space dimensions, and ran-
domly selects some nodes to collect data. In the reconstruction phase, the SR algorithm
uses the historical values of sensory data and the collected partial sensory data to
reconstruct the sensory data of unacquired nodes through the spatio-temporal com-
pressive sensing (ST-CS) technology.

We evaluated the performance of SR algorithm using real weather data set. The
experimental results show that the SR algorithm can effectively reduce the amount of
data collected under the condition of satisfying required data collection accuracy.

The rest of this paper is organized as follows: The second part describes the
problem scenario of approximate data collection in S-IoT. The third part elaborates the
SR algorithm proposed in this paper, including the overall framework of SR algorithm
and the process of clustering, sampling and reconstruction. The fourth part evaluates
the performance of SR algorithm and the fifth part gives the conclusion.

2 Problem Scenario

As shown in Fig. 2, in the sensory data collection of the S-IoT, a ground node first
transmits sensory data to a satellite node. The satellite node then sends the sensory data
to the data center via the ground station.

In a data collection task, ground nodes are distributed within a certain geographic
area. As shown in Fig. 3, the ground nodes in a data collection task are distributed in a
rectangular area, and the number of nodes is N. We establish a two-dimensional
coordinate system xOy with the lower left corner of the rectangular area as the origin.
Using the positioning device on the node, we can get the coordinate of each node. At
the moment t, the coordinate of node ni (i ¼ 1; � � � ;N) can be expressed as ðxiðtÞ; yiðtÞÞ
(xiðtÞ 2 ½0; xm�, yiðtÞ 2 ½0; ym�), in which xm, ym are the maximum values of the hori-
zontal and vertical coordinates of the rectangular area.

At the moment of data collection t0, the sensory data of node ni can be expressed as
diðt0Þ and sensory data in different data collection cycles can be represented as a series
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dið0Þ; diðTÞ; dið2TÞ; � � � ;

in which T is the data collection period. At t0, the collection of sensory data of all nodes
is fd1ðt0Þ; � � � ; dNðt0Þg.

In order to reduce the amount of data collected, the SR algorithm collects only the
sensory data of some nodes in each data collection cycle, and then reconstructs the
sensory data of unacquired nodes. At the moment of data collection t0, the number of
nodes collecting sensory data is MðM�NÞ, the reconstructed sensory data is
fd01ðt0Þ; � � � ; d0Nðt0Þg. Therefore, the sensory data collection ratio isM=N. We define the
data collection accuracy as

Sensory data collection

Data Center

Ground station

WSNsIoVs Terminals

Satellite nodes

Ground nodes

...

Fig. 2. The data collection of S-IoT.

Fig. 3. Ground nodes in a data collection task.
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A ¼ 1� 1
N

X

N

n¼1

d0nðt0Þ � dnðt0Þ
�

�

�

�

dnðt0Þj j þ a
;

in which a is a small positive number to avoid calculation error occurred when
dnðt0Þj j ¼ 0. The data collection accuracy is related to sampling methods, sampling
ratios, and reconstruction methods. The SR algorithm needs to reduce the sensory data
collection ratio under the condition of satisfying required data collection accuracy.

3 Sampling-Reconstruction Algorithm

The basic idea of the SR algorithm is to collect only part of the sensory data and
reconstruct the uncollected data in the data center by leveraging the spatio-temporal
correlation of sensory data. In this section, we first give the overall framework of SR
algorithm, and then elaborate the basic process of clustering, sampling and recon-
struction in SR algorithm.

3.1 Overview

The framework of SR algorithm for data collection is shown in Fig. 4. The SR algo-
rithm mainly includes three stages: clustering, sampling and reconstruction. In the
clustering stage, the SR algorithm uses the reconstructed sensory data from the his-
torical sensory data repository to cluster the ground nodes into a series of clusters with
strong spatial correlation. The sampling and reconstruction process is performed sep-
arately in each cluster. In the sampling stage, the SR algorithm first determines the node
that needs to report the sensory data, and then sends the sampling notices to the
sampled nodes, and finally the sampled nodes report the sensory data to the data center.
The transmission of sampling notices can make full use of the advantages of satellite
network broadcasting. In the reconstruction stage, the SR algorithm reconstructs the

Fig. 4. The framework of SR algorithm.
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sensory data of unacquired nodes based on the acquired sensory data by using the
temporal and spatial correlation between sensory data. The reconstructed sensory data
is stored in the historical sensory data repository for subsequent data collection and
application services.

3.2 Clustering

In the time dimension, the sensory data of a node is strongly correlated in a neighboring
time period TC. The value of TC is related to the type of sensory data. In the spatial
dimension, intuitively, there is a stronger correlation between the sensory data of
neighboring nodes than that of the distant nodes. However, it is not accurate to judge
the correlation of sensory data only through the distance between nodes, i.e. the
geographical position of nodes. For example, if one of two neighboring nodes is
located in the lawn and the other is in the woods, there will be a significant difference in
light intensity between them. Therefore, when we perform spatial correlation division,
in addition to the locations of nodes, we also consider the sensory data of nodes.

In order to divide the nodes into a series of clusters with strong spatial correlation,
we first cluster the nodes by using the reconstructed sensory data in the previous cycle.
The clustering algorithm is spectral clustering algorithm. At a certain data collection
moment t0, the clustering sample set is P ¼ p1; � � � ; pNf g, in which the sample points
pi ¼ xiðt0 � TÞ; yiðt0 � TÞ; d0iðt0 � TÞ� �

(i ¼ 1; � � � ;N). The process of node clustering
is shown in Algorithm 1, where K 0 is the dimension after dimensionality reduction, K is
the dimension after clustering, r is Gaussian kernel function; C1; � � � ;CK are the clusters
after clustering, Ck (k ¼ 1; � � � ;K) is the subset of P, Cki \Ckj ¼ ; (ki; kj ¼ 1; � � � ;K and
ki 6¼ kj), and C1 [C2 [ � � � [CK ¼ P. The algorithm uses the Ncut method.

Firstly, we construct adjacency matrix W using the full join method. The Gaussian
radial kernel RBF is used to calculate the weights between the sample points (line 2–7).
Secondly, the degree matrix D (line 9–12) and Laplacian matrix L (line 13) are con-
structed. Thirdly, we calculate the eigenvectors f1; � � � ; fK0 corresponding to the K 0

smallest eigenvalues of D�1=2LD�1=2 (line 14). Eigenvectors f1; � � � ; fK 0 constitute
matrix F(line 15) and feature matrix F� is produced through standardizing F by row
(line 17–22). Finally, we build a new sample set P0 after dimensionality reduction (line
24–27). P0 is further clustered by K-Means clustering algorithm to obtain the final
clusters C1; � � � ;CK (line 28).

Assuming the number of nodes in cluster Ck is Nk , then the sensory data of all
nodes in Ck at t0 and previous TC can be expressed as a L� Nk matrix

Dkðt0Þ ¼

dk1ðt0Þ dk2ðt0Þ � � � dkNk ðt0Þ
dk1ðt0 � TÞ dk2ðt0 � TÞ � � � dkNk ðt0 � TÞ

..

. ..
. . .

. ..
.

dk1ðt0 � ðL� 1ÞTÞ dk2ðt0 � ðL� 1ÞTÞ � � � dkNk ðt0 � ðL� 1ÞTÞ

2

6

6

6

4

3

7

7

7

5

;

in which, L ¼ TC=Tb cþ 1 is the number of data collection; k1; � � � ; kNk are the serial
numbers of the nodes in Ck . We call Dkðt0Þ as the sensory data matrix of Ck at t0.
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3.3 Sampling

When selecting the nodes that report sensory data, we use random sampling to ensure
that each node has the opportunity to report the data. In order to obtain higher data
collection accuracy under a certain number of sampling nodes, we assign different
sampling probability to each node.

Intuitively, if the sensory data of a node changes greatly in the recent period, or the
sensory data of a node is significantly different with neighboring nodes, the more the
sensory data needs to be reported and the sampling probability should be larger. We
use the curvature characteristics of sensory data in time and space dimensions to
characterize the above two features. Next we calculate the curvature of sensory data in
the time dimension and the spatial dimension respectively.

Time Dimension Curvature. In the time dimension, we firstly produce a interpolation
curve using the reconstructed sensory data at t0 � T and previous TC. We use the mean
value of curvatures of interpolation curve at each interpolation point (except for the two
endpoints) as the time dimension curvature. The reconstructed sensory data of niði ¼
k1; � � � ; kNk Þ in Ck at t0 � T and previous TC is shown in Table 1.

We perform interpolation in ½t0 � ðL� 1ÞT ; t0 � T � using the data in Table 1. The
interpolation method is cubic spline interpolation and natural boundary conditions are
adopted. The segmentation expression of the cubic spline interpolation function is

sðtÞ ¼ d0iðt0 � lTÞþ d0i ½t0 � lT ; t0 � ðl� 1ÞT � � 1
3
Ml þ 1

6
Ml�1

� �

hl

� �

ðt � t0 þ lTÞ

þ 1
2
Mlðt � t0 þ lTÞ2 þ 1

6hl
ðMl�1 �MlÞðt � t0 þ lTÞ3;

ðt 2 ½t0 � lT ; t0 � ðl� 1ÞT �; l ¼ L� 1; � � � ; 2Þ

in which

d0i ½t0 � lT ; t0 � ðl� 1ÞT� ¼ d0i ðt0�lTÞ�d0i ðt0�ðl�1ÞTÞ
ðt0�lTÞ�ðt0�ðl�1ÞTÞ ¼ d0iðt0�ðl�1ÞTÞ�d0i ðt0�lTÞ

T ;

hl ¼ ðt0 � ðl� 1ÞTÞ � ðt0 � lTÞ ¼ T;
Ml ¼ s00ðt0 � lTÞ l ¼ L� 1; � � � ; 1ð Þ:

According to natural boundary conditions, ML�1 ¼ 0, M1 ¼ 0. ML�2; � � � ;M2 can
be obtained through the following formula:

Table 1. The reconstructed sensory data of ni at t0 � T and previous TC

t t0 � ðL� 1ÞT t0 � ðL� 2ÞT … t0 � T
d0iðtÞ d0iðt0 � ðL� 1ÞTÞ d0iðt0 � ðL� 2ÞTÞ … d0iðt0 � TÞ
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2 kL�2

lL�3 2 kL�3

. .
. . .

. . .
.

l3 2 k3
l2 2

2

6

6

6

6

6

4

3

7

7

7

7

7

5

ML�2

ML�3

..

.

M3

M2

2

6

6

6

6

6

4

3

7

7

7

7

7

5

¼

dL�2

dL�3

..

.

d3
d2

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

in which

kl ¼ 1� ll;

ll ¼
hlþ 1

hlþ 1 þ hl
¼ 1

2
;

dl ¼ 6d0i ½t0 � ðlþ 1ÞT ; t0 � lT ; t0 � ðl� 1ÞT �

¼ 6
d0i ½t0 � ðlþ 1ÞT; t0 � lT � � d0i ½t0 � lT ; t0 � ðl� 1ÞT �

ðt0 � ðlþ 1ÞTÞ � ðt0 � ðl� 1ÞTÞ :

¼ 3
d0i ½t0 � lT ; t0 � ðl� 1ÞT � � d0i ½t0 � ðlþ 1ÞT ; t0 � lT �

T

The curvature of interpolation curve sðtÞ at t0 � lT (l ¼ L� 2; � � � ; 2) is

ciðt0 � lTÞ ¼ Mlj j
1þ s0ðt0 � lTÞð Þ2

	 
3
2

;

in which

s0ðt0 � lTÞ ¼ d0i ½t0 � lT ; t0 � ðl� 1ÞT � � 1
3
Ml þ 1

6
Ml�1

� �

hl:

Therefore, the mean value of curvatures of sðtÞ at t0 � ðL� 2ÞT; � � � ; t0 � 2T is

�ci ¼ 1
L� 3

X

L�2

l¼2

ciðt0 � lTÞ:

Spatial Dimension Curvature. In the spatial dimension, we use the Gaussian cur-
vature of interpolation surface at each node at t0 � T as spatial dimension curvature.
When the number of nodes is large, the overhead of two-dimensional interpolation is
large. Moreover, we only need to obtain the curvature characteristics. Therefore, we
estimate the curvature directly, which is similar to the curvature estimation of point-
based surface. We use a simple estimation method proposed in [14], namely the
Voronoi element method. Any other method that can accurately estimate the curvature
and meet the cost requirements can also be used. Data points in Ck can be represented
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as Pk ¼ pk1 ; � � � ; pkNk
n o

, where the data points pi ¼ xiðt0 � TÞ; yiðt0 � TÞ;ð d0iðt0 � TÞÞ
(i ¼ k1; � � � ; kNk ). For data point pi, the process of curvature estimation using the
Voronoi element method is as follows.

Estimating the Normal Vector. Firstly, we collect a possible neighbor set ~Ni ¼
pjj pi � pj

�

�

�

�\ri
� 

for pi, where ri [ 0 is a distance threshold. Assuming the elements

of ~Ni is pi1 ; � � � ; pim except for pi, then the covariance matrix of the neighbors of pi can
be expressed as

C ¼
pi1 � �pi
� � �

pim � �pi

2

4

3

5

T pi1 � �pi
� � �

pim � �pi

2

4

3

5;

in which �pi is the center of pi1 ; � � � ; pim . The eigenvector vmin corresponding to the
minimum eigenvalue kmin ofC can be used as a valid estimation of the normal vector ofpi.

Determine the Set of Neighbors. We project the points in ~Ni to the tangent plane of pi
and produce PðpiÞ. Then, we perform Delaunay triangulation for PðpiÞ and get a graph
Ti. The neighbor set of pi is Ni ¼ fpjjpj is the neighbor of pi in Tig.
Calculate Gaussian Curvature. Figure 5(a) is a triangular grid diagram composed by
pi and its neighbors. According to [15], the Gaussian curvature at pi can be estimated
by

kGðpiÞ ¼
2p�P#f

j¼1 hj
Amixed

where #f is the number of triangles including pi, hj is shown in Fig. 5(a), Amixed is
the area of the shaded portion in Fig. 5(a) and can be calculated according to the
method in Fig. 5(b).

Fig. 5. Gaussian curvature calculation.
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Therefore, the sampling probability of ni is

pi ¼ bð�ci þ kGðpiÞÞ

in which b is the sampling probability adjust parameter.

3.4 Reconstruction

If the sensory data exhibits an obvious low-rank structure (i.e. redundancy) and spa-
tiotemporal stability [16, 17], the ST-CS technology can effectively reconstruct the
sensory data.

For sensory data matrix Dkðt0Þ of Ck at t0, we define a L� Nk sampling indicator
matrix

Skðt0Þ ¼ siðtÞð ÞL�Nk
¼ 1 if diðtÞ in Dkðt0Þ been sampled

0 otherwise

�

;

which indicates whether a sensory data in Dkðt0Þ is sampled.
Assuming the reconstructed sensory data matrix is D̂kðt0Þ, then D̂kðt0Þ can be

expressed as the following form through singular value decomposition:

D̂kðt0Þ ¼ LR�:

Through theoretical derivations [16], the sensory data reconstruction problem is
translated into the following optimization problem:

min Skðt0Þ � ðLR�Þ � Dkðt0Þk k2F þ k Lk k2F þ R�k k2F
	 


þ Hðt0ÞLR�k k2F þ LR�Tk k2F
n o

;

where k is the Lagrange multiplier, �k k2F is the Frobenius (Euclidean) paradigm. Hðt0Þ
and T are space and time constraint matrices respectively, which are described later. By
adjusting k, L and R� can be estimated through this optimization problem, and then get
D̂kðt0Þ.

We first define adjacency matrix at time t0:

H0ðt0Þ ¼ ðh0i;jðt0ÞÞN�N ¼ 1 if ni and nj are neighbors at t0
0 otherwise

�

:

ni and nj are neighbors if their distance is less than a threshold d. Then

Hðt0Þ ¼ ðhi;jðt0ÞÞN�N ¼
0 if

PN
j¼1 h

0
i;jðt0Þ ¼ 0

1 else if i ¼ j

� h0i;jðt0Þ
PN

j¼1
h0i;jðt0Þ

otherwise

8

>

>

<

>

>

:

:

According to [18], we set T ¼ Toeplitzð0; 1;�2; 1ÞL�L, i.e.
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T ¼
1 �2 1 0
0 1 �2 1
0 0 1 �2
..
. . .

. . .
. . .

.

� � �
..
.

..

.

. .
.

2

6

6

6

6

4

3

7

7

7

7

5

L�L

:

4 Performance Evaluation

4.1 Experimental Scenario

In order to analyze the performance of the proposed SR algorithm, we tested SR
algorithm on a real data set. The data set used in the experiment is the hourly obser-
vation data of China ground meteorological station acquired from National Meteoro-
logical Information Center. We used temperature data of 145 meteorological stations in
Sichuan Province from 0:00 on March 21, 2019 to 13:00 on March 27, 2019. We
emulated collecting these data through SR algorithm.

4.2 Experimental Results and Analysis

The purpose of the SR algorithm is to obtain the high data collection accuracy by
collecting a small amount of data, so we mainly evaluate the data collection accuracy
and data collection ratio.

In SR algorithm, the number of clusters K will affect the performance of the
algorithm. We analyzed the influence of the number of clusters under different sam-
pling probability adjustment parameters b, as shown in Fig. 6. When K ¼ 1, it means
that clustering is not performed. It can be seen that number of clusters will greatly

Fig. 6. The impact of the number of clusters on the data collection accuracy.
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impact data collection accuracy. When K ¼ 3, the data collection accuracies are the
highest overall, which are 70.53%, 94.06% and 99.96% respectively. When K ¼ 5, the
data collection accuracy was 59.61%, 88.66% and 99.95% respectively, which are even
worse than not clustering (66.99%, 92.15 and 98.25% respectively). Therefore, in this
data collection task, it is appropriate to set the number of clusters as 3. In addition,
when b is small, the sampled nodes are less, then the number of clusters has a great
influence on the data collection accuracy; when b is large (for example b ¼ 1000),
there are many sampled nodes, the number of clusters has less influence on the data
collection accuracy.

When K ¼ 3, the clustering result is shown in Fig. 7. The different colors of the
points in the figure indicate that the points belong to different clusters. Figure 7(a) is
3D view and Fig. 7(b) is 2D view of x–y plane.

The SR algorithm needs to reduce the data collection ratio while satisfying required
data collection accuracy. Therefore, we count the minimum data collection ratio
required for different data collection accuracy under several cluster numbers, as shown
in Fig. 8. In general, SR algorithm can significantly reduce data collection ratio under
different data collection accuracy. The lower the data collection accuracy, the lower the
proportion of data that needs to be collected. This is because we only need a small
amount of data to achieve the required accuracy. Corresponding to Fig. 6, since the
data collection accuracy is the highest when K ¼ 3, under the same required data
collection accuracy, the data collection ratio is the smallest when K ¼ 3.

(a) (b)

Fig. 7. Clustering result (K ¼ 3).
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5 Conclusion

In S-IoT, massive sensory data and severely limited resources make the complete and
accurate data collection difficult to achieve. In this paper, an approximate data col-
lection algorithm, namely the SR algorithm, is proposed. By leveraging the spatio-
temporal correlation between sensory data, the SR algorithm only collects the sensory
data of some nodes in each data collection cycle, and then reconstructs the unacquired
sensory data in the data center, thereby reducing the data collection ratio. The exper-
imental results show that SR algorithm can greatly reduce the amount of data collected
under the condition of satisfying required data collection accuracy.
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Abstract. With the development of the Internet of Things (IoT) and
automobile industry in recent years, the Internet of Vehicle (IoV) has
become a future direction of automobile development. Due to the large
amount of vehicles, the opening of wireless media, the high-speed move-
ment of vehicles and the impact of the environment, it is inevitable to
produce abnormal data in IoVs including data tampering, loss, disorder
and so on. However, there are few systematic research results for outlier
detection of IoVs. The usability of the existing outlier detection schemes
and their performances are not yet evaluated. To this issue, we select six
applicable schemes and propose the outlier detection process for IoVs.
Then we evaluate the comparison performances of the proposed schemes
on real vehicle data collected by a Focus car.

Keywords: Internet of Things · Internet of vehicles · Abnormal data ·
Outlier detection · Comparison performance

1 Introduction

With the rapid development of modern automobile manufacturing technology,
sensor technology and wireless communication technology, new concept of driv-
ing has been constantly put forward and put into use gradually in recent years.
As an important area of the Internet of Things, the Internet of Vehicles plays
an increasingly important role in the intelligent transportation.

IoVs is an integrated intelligent decision system which utilizes on-board sen-
sor devices, wireless communication, vehicle navigation, intelligent terminals and
information processing system to achieve the bidirectional data interchange and
sharing between Vehicle to Internet (V2I), Vehicle to Vehicle (V2V), Vehicle to
Person (V2P) and Vehicle to Road Infrastructure (V2R) [1]. Vehicles can col-
lect various information of their environment, operation status and the relevant
data of neighboring vehicles by GPS, RFID, sensor, camera image processing
and other devices. These large amounts of vehicle information can be analyzed
and processed to calculate the best route for different vehicles, timely report
the traffic conditions and reasonably arrange the signal cycle [2]. Therefore, the
Internet of Vehicles can effectively alleviate traffic pressure and improve people’s
life travel.
c© Springer Nature Switzerland AG 2019
G. Wang et al. (Eds.): SpaCCS 2019 Workshops, LNCS 11637, pp. 185–196, 2019.
https://doi.org/10.1007/978-3-030-24900-7_15
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However, due to the wireless transmission media, the large amount of nodes,
the high-speed moving of the vehicles, the characteristics of roads and even the
interference of artificial information, the data collected by vehicle sensors are
easy to suffer the risk of modifying, falsifying and replacing, which may cause
serious harm to traffic security. If the distance information of the ahead vehicle
can not be collected correctly, traffic collision may be caused which can seriously
threaten the safety of the drivers and passengers. Therefore, outlier detection is
extremely important to ensure the reliability and accuracy of vehicle data.

As we know, there are few achievements for outlier detection of IoVs. The
current researches mainly diagnose abnormal vehicles considering the vehicle
communication aspect like packet loss. In view of the special routing protocols
of the Internet of Vehicles, Praba et al. in [3] provided a scheme using enhanced
Robust Ad-hoc On Demand Distance Vector (RAODV) protocol to detect abnor-
mal vehicles with the speed mutation, the registration time expiring, no message
exchanging with trusted vehicles, Road Side Unit (RSU) and Central Author-
ity (CA). The simulation results showed that the scheme had a high detection
rate, but there might be some problems such as lower message delivery rate,
increased routing overhead with the increasing of abnormal vehicles. Alheeti et
al. in [4] proposed an Artificial Neural Network (ANN) for outlier detection of
DoS attacks in the IoVs. Yang et al. in [5] put forward a trust management
mechanism based on Affinity Propagation (AP) clustering algorithm. Consider-
ing the constant changing of the topology structure in IoVs, abnormal vehicles
could be detected gradually in the process of continuous iteration of messages
by the dynamic AP clustering algorithm and mutual monitoring model.

There are lots of outlier detection achievements for traditional wireless sensor
networks. However, these schemes can not be used directly for outlier detection of
the IoVs due to its unique characteristics. In this paper, we first reform six exist-
ing outlier detection schemes for traditional wireless sensor networks to enable
them applicable for outlier detection of IoVs, and then evaluate the comparison
performances of these schemes to give an assistant reference of scheme selection
for outlier detection of IoVs. The main contributions of this paper are given as
follows.

– We select six outlier detection schemes and propose the process of how to use
them to detect outliers of IoVs. We first propose the parament learning for
constructing outlier detection models of these schemes using training data,
and then give the outlier detection process using the trained models.

– To evaluate the performance of proposed outlier detection schemes, we con-
duct a real dataset obtained by a Fucos car travelling on an expressway. We
first inject outliers to the dataset, then detect the artificial outliers using
those schemes and show their comparison performances for outlier detection
scheme selection reference of IoVs.

The rest of this paper is organized as follows. Section 2 proposes six outlier
detection schemes for IoVs. Section 3 evaluates the comparison performances of
the proposed outlier detection schemes. In Sect. 4 we conclude this paper.
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2 Outlier Detection Processes

In this section, we select six outlier detection schemes which are suitable for the
application scene of the IoVs, and then propose the detail processes of how to
detect outliers in IoVs.

2.1 Exponential Smoothing Scheme

The exponential smoothing scheme is a special weighted moving average method,
which gives a larger weight to the historical dataset that is nearer to the distance,
and gives a relatively small weight that is far away from the distance. The
exponential smoothing scheme can be divided into the one-time exponential
smoothing scheme, the quadratic exponential smoothing scheme and the triple
exponential smoothing scheme by the number of smoothing times [6].

One-Time Exponential Smoothing Scheme. Let X = {x1, · · · , xn} be set
of time series, the basic formula of one-time exponential smoothing scheme is

yt+1 = αxt + yt (1)

where yt+1 is the estimated value at time t + 1, and α is a smoothing coefficient
with 0 < α < 1.

Quadratic Exponential Smoothing Scheme. One-time exponential
smoothing is only suitable for the prediction of horizontal historical data, which
will produce a lot of errors when it is used for the prediction of historical data
with slope linear trend. For this issue, we can use the quadratic exponential
smoothing scheme which is expressed as

S
(2)
t = αS

(1)
t + (1 − α)S(2)

t−1 (2)

where S
(2)
t is the second exponential smoothing value of the first t period, S

(1)
t

is the first exponential smoothing value of the t period, and S
(2)
t−1 is the second

exponential smoothing value of the first t − 1 period. Then we can establish a
corresponding predictive mathematical model as

Ŷt+T = mt + nt · T (3)

in which {
mt = 2S

(1)
t − S2

t

nt = α
1−α

(
S
(1)
t − S

(2)
t

) (4)
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Triple Exponential Smoothing Scheme. The one-time and quadratic expo-
nential smoothing schemes are only suitable for linear time prediction. The triple
exponential smoothing scheme is required for the trend of the nonlinear change.
Similarly, the essence of the scheme is smoothed on the basis of the quadratic
exponential smoothing

S
(3)
t = αS

(2)
t + (1 − α)S(3)

t−1 (5)

The corresponding mathematical prediction model is

Ŷt+T = mt + nt · T + kt · T 2 (6)

in which ⎧⎪⎪⎨
⎪⎪⎩

mt = 3S
(1)
t − 3S

(2)
t + S3

t

nt = α
2(1−α)2

[
(6 − 5α)S(1)

t − 2(5 − 4α)S(2)
t + (4 − 3α)S3

t

]
kt = α2

2(1−α)2

[
S
(1)
t − 2S

(2)
t + S

(3)
t

] (7)

For outlier detection of IoVs with exponential smoothing scheme, we first
learn the smoothing coefficient of the model with history training data, and
then use the trained model calculate the predicted value Y . If the deviation
between the predicted value Y and the actual reading H is greater than a preset
threshold, the sensor reading H is determined as a fault value.

2.2 Linear Least-Squares Estimation Scheme

Linear Least-Squares Estimation (LLSE) is an important mathematical tool
which seeks the best function matching of data by minimizing the square of
the error [7]. Suppose that the values reported by sensors Z1 and Z2 in IoVs are
correlated, ŝ1 (s2) is the estimate value of the sensor Z1 based on the sensory
reading s2 reported by Z2, and s1 is the sensory reading reported by Z1. The
specific formula is as

ŝ1(s2) = m1 +
λ12

λ2
(s2 − m2) (8)

m1 =
1
n

(s11 + s12 + · · · + s1n) (9)

λ12 = cov(s1, s2) =
1

n − 1

n∑
i=1

(s1i − m1)(s2i − m2) (10)

λ2 = var(s2) =
1

n − 1

n∑
i=1

(s2i − m2)2 (11)

where s1 = {s11, · · · , s1n}, s2 = {s21, · · · , s2n} are reading sequences of two
sensor data with spatial correlation, m1 and m2 are the average values of Z1

and Z2 respectively, λ12 is the covariance between the readings of Z1 and Z2,
and λ2 is the variance of the readings of Z2.
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For outlier detection of IoVs with LLSE scheme, we first train the curve
fitting function using history data, and then calculate the prediction value ŝ1
using Eq. (8). If |s1 − ŝ1| > δ for the preselected threshold δ, we classify the
sensory reading s1 as a fault.

2.3 Neural Network Classification Scheme

Artificial neural network is an algorithm developed according to the process of
human cognition. In this scheme, we only need to know the input data and
the corresponding output data, and we do not need to know the mechanism
of getting the output data from the input data. Artificial neural networks are
trained on their own according to input and output data. The training process
is that the neural network adjusts the weights of the adjacent connected nodes
in the network according to the errors of the obtained output data and the
real output data, and continuously runs iteratively until the errors reach the
experimental allowable range [8]. In this way, when the training is over, we give
an input, and the network will calculate the output according to its own adjusted
weights, which is the simple principle of the neural network model.

In our experiment, the first step is to train the neural network. We collect
the speed, rotation rate and distance at time t through the sensors, and then we
input the three kinds of data information into the training file for data training
to obtain the speed information at time t + 1. The training file will adjust the
connection weights inside the neural network according to the errors of the result,
and then the training file will use the data for training again. The program
runs iteratively until the resulting errors are minimized. After the training is
completed, we can input the data collected at time t containing errors into the
neural network for error detection. The speed, rotation rate and distance at time
t are used as input layer, and the speed at time t + 1 is used as output layer.
When the deviation between the predicted speed value at time t + 1 and the
collected speed value is greater than a certain threshold, the collected data is
considered to be wrong.

2.4 K-Nearest Neighbor Classification Scheme

KNN algorithm is an anomaly detection algorithm based on distance. Its main
principle is to judge the type of data according to the data type of the K −
Neighborhood of the point to be measured [9]. Firstly, we construct the data
we collected at the same time into a data point X, and all the data points are
constructed into a data point library Xn. Then we can check all points in the
database for errors. If we want to check the correctness of point p, we first need to
find the distance between point p and other points, which is recorded as d(o, p),
where o is any point in the vector database. Then we need to determine the
K distance of point p, which is recorded as dk(p) = d(p, o), where the distance
from p to o ensures that only K points in the database are in this range. At
the same time, we call the point within the K − th distance of the point p the
K − th neighborhood of p, which is denoted as Nk(p). Then we need to find the
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K − reachable distance between all points in the K − Neighborhood of point
p and point p, which is denoted as reach − distk(p, o) = max{dk(o),D(p, o)}.
Then we can find the local reachable density of point p, which is recorded as:

lrdk(p) = 1/

(∑
oεNk(p)

reach − distk(p, o)

|Nk(p)|

)
(12)

Then the local anomaly factor can be calculated according to the local reach-
able density, which is recorded as:

LOFk(p) =

∑
oεNk(p)

lrdk(o)
lrdk(p)

|Nk(p)| (13)

This factor represents the average of the ratio of the local reachable density
of the neighboring point Nk(p) of point p to the local reachable density of point
p. If the ratio is less than 1, it means that the local reachable density of p is
higher than that of its neighborhood, and that p is a dense point. If the ratio is
greater than 1, it means that the local reachable density of p is less than that
of its neighborhood, so p is more likely to be an anomaly point. After that, we
correct the errors by using the method of selecting the weight of the nearest
neighbor value of the distance ratio and using the repair algorithm to repair the
data to get the repair result v̂. The repair algorithm uses K groups of nearest
neighbor data sets to repair the abnormal data value,that is:

v̂ =
k∑

i=1

αivi (14)

where vi is the sub-data in the ith state point in the database corresponding to
the abnormal data; αi is the weight of the sub-data in the ith state point in the
database corresponding to the abnormal data; v̂ is the repaired abnormal data.

2.5 Dynamic Bayesian Network Model

The Dynamic Bayesian Network (DBN) is actually a kind of Bayesian network
with time factor whose core idea is to connect the data of two adjacent time
slices. We can use DBN model to describe the vehicle data change process in
any time slice, which contains two kinds of nodes in each time slice: one is the
actual values and the other is the readings of vehicle sensors.

The process of building DBN model is actually the process of structure learn-
ing and parameter learning. We use PSO algorithm in [10] to learn the structure
and EM algorithm in [11] to learn the parameters. For some vehicle sensor read-
ing Yti at time t, we first calculate the probability P (Xti|Y ) for each possible
value of Xti using the trained DBN model, and then select a value Xti which can
maximize the probability P (Xti|Y ) as the estimated value Hti for Xti, where
Xti represents the actual value of the diagnosed sensor at time t and Y denotes
all sensor readings during the t time interval. If the deviation of Hti and Yti

is greater than a predefined threshold, the sensor reading Yti is diagnosed as a
fault.
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2.6 ESTI-CS Scheme

Environmental Space Time Improved Compressive Sensing (ESTI-CS) algorithm
is an algorithm based on Compressed Sensing algorithm, which combines min-
imum rank estimation and spatiotemporal feature interpolation algorithm to
repair data. In our experiment, we first need to construct the benchmark data
set, because there are data errors in the original data, so we preprocess the data
and extract the data of as long as possible time series collected by sensors of
50% nodes from the original data, which can be used as the benchmark data set.

After that, we use Principal Component Analysis (PCA) to analyze the struc-
ture and temporal-spatial relationship of the data, because the data we collected
includes three kinds of physical quantities, we need to use PCA to reduce the
dimension for analysis. We get that the structure feature of the benchmark data
set is that the benchmark data set conforms to the low rank feature, and the spa-
tiotemporal relationship feature is that the data measured by the node sensors
with similar physical location at the adjacent time are not very different. Next,
we use the Compressed Sensing algorithm to process the benchmark data set
and get the preliminary prediction of the complete data set. After the complete
data set is obtained, the spatiotemporal feature interpolation algorithm is used
to improve the data set, and the final complete data set is obtained. Assuming
that the original data set is G, and we get the prediction data set Ĝ, then we
calculate

∥∥∥G − Ĝ
∥∥∥

F
, where ‖·‖F is the Frobenius norm, which is used to repre-

sent the recovery error of Ĝ. The calculation rule is ‖X‖F =
√∑

i,j(x(i, j))2.

When the value of
∥∥∥G − Ĝ

∥∥∥
F

is greater than the selected threshold, we think
the data collected is wrong.

3 Experimental Results

In this section, we evaluate the comparison performances of the proposed outlier
detection schemes on a real vehicle dataset.

3.1 Experiment Settings

To collect the sensor data used in the experiment, we prepare a Ford car to start
from the Xi’an University of Electronic Science and Technology and arrive at
Huayin Toll Station via the Lianhuo Expressway with the trajectory shown in
Fig. 1. The vehicle data of this car is transmitted to the computer through the
OBD interface. In addition, we use a synchronized smartphone to get GPS lati-
tude and longitude information. The vehicle operating data contain information
such as speed, rotation rate, temperature and so on. We mainly focus on three
attributes: speed, rotation rate and GPS.

To conduct the experiment, we first translate the GPS data to distance by
calculating the Euclidean distance of the GPS data between two time slots. We
use one car to carry out the experiment and diagnose the abnormal value of
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Fig. 1. The trajectory of experimental vehicle.

the experimental data of the car. However, we have collected a lot of data, and
the results of experiments are also representative. We select 1200 of them as
the experimental data (1000 experimental data as training data and the other
200 experimental data as diagnosed data) and artificially modify some data to
produce injected outliers. The locations and the values of injected outliers are
produced by random numbers. There is a certain relationship among the three
physical quantities we measured, and they are not included in each other and
are relatively equal. So we can inject error data into any one physical quan-
tity, and then use the experimental data of the other two physical quantities to
detect outliers. In our experiment, we select the speed for outlier detection and
respectively inject 5%, 10%, 15%, 20%, 25%, 30%, 35% and 40% outliers into
the speed data to evaluate the performances of the proposed schemes. To bet-
ter compare the performances of the proposed methods, we use the same data
in each method. In addition, we also need to set the values of two parameters,
which are the smoothing factor and the optimal threshold.

Smoothing Coefficient. From the formula of the exponential smoothing, we
can see that the choice of the smoothing coefficient plays an important role in
the prediction effect of the exponential smoothing scheme. The general selection
principle is: α should take a smaller value (generally 0.1–0.3) when the change
trend of the time-series dataset is stable; α should take the median (generally 0.3–
0.5) for a long-term trend; α should take a larger value (generally 0.6–0.8) when
the data have a significant upward or downward trend. In the actual prediction
experiment, we take several smoothing coefficient values for comparison and
select the α value that makes the error smallest.

Optimal Threshold. The threshold is a decisive criterion for outlier detection.
In our experiment, we use the following two heuristics for threshold selection.

– Maximum Error: If the training data has no faulty samples, we can set
δ to be the maximum estimation error for the training dataset, i.e. δ =
max {|s1 − ŝ1| : s1εS} where S is set of all samples in the training dataset.
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– Confidence Limit: In practice, the training dataset will have faults. If we
can reasonably estimate, e.g., according to historical information, we can set
the proportion of error data in training samples as p%, we can set δ to be
the upper confidence limit of the (1 − p)% confidence interval for the LLSE
estimation errors on the training dataset.

3.2 Evaluation Metrics

To evaluate the performance of the proposed fault detection scheme, we define
three metrics, which are outlier detection rate, false alarm rate and posterior
outlier rate.

fault detection rate α it is the correctly diagnosed outlier rate, which is

α =
TP

TP + FN
(15)

false alarm rate β it is correct data rate that are incorrectly diagnosed as
outliers, which is

β =
FP

FP + TN
(16)

posterior fault rate σ it is the fault rate after the fault detection process,
which is

σ =
FP + FN

TP + TN + FP + FN
(17)

where TP denotes the number of detected outliers, FP denotes the number of
incorrectly diagnosed outliers, TN denotes the number of correct data that are
not incorrectly diagnosed as outliers, and FN denotes the number of outliers
that are not detected.

3.3 Comparison Performances of the Proposed Schemes

To evaluate the comparison performances of the proposed schemes, we fix the
outlier rates of rotational speed and distance at 5% and then inject outlier to
the training and diagnosed data. The performance results of the proposed out-
lier detection schemes are the average performances of 100 times random exper-
iments.

Figure 2(a) shows the comparison performances of outlier detection rate for
the proposed schemes. We can see that the DBN has the highest outlier detec-
tion rate in most cases. And the comparison performance is quite obvious when
the outlier rate relatively small. The performance of outlier detection for the
exponential smoothing scheme is not ideal which has the worst outlier detec-
tion rate among the proposed schemes. The outlier detection rate of the KNN
scheme exceeds that of the DBN scheme when the outlier rate reaches 40%,
which shows that the KNN scheme has a better outlier detection performance
when the outlier rate is high.
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(a) Fault detection rate histogram. (b) False alarm rate histogram.

(c) Overall error rate histogram.

Fig. 2. Fault detection rate, false alarm rate and overall error rate histogram.

Figure 2(b) gives the comparison performance of the false alarm rates of
the proposed schemes, which shows that the KNN scheme has the highest false
alarm rate, which is even close to 50% when the outlier rate reaches 40%. The
false alarm rate of the ESTI-CS scheme is the second highest which increases
n quickly during the increasing of outlier data. The artificial neural network
scheme is relatively stable in terms of false alarm rate, which keeps at a low
level. The DBN scheme has the best performance of false alarm rate compared
to other schemes, whose the comparison performance is even better when the
outlier rate is higher. In addition, the neural network scheme has the second best
performance of false alarm rate which is close to that of DBN.

Figure 2(c) presents the comparison performances of the overall outlier rates
after outlier detection process of the proposed schemes, which tells us that KNN
scheme has the posterior outlier rate. The main reason is that its false alarm
rate is too high although it has the best performance of outlier detection rate.
The performance of the DBN scheme is very stable which is not sensitive with
the outlier rate, and its the overall outlier rate after outlier detection process
maintains at a very low level. This is mainly because its false alarm rate is the
lowest while it has almost the best performance of outlier detection rate. The
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neural network scheme has a better performance close to that of DBN, as its also
has a low false alarm rate while its outlier detection performance is still good.

Discussion: Simulation results tell us that the neural network and the DBN
schemes are suitable for outlier detection of IoVs with better comparison per-
formances. But their shortcomings are that the model training needs very large
computing resources. The KNN scheme is not suggested for outlier detection of
IoVs although it is very simple for model training and outlier diagnosis. The
LLSE scheme has the advantage of simple model training and convenient appli-
cation, but it has a higher false alarm rate and posterior outlier rate. However,
it is very suitable for outlier detection when the outlier rate is low (no more than
10%).

4 Conclusions

We selected six specific algorithms for simulation. In addition, we compared the
error detection and correction effects of the six algorithms under different data
error rates. Most of the methods used in our paper are based on thresholds, but
we have not given a theoretical solution to the optimal threshold, which will be
our future work.
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Abstract. The spatio-temporal big data of the power grid has expe-
rienced explosive growth, especially the development of various power
sensors, smart devices, communication devices, and real-time processing
hardware, which has led to unprecedented opportunities and challenges
in this field. This paper firstly introduces Power Spatio-Temporal Big
Data (PSTBD) technologies based on the characteristics of grid spatio-
temporal big data, followed by a comprehensive survey of relevant arti-
cles analysis in this field. Then we compare the difference between tradi-
tional power grid and PSTBD platform, and focus on the key technolo-
gies of current PSTBD and corresponding typical applications. Finally,
the development direction and challenges of PSTBD are given. Through
data analysis and technical discussion, we provided technical supports
and decision supports for relevant practitioners in PSTBD field.

Keywords: Spatio-temporal · Security control · Power grid ·
Big data · Sensors

1 Introduction

Spatio-temporal large data of power grid refers to the collection of massive
spatio-temporal data involving the safe and stable operation of power grid,
energy-saving economic dispatch, power supply reliability, economic and social
development analysis and so on, through various data acquisition channels such
as sensors, intelligent equipment, video surveillance equipment, audio communi-
cation equipment and mobile interruption. The characteristics of Power Spatio-
Temporal Big Data (PSTBD) meet the “5V3E” characteristics, as shown in
Fig. 1. In addition to “3E” which is energy, exchange, and empathy, the “5V” is
as follows.

Volume: Conventional power dispatching system includes hundreds of thou-
sands of data collection points; the number of power distribution data centers
often reaches tens of millions; data volume is often above TB and PB.
c© Springer Nature Switzerland AG 2019
G. Wang et al. (Eds.): SpaCCS 2019 Workshops, LNCS 11637, pp. 197–206, 2019.
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Velocity: Decision support requires analysis of large amounts of data in a
fraction of a second; real-time processing requires continuous real-time data
generation.

Variety: Data types are structured, semi-structured, and unstructured data,
including real-time data, historical data, text data, multimedia data, time series
data and so on;

Value: Electric power enterprises realize business trend analysis, prediction
and decision support, through a series of means such as data mining.

Veracity: Due to the generation technologies, acquisition means and various
forms, there are a large number of inferior data in power data.

Fig. 1. Power spatio-temporal big data features

The engineering application of PSTBD technologies involves user behavior
analysis, demand response analysis, equipment risk analysis, system risk assess-
ment, energy efficiency analysis, decision support and other fields.

Most counties have formed a comprehensive and controllable big data and
large grid intelligent monitoring system comprehensive solution, technical sys-
tem and (international) standard specifications, environmental awareness, spe-
cial communication, intelligent cloud, intelligent analysis, intelligent service, etc.

2 Relevant Articles Analysis

In order to investigate the existing research in power spatio-temporal big data,
a article analysis was conducted on 14 April 2019 using the well-established and
acknowledged databases, Web of Science (WoS). The query for WoS is as follows:

R1: TS = (power temporal AND big data)
R2: TS = (electric temporal AND big data)
R3: TS = (energy temporal AND big data)
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R4: TS = (smart grid temporal AND big data)
R5: TS = (smart grid spatial AND big data)
R6: TS = (energy spatial AND big data)
R7 TS = (electric spatial AND big data)
R8: TS = (power spatial AND big data)
R9: TS = (electric AND big data AND spatio-temporal)
R10: TS = (power AND big data AND spatio-temporal)
R11: TS = (energy AND big data AND spatio-temporal)
R12: TS = (smart grid AND big data AND spatio-temporal)

The final query is R = (R12 OR R11 OR R10 OR R9 OR R8 OR R7 OR R6
OR R5 OR R4 OR R3 OR R2 OR R1).

Fig. 2. The analysis of the articles in query results

The number of the articles reached 277 from 2013 to 2019 in the query results.
Figure 2(a) depicts the number of the articles published every year. Almost all
of these articles are research paper, as shown in Fig. 2(b). From Fig. 2(c), among
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the top 10 most popular journals in this field, IEEE access is ranked no. 1.
Although not a traditional journal, it is a interdisciplinary field, which makes
this journal a natural outlet for power spatio-temporal big data analysis.

We can see that the engineering and computer science are the largest two
group among all research directions, from the Fig. 2(d). It can be seen from
Fig. 2(e) that the number of articles in China has exceeded that of the United
States, reaching more than 100 articles. Globally, the number of papers in China
and the United States accounts for about 70% of the entire paper. Research
institutions in this field have published the most papers for the Chinese Academy
of Sciences, far exceeding other institutions, as shown in Fig. 2(f).

3 Power Spatio-Temporal Big Data Platform
Architecture

3.1 Platform Goal

Under the traditional security control, relying on modeling and simulation model,
the intelligent level of power system is not high, and is restricted by parameters
and models. The depth of mining wide-area measurement information is insuf-
ficient, and timeliness is difficult to guarantee. The above aspects of research
will provide basic theoretical support for the online intelligent security defense
of large grid based on smart grid dispatching technical support system.

Fig. 3. Platform construction purpose.

The main goal of establishing an information-driven model based on big
data technology is to meet the efficient analysis and processing of large-scale
spatio-temporal sequence data of large power grids, and to dynamically track the
evolution of space-time sequences of power grids. At the same time, it combines
the theory of machine learning and complex network to quantitatively evaluate
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the multi-dimensional spatio-temporal dynamic behavior of large power grids
and adaptive wide-area coordinated control.

As shown in Fig. 3, the traditional system and PSTBD platform are combined
with each other to complement each other, which can further explore spatio-
temporal sequence information and the evolution characteristics of the grid.

3.2 Platform Architecture

Based on the wide-area space-time sequence data of the power grid, a data
analysis platform centered on Spark is constructed, as shown in Fig. 4, which
mainly includes the following levels.

Fig. 4. Power spatio-temporal big data platform.

The platform aims to build an information-driven grid information-physical
coupling system, extract key features of the dominant grid operating state from
complex information networks, and utilize information-physical interactions by
computation, communication, and control technologies. Further, it can improve
the intelligent real-time perception of the power grid and wide-area coordinated
control capabilities to ensure the safe and stable operation of the power grid.

Application layer: is an abstraction layer of communication methods designed
for the processes of the entire internet computer network.

Presentation layer: graphically displays the calculation results, allowing dis-
patchers to visually identify the real-time operating status of the grid.

Data processing layer: is the core part of the platform. The computing
framework adopts a unified programming mode, and the input and output data
between components can be seamlessly shared without the need for format con-
version.
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Data storage layer: uses such as Hadoop distributed file system (HDFS) as the
underlying distributed storage. The system, combined with a variety of NoSQL
databases, provides a powerful underlying support for large-scale mass data stor-
age.

Power grid layer: can use the business insights obtained from the data pro-
cessing layer for grid abnormal event monitoring and real-time decision making
to control the physical layer of the grid in real time.

4 Algorithms for PSTBD

4.1 Anomaly Data Detection Technology

Wide area measurement system coverage has also theoretically realized consid-
erable real-time monitoring of the whole network, making real-time stability
analysis and control of power grid possible [1]. At present, the data processing
of wide-area measurement systems at home and abroad mainly uses the global
positioning system (GPS) synchronous clock technology to transmit the volt-
age and phase angle measurement information of each measurement node to the
dispatch center. After processing the phase angle information in the dispatch
center, phase angle monitoring and transient stability control are performed.

4.2 Data Presentation Technology

Dynamic visualization can display spatio-temporal data by various means such
as dynamic map and 3D GIS. The spatio-temporal data is presented in a dynam-
ically changing map or three-dimensional scene, which can visually and vividly
represent the changing process of various spatial information [2–4]. Visualization
technology is widely used in smart grids to monitor and control the operation of
the grid in real time, which can effectively improve the automation level of the
power system [5]. Spatial information flow display technology is usually embod-
ied in the fusion of grid parameters and existing GIS, such as three-dimensional
display technology and virtual reality technology. Historical flow display tech-
nology is often applied to grid historical data management and display. It can
realize real-time monitoring data of power production site or forecasting func-
tion of data trend such as power grid planning and load forecasting data. It can
be seen that this technology has great application value.

4.3 Transmission and Storage Technology

Sadiq, Cai, and Zhong et al. mainly solved several key problems of big data stor-
age, representation, processing, reliability and effective transmission, by develop-
ing reliable distributed file system, energy-optimized storage, big data duplica-
tion and efficient low-cost big data storage technology [6,7]. And the researchers
make a breakthrough on distributed non-relational big data management and
processing technology; data fusion and data organization technology; research
big data modeling technology; big data index technology; big data backup, copy
and other technologies [8–10].



Review of Power Spatio-Temporal Big Data Technologies 203

4.4 Parallel Analysis of Time and Space Big Data

Parallel analysis can minimize data migration, thereby reducing the occurrence
of network contention, which will ultimately improve the efficiency of the cloud
system. The two main mechanisms that must be explicitly considered are:

(1) A data location aware scheduling algorithm;
(2) Application-specific resource allocation mechanism.

In order to make the MapReduce parallel programming model easier to use,
there are a variety of big data processing advanced query languages, such as
Facebook’s Hive [11], Yahoo’s Pig [12], Sawzall [13] and so on. These high-level
query languages parse the query into a series of MapReduce jobs through a
parser and execute them in parallel on a distributed file system. Compared with
the basic MapReduce system, the high-level query language is more suitable for
users to perform parallel processing of large-scale data.

4.5 Heterogeneous Multi-data Source Processing Technology

For efficient integration, it is necessary to propose a scalable data fusion tech-
nology for multi-source and multi-layer heterogeneous data to provide resource
intensive configuration for smart grid [14,15]. According to the heterogeneous
and massive characteristics of electric big data, and the data access mode of
typical business applications, we can study the scalable, highly reliable and effi-
cient power big data management technology. For the different data of different
sources of supply and external non-power data in terms of data size, structural
characteristics and value density, research is suitable for the optimization of the
use of electrically structured, semi-structured, unstructured data.

4.6 Data Processing Technology

With the development of the Internet of Things, various large-scale real-time
data processing based on real-time sensor data is becoming the key to the current
EPC (epcglobal network) application construction [6]. Academia, industry and
even government agencies have begun to pay close attention to big data issues
and have generated a strong interest. Kiran et al. [17] implemented the operation
of processing Amazon datasets using batch computing techniques. Researchers
have conceptualized and abstracted this setup in the flow model [18]. In this
model, data runs at high speed, one instance at a time, and the algorithm
must process it under very strict spatial and temporal constraints. Streaming
algorithms can use probabilistic data structures to provide quick approximation
answers.

5 State of Applications

Typical applications based on PSTBD technology cover all aspects of power
industry such as energy management, transmission operation, wide area con-
trol, state estimation, system monitoring, security defense, load forecasting,
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demand response, real-time energy management, analyzing user behavior, real-
time pricing and so on, as shown in Fig. 5. Strategies, end-user real-time power
demand, real-time price forecasting and other areas have achieved good applica-
tion results. With the further advancement of smart grid construction, PSTBD
technology will play an increasingly important role in the smart grid [19–21].

Fig. 5. Applications of PSTBD technologies.

6 Challenges and Research Directions

The concept of big data is not new, it can be used to create transparency,
reveal requirements, and replace manual decisions. However, big data technology
applied to power systems is still in its infancy and there is still a long way to go.
We point out some of the challenges of PSTBD technology [22].

Multi-source data integration and storage. Traditional data analysis typically
processes data from a single domain, so a fusion method for multiple source data
sets must be found, which has different modalities, formats, and representations.
In terms of big data storage, although systems such as the Hadoop distributed
system seem to be viable, they still need to be customized and modified to fit
the big data on the grid.

Real-time data processing technology. For some emergency applications, such
as fault detection and transient oscillation detection, the response time scale is
milliseconds. While cloud systems can provide fast computing services, network
congestion, complex algorithms, and large amounts of data can still cause delays.
A memory-based database seems to be a viable solution to this problem, and
the memory-based database is used to process large amounts of kilowatt table
data to better distribute power flow.
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Data compression. Data compression technology is essential in wide area
surveillance systems. It needs to develop its own characteristics to meet high
demands of PSTBD. In addition, in order to detect transient disturbances
while achieving a high compression ratio, some special compression methods
are needed.

Big data visualization technology. Visualized graphs and charts provide oper-
ators with refinement and explicit changes in voltage and frequency. However,
how to effectively discover and represent the correlation or trend between multi-
source data is a huge challenge. Other challenges are visualization algorithms,
involving information extraction, rendering, and image synthesis.

Data privacy and security. Legacy systems and inter-operability through
APIs expose the grid to dangerous scenarios such as metadata spoofing, pack-
aging, and phishing attacks. On the customer side, since data is shared between
different entities, private data leaks can be a disaster and lead to cascading
problems.
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Abstract. Chest X-ray as a sensing mode is worthwhile to be paid
attention in terms of its conversation and prevalence, and it as a typ-
ical multi-label problem where each example is represented by a sin-
gle instance while associated with a set of labels simultaneously. Early
researches on chest X-ray mainly using Convolutional Neural Network
(CNN), although it has outperformance in experiment, diagnosis of chest
x-ray as a typical high-risk problem, CNN lacks confidence evaluation
its output to make a judgment. To solve this problem, we propose a
new framework of Confidence Prediction-Multi-label Convolutional Neu-
ral Network (CP-MCNN) that plugs MCNN into Confidence Predic-
tor. It can provide calibrated confidential evaluation for MCNN. On
chestx-ray14 dataset, the experimental results show that CP-MCNN
performs better than MCNN in terms of Sub-accuracy, Hamming-loss,
Ranking-loss and Average Precision. Moreover, CP-MCNN can provide
well-calibrated confidence prediction on chest X-ray sensor picture in
order to enhance its reliability and interpretability.

Keywords: Sensor · Chest X-ray · Conformal predictor · CNN ·
Multi-label

1 Introduction

X-ray CT sensor is a medical sensor. The working process is as follows: firstly,
X-ray CT is irradiated. Then if the X-rays are absorbed by certain parts of the
human tissue, it can be detected by abnormalities in the human body (bleeding,
tumors, etc.). Finally, the output size of the sensor is displayed in the form of
a image. X-ray CT sensors are commonly used in Chest X-ray. Chest X-ray has
the best clinical basis for lung lesions. And clinical examination of chest X-ray is
a typical multi-label classification problem. Multi-label classification means that
a sample can belong to multiple categories (or labels), and different categories
are correlated.

Deep learning has achieved prevalent success in chest X-ray fields [9]. Among
them, in 2018, Abiyev and Ma’aitah noticed that the Convolutional Neural Net-
work (CNN) was capable of gaining a better generalization power than that
c© Springer Nature Switzerland AG 2019
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achieved by any other deep learning [7]. CNN as for the excellent framework in
deep learning, showing the characteristics of high efficiency and low error rate
in the ImageNet images classification and recognition competition [16]. Thus,
a new framework of Multi-label CNN (MCNN) which incorporates CNN with
Multi-label learning [2,4,6,17] has been proposed. MCNN has good performance
in Multi-label learning.

However, beside the significantly achievement, there is room for improvement.
Diagnosis of the chest X-ray is a typical high-risk problem, which would lead to
serious consequences in case of failure diagnosis. Therefore, in 2017, Iwata and
Ghahramani put forward that it urgently needs confidence assessment to ensure
AI security [11]. Although MCNN can automatically extract feature on data and
complete very accurate pattern discrimination without manual operation, People
can not control the classification process from another perspective. Consequently,
MCNN lacks interpretability with respect to the effective characteristics which
makes MCNN output a judgment [2]. Additionally, MCNN generally uses a fixed
threshold i.e., 0.5 to obtain a multi-label prediction set without consideration
the calibration of its prediction [3]. In the nutshell, the absence of calibrated
confidence evaluation for MCNN hinders its effective practice.

Shafer and Vovk [10] put forward that Conformal prediction (CP) is a confi-
dence machine that can incorporates traditional algorithms and make its output
with confidence evaluation. The lack of a calibrated confidence evaluation of
CNN will hinder its effective practice for high-risk medical image analysis prob-
lems e.g. chest X-ray diagnosis. CP can be applied to improve the security of
single-label CNN, and it should be a promising hint of confidence prediction for
MCNN [2].

Therefore, we propose a new framework CP-MCNN that plugs MCNN into
the framework of CP, which not only provides multi-label prediction but appends
a valid confidence to the prediction. Specially, the whole given dataset is divided
into two parts, with the former is applied to construct the MCNN modeling and
the latter is used to confidence prediction.

To summarize, we make the following contribution:

(1) An incidental confidence evaluation scheme for chest radiography is pro-
posed to solve high-risk medical problems such as diagnosis of chest X-ray.

(2) We propose a new framework CP-MCNN that plugs MCNN into CP, it can
further solve the problem of the absence of calibrated confidence evaluation
for Multi-label CNN.

(3) We regulate the output of MCNN for nonconformity measure, which make
the nonconformity score of each example agrees very well with the i.i.d
characteristic.

2 Related Work

2.1 X-ray CT Sensor Principle

X-ray CT sensor is a kind of medical sensor, which transforms the physiological
information of human body into electrical information with definite function
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relation. It extracts the body’s physiological information and outputs electrical
signals. The main principle is that, first of all, after the X-ray passes through the
human body, a sensor is used to check the intensity of the X-ray as the output
signal. Then, after X-ray CT irradiation, X-rays are absorbed in certain parts
of human tissue. Finally, according to the output of the sensor, with the help of
the computer, a partial image of the human body is generated. An abnormality
of the body (bleeding, tumor, etc.) can be detected by an image. And in 2018,
X-ray CT sensors were used as the primary test for screening patients for lung
nodules [5].

2.2 Conformal Predictor

Vock et al. [13] have proposed Conformity Predictor to predict the traditional
single-label instance with a well-calibrated prediction. CP infers confidece pre-
diction p-value of each label by algorithmic randomness test, then selects those
labels whose p-value greater than pre-defined significance level as region predic-
tion [10,13]. The novelty of CP can be characterized by the calibration property
of the region prediction, i.e. the accuracies of CP region prediction can be lim-
ited by the confidence level. According to CP, given the training data sequence
Z(t−1) = (z1, z2, ..., zt−1) and the testing instance xt, CP assumes all the possi-
ble labels {y : y = 1, 2, ..., Q} (Q is the number of classes) being the candidate
label for xt. Thus, Q test data sequences are constructed as follows,

Z(t)y = {(z1, z2, ..., zn−1, z
y
t ), y = 1, 2, ..., Q} (1)

The p-value py
t is then applied to measure the degree that Z(n)y conforms

to the independent and identical distribution (i.i.d.). Intuitively, a small p-value
means that Z(n)y may not be an i.i.d. data sequence. It further implies that the
corresponding candidate label may not be the true label.

In order to obtain the p-value py
n, CP designs a nonconformity measurement

function Λ : Z(n)y → α(n)y, which maps each example zi to a single-value non-
conformity score αi, which forms the following sequence:

α(n)y = {(α1, α2, ..., αn−1, α
y
n), y = 1, 2, ..., C} (2)

where αi measures the degree of the nonconformity between zi and Z(n)y. Based
on α(n)y, p-value is defined as follows:

py
n =

|{i = 1, 2, ..., n − 1 : αi ≥ αy
n}| + 1

n
(3)

Given a significance level , which reveals the smallest threshold of the accep-
tation of a particular testing data sequence Z(n)y being the i.i.d., CP outputs
region-prediction instead of point- predictions for xn as follows,

τε
n = {y : py

n > ε, y = 1, 2, ..., C} (4)
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An error occurs when the prediction set τε
n does not contain the true label

yn of the testing instance xn. It has been proven that in online learning setting
the error rate of CP is not greater than significance level ε, that is,

P{py
n(z1, z2, ..., zn−1, z

y
n) ≤ ε} ≤ ε (5)

3 The Framework of CP-MCNN

3.1 The Theory of CP-MCNN

In this paper, a new framework CP-MCNN that plugs MCNN into the CP
framework is proposed (see Fig. 1).

Fig. 1. The theoretical framework of CP-MCNN

Learning Setting. Given a serial of data: Zn = {z1, z2, ......, zn} and a
testing instance xt, where the data z = (x,Y) is represented by a high-
dimensional instance and a label vector Y = {yq : q = 1, 2, ..., Q}, with Q
being the size of multi-label set and yq ∈ {0, 1} being the indicator of the exis-
tence of the qth label. Then Zn is further divided into two parts, the train-
ing dataset ZM = {z1, z2, ...., zm} where m < n and the validation dataset
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ZV = {zm+1, zm+2, ...., zn}. Based on ZM , the MCNN model is constructed
using Eq. (1). Then the algorithmic randomness test is executed based on ZV

and xt, where the nonconformity scores are supported by the hidden information
(i.e.,MCNN model) from ZM . It is clear that CP-MCNN utilizes the information
of all the serial of data Zn for confidence prediction.

Pattern Transformantion. At this stage, the multi-label learning prob-
lem is decomposed into Q independent classification problems. All the data
of qth class in ZV is recorded as Zq

V , where ZV = {Zq
V , q = 1, 2, ..., Q}.

For the qth classification, the serial of set nonconformity scores is denoted
as Λq

V = {αq
l , l = m + 1,m + 2, ..., n : q = 1, 2, ..., Q}. For the xt, zy∗q

t =
{y = 0, 1 : 1 = 1, 2, ..., Q},where y∗ represents label yq = 0 or yq = 1 respec-
tively. Thus the corresponding nonconformity scores are termed as Λq

t =
{αy

t q, y = 0, 1; q = 1, 2, ...Q}.

Compututation P-Value. A label-wise p-value is computed by selecting differ-
ent set of nonconformity scores according to label. The p-value for each possible
classification is formalized as follows:

p1q
t =

∣
∣
∣

{

i = 1, 2, ..., h1 : a1q
i ≥ a1q

t

}∣
∣
∣ + 1

h1 + 1
(6)

p0q
t =

∣
∣
∣

{

i = 1, 2, ..., h0 : a0q
i ≥ a0q

t

}∣
∣
∣ + 1

h0 + 1
(7)

where h1 is the size of the subset whose label is yq = 1 in ZV and h0 is that of
example with label being yq = 0, therefore,h1+h0 = n−m. Douding the smallest
threshold of the acceptation of artificial label y∗ being true label for test instance
xt. Thus, both the binary relevance p-value p1q

t and p0t q are compared by ε. The
region prediction will be formed Γt = {{y : py

q > ε, y = 0, 1}, q = 1, 2, ...Q}. The
region prediction for the qth binary classification is characterized as confidence
prediction of CP-MCNN.

3.2 Nonconformity Measure of CP-MCNN

The key technique of CP-MCNN is the nonconformity measure which maps an
example to a score Λ : ZM × z → R. The significance behind the nonconformity
score Λ(ZM , z) is that it should measure how strange z to the training dataset
ZM . A standard choice of Λ(ZM , z) is Λ({ZM , z) := Δ(y, oy) where oy is the
label-conditional output based on the category regression of MCNN model, i.e.,
oy is the 1 minus regression probability of MCNN if the true label y is o. The
specification of CP-MCNN lies on the trick which takes the label y and the
output value oy into account. The detailed assignments are shown as follows:

Λ (ZM , z) := Δ (y, oy) :=

{

α = 1
oy+r oy ≥ 0.5, y ∈ {0, 1}

α = 1
1−oy+r oy < 0.5, y ∈ {0, 1} (8)
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where r ∈ [0, 1] is a smooth parameter.

3.3 The Algorithmic Schema of CP-MCNN

The algorithmic schema of CP-MCNN is formalized as Algorithm 1:

1. Dataset division:
Dividing Zn = {z1, z2, ......, zn} into ZM = {z1, z2, ...., zm} where m < n and
the validation dataset ZV = {zm+1, zm+2, ...., zn}.

2. MCNN modeling:
Based on ZM , the MCNN model is constructed by ChexNet introduced in
Section 2.1.

3. Pattern transformation:
Decomposing ZV into Q independent binary classification problems.

4. Nonconformity measuremet:
for q = 1 to Q do
Computing the serial of single-value nonconformity scores Λq

V = {αq
l , l =

m + 1, ..., n}, Using Equation (9)
end
for q = 1 to Q do
Assigning both artificial label yq = 0 and yq = 1 to test instance xt respec-
tively, then computing two nonconformity scores Λq

t = {αyq
t , y = 0, 1}, using

Equation (9)
end

5. P-value computation:
for q = 1 to Q do
Computing the label-wise p-values p1qt and p0qt for the test instance xt using
Equation (7-8)
end

6. Point-prediction output:

Υt = {y : max pyqt , y = 0, 1; q = 1, 2, ...Q} (9)
7. (optional)Region-prediction output:

For given significance level ε, the output is:

Γt = {{y : pyq > ε, y = 0, 1}, q = 1, 2, ...Q}d (10)

Algorithm 1: CP-MCNN
Input: the given dataset Zn = {z1, z2, ......, zn} and a testing instance xt,

where z = (x,Y), Y = {yq : q = 1, 2, ..., Q}, yq ∈ {0, 1}
Output: point-prediction Υt or region-prediction Γt

Point-Prediction. In the case of point-prediction of CP-MCNN, the predic-
tion(output) Υt = {y : max pyq

t , y = 0, 1; q = 1, 2, ...Q} forms a Q-dimension
vector according qth being 1 or 0, i.e. the presence or absence of the qth clas-
sification. Then CP-MCNN is applied to test T instances with 5 Multi-Label



CP-MCNN: Multi-label Chest X-ray Diagnostic 213

learning evaluation metrics [12,15], i.e. Subset Accuracy, Hamming-loss, Cover-
age, Ranking-loss and Average precision, are used to measure the performance
of CP-MCNN.

Region-Prediction. In the case of region-prediction of CP-MCNN, the out-
put prediction Γt = {{y : py

q > ε, y = 0, 1}, q = 1, 2, ...Q} forms Q region-
predictions according Q separate category. For the qth category, the region-
prediction Γ q

t = {y : py
q > ε, y = 0, 1} belongs to binary classification with

candidate label 0 or 1. Then CP-MCNN is applied to test T instances according
four efficiency metrics, i.e., certain prediction, favorite prediction, empty predic-
tion, and the performance of CP-MCNN for each category can be demonstrated
by Accuracy [1].

4 Experiments and Discussion

4.1 Experimental Setup

Experimental Setup. Experiment CP-MCNN based on ChestX-ray [14]. Each
image scaled to 224 * 224 and normalized on the mean and standard deviation
of ImageNet training set. At the same time, we also augment the number of
training data by random horizontal fillping. Entire dataset is divided into 70%
for training, 20% for validation and 10% for testing.

Constructed MCNN model make reference to CheXNet [8] with similar struc-
ture configuration, except the network weights are randomly initialized, and the
Adam is used to optimize network with parameter β1 = 0.9 and β2 = 0.999, and
the batch size is 32, and the initial learning rate is 0.001.

There are two parameters of CP-MCNN is important: the size of Zv and
smooth parameter γ for nonconformity measurement in CP-MCNN algorithm.
Optimal setting is picked by grid searching, i.e. 20%, 15%, and 12% is used for
selecting Zv and the smooth parameter is 0, 0.1, and 0.5.

4.2 Experimental Performance of CP-MCNN

Given testing chest x-ray image as the input of CP-MCNN. CP-MCNN will
output two types output, point-prediction and region prediction. We show the
experimental results of two samples in Fig. 2, the result of point-prediction is a
14 dimensional vector. the result of region-prediction is a 14-dimensional vector
with each element as a set.

The Performance of Point-Prediction. The experimental results are based
on the test dataset, i.e. 1504 instances. The performance of MCNN serves as the
baseline for CP-MCNN. The traditional MLL evaluation metrics are computed
and demonstrated in Table 1.

It concludes that the p-value of CP-MCNN instead of the softmax probability
of MCNN serves as the category regression is also effective in term of point-
prediction.
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Fig. 2. Comparison of point prediction and region prediction

Table 1. The comparison of CP-MCNN and MCNN

Algorithims Evaluation metrics

Subset-Accuracy Hamming-loss Coverage Ranking-loss Average precision

CP-MCNN 0.3238 0.1186 5.5365 0.3428 0.6252

MCNN 0.1655 0.2725 4.7034 0.2921 0.6167

The Preformance of Region Prediction. In this section, the empirical result
of the calibration of CP-MCNN is demonstrated for Chestx-ray14 binary classi-
fication. For the sake of comparison, we proposed the calibrate of MCNN, using
its softmax regression as teh counterpart of p-value of CP-MCNN.

Recalling the significance level and confidence are complementary, with the
sum of them being 1. The distributions of accuracy against confidence can be
depicted in line with the x-axis referring confidence and the y-axis referring
the accuracy. Limited by space, we take the results of pleural Thickening as an
example.

Figure 3 demonstrates the calibration lines of CP-MCNN and MCNN against
the baseline of diagonal line. The calibration distribution of CP-MCNN is over-
whelmingly high over the baseline, which reveals conservative valid property.
On the contrary, the calibration line runs across the baseline calibration, which
reveals non-validity property. Although the validity property of MCNN can be
found in some binary classifications, but the validity of CP-MCNN has been
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demonstrated on allover binary classifications which validates the theoretically
proven valid calibration.

Except for the test calibration property, the prediction efficiency is another
main consideration of CP-MCNN algorithm. We focus on three confidence-
dependent efficiency criteria in terms of certain prediction, favorite prediction
and empty prediction. The comparative results of CP-MCNN against the base-
line MCNN are depicted in Figs. 4, 5 and 6 respectively. It can be seen from
Figs. 3, 4 and 5, CP-MCNN prevalently outperforms MCNN with respect to effi-
ciency metric. In terms of certain prediction, the higher value is preferred. The
distribution of certain prediction of CP-MCNN hangs over that of MCNN, which
reveals only one candidate label in the binary region-prediction and reduces the
users confusion for select the true label. Similarly, the distribution of favorite pre-
diction of CP-MCNN dramatically hangs over that of MCNN, which reveals that
most of the only candidate label in the binary region-prediction is exactly true
and guarantees the practicable effectiveness. On the other way, the lower posi-
tion of empty prediction line is preferred. The performance of CP-MCNN also
demonstrates the rare cases of both p-values being small, i.e. taking advantage

Fig. 3. Calibration Fig. 4. Certain prediction

Fig. 5. Favorite prediction Fig. 6. Empty prediction
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of the label-wise p-value computation, CP-MCNN can always specify different
label with distinct p-value and also support the practicable effectiveness.

5 Conclusion

In order to solve the problem that the absence of confidence of MCNN, a new
framework of CP-MCNN is proposed for abnormal detection of Lung disease in
Chest X-ray image, which not only provides multi-label prediction but appends a
valid confidence to the prediction. Accordingly, a label-wise p-value computation
method is developed to promote the prediction efficiency. The results of Chest
X-ray data set shows that CP-MCNN is superior to MCNN in terms of Subset-
Accuracy, Hamming-loss, Coverage and Average Precision. With the results of
their evaluation indicators are respectively 0.3239, 0.1186, 5.5365, 0.6252, while
in MCNN they are 0.1655, 0.2725, 4.7034, 0.6167. As for region prediction, CP-
MCNN prevalently outperforms MCNN with respect to efficiency metric. Sim-
ilarly, the distribution of favorite prediction of CP-MCNN dramatically hangs
over that of MCNN, which reveals that most of the only candidate label in the
binary region-prediction is exactly true and guarantees the practicable effective-
ness.

With the CP-MCNN model, the relevant algorithms will be more reliability
and interpretability and this model can be applied to medical sensing field. In
the future, we will design more accurate nonconformity measure functions to
make the confidence evaluation more reliable in chest X-ray.
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Abstract. It is becoming a trend that companies use smart retail stores
to reduce the selling cost, by using the sensor technologies. Deep con-
volutional neural network models which are pre-rained for the Object
detection task achieve state-of-the-art result in many benchmark. How-
ever, when applying these algorithms to the intelligent retail system to
help automated checkout, we need to reduce the manual labelling cost of
making retail data sets, and to achieve real-time demand while ensuring
accuracy. In our paper, we propose a naive approach to get first portion
of the bounding box annotations for a given custom image dataset in
order to reduce manual cost. Experimental results show that our app-
roach helps to label the first set of images in short time of period. Further,
the custom module we designed helped to reduce the number of param-
eters by 41.77% for the YOLO model maintaining the original model’s
accuracy (85.8 mAP).

Keywords: Smart retail system · Object detection ·
Bounding box annotation · Convolutional neural network · YOLO

1 Introduction

Some tech companies such as Amazon and Orange do researches and develop-
ments of smart retail stores with combining with the cutting edge technologies
to reduce the selling cost. These newest technologies include the sensor technol-
ogy, computer vision technology, AI technology and much more as either stand
alone or a combination. Unlike in traditional retail stores, in smart retail stores
the store automatically identifies and calculate the price for the products in a
buying process. By implementing the smart retail stores, they help to reduce
c© Springer Nature Switzerland AG 2019
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the requirement of human employees in the selling activities for a store. Fur-
ther, the requirement of monitoring the products will also be reduced due to the
monitoring capabilities of a smart retail store.

When considering the smart retail stores, much literature can be found which
uses RFID technology [1]. When use RFID sensors we need to tag each object
with the RFID sensors. However, with the development of the AI field and com-
puter vision techniques, now most of the companies try to attach the innovations
from the AI to smart retail stores. Paper [2] discusses about the technologies used
in the Amazon go smart store. The research paper [3] has developed a smart
checkout system using the object detection and classification algorithms. They
have used YOLO [4,5] object detection algorithm and another trained classifier
to identify the object category type. Further, much work can be found under the
product detection and classification in the recent past years. Paper [6] tried to
categorize thousands of fine-grained products with few training samples. Non-
parametric probabilistic models were used for initial detections and then used
CNNs where applicable. Paper [7] used active learning process to improve the
recognitions in their models continuously. Papers [8–10] focus about recognizing
and finding the misplaced products in the shelves using different techniques such
as BoW techniques, classical feature extraction procedures (SIFT,HoG), DNN,
etc. Image annotations, many approaches were taken to reduce the bounding
box annotation cost in recent past years. Few are box verification series [11],
point annotations [12,13] and eye tracking [14]. Among above the paper [11]
has produces much quality detectors at low cost. Apart from above mentioned
approaches human supervision methods also used for bounding box annotation
[15–17].

Our designed solution includes a camera to capture the moving
object/product in the smart store environment. It removes some of the issues
of shelf monitoring methods had. In the coming phases, we will improve our
project by applying motion sensors and heat sensors to improve the current
results. Further, we will experiment with Reinforcement Learning methods by
using RFID sensors to train models. Experimental results show that our designed
custom module helped to reduce the number of parameters in the YOLO object
detection model by 41.77% while maintaining the original accuracy.

2 System Design of Smart Retail Store

Our system (prototype) consists of a shelf equipped with image sensor, object
detection model, product dataset and cloud server.

Our dataset is made up of product images. As shown in the red box in the
Fig. 1, we make a training dataset based on our method. The original image
dataset is not labelled, and our method used to annotate the bounding boxes for
original images and generate the annotation files (.xml). The advantage of our
method is that it can reduce the cost of manual labelling.

At the moment, Our prototype is only equipped with image sensors. As shown
in the green box in the Fig. 1, Our sensor will capture images when customers
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shop. These images will be passed as input to our object detector. Then the
detector outputs the category type of the product and its coordinates on of
the detected frame, and the output is further analyzed to obtain the user’s
purchase list. Our main contribution is to design a new module to reduce the
computational complexity of the model. Most importantly we placed our sensors
to avoid some complexities such as monitoring the shelf, counting the number of
products inside the shelf, etc. However, in an indirect manner our solution helps
to monitor the shelves.

As we know the packaging of the product is frequently updated. So our model
also needs to be updated. However to avoid the problems occurred for updating
the system regular basis will be handled by uploading the trained model to a
cloud server. Hence, we can train the models for new data in the back-end and
update the cloud server model without stopping the smart retail system in the
front-end, which leads to encourage the small retail companies to grab the new
technology.

Fig. 1. Flow chart of the smart cambin.
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3 Proposed Method

In this section, we will introduce our method and algorithm details.In addi-
tion,we will introduce the module we designed to reduce the computational
complexity.

3.1 Näıve Bounding Box Annotation

Our approach requires a pre-training model, a feature extractor and trained a
simple classifier. Its procedure is shown in Fig. 2. Image dataset which is required
to be annotated will be fed into the pre-trained object detection model. From
the pre-trained object detector we get the top-left and bottom-right corner coor-
dinates of the detections. Then we crop image based on these coordinates. Next
we extract feature vectors from cropped images by using the feature extractor
(VGG16 [18]). Then we use simple classifiers to classify (we already trained a
logistic regression classifier from very small number of cropped images) these
features to get their classification categories. Finally it generates the annota-
tion file (in .xml format) containing the coordinate information and the object
category.

Fig. 2. Näıve bounding box annotation approach–flow chart.

The public pre-trained object detection model mentioned before is trained
on large datasets such as COCO [19], iNaturalist Species Detection Dataset [20],
etc. When training the simple classifiers, approximately 50 good-cropped images
were selected for each category type and 446 cropped images as background
including the hard negatives. 1266 total cropped images were used in training
the simple feature classifier.

We extract feature maps for cropped images. Features are extracted for the
images to train a simple classifiers (SVM/Logistic Regression). We use VGG16
[18] model (without the final fully connected layers) which is trained on “Ima-
geNet” [21] dataset as the feature extractor. Pre-training model is used to extract
feature maps with rich features, which our small dataset does not represent. We
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used data augmentation method while extracting the feature vectors. Hence,
we were able to increase the number of extracted feature samples for training
the classifier that led to increase the accuracy of the classifier almost by 4.0%
compared to the feature set, which used without data augmentation.

Manual annotation is reduced by this method. After the annotation, we have
done a human supervision and incorrectly, annotated images and annotations
(xml files) were removed. Using the annotated images, we can start training our
object detector to annotate the rest of the images (similar to active learning
approaches) and the procedure mentioned in [22].

Fig. 3. Designed module for the proposed convolutional neural network architecture.
dr = dilation rate.

3.2 Custom Module

Basically to design our proposed architecture we have used the YOLOV2 [4]
(tiny-yolo version) algorithm. We have tried out few different architectures for
the feature extraction part of the network while using the yolo algorithm itself
(loss function). For the proposed module and the architecture from us, used
the concept about depthwise convolutions followed by pointwise convolutions
mentioned in the MobileNetV1 [23] and paper [24] to reduce the computational
complexity of the model by decreasing the number of matrix multiplicative oper-
ations. Further, we modified the architecture to focus on nearby features aswell
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using the dilated convolutions with normal convolutions inspired by the paper
RFBNet [25]. However, to reduce the computational complexity we have followed
the concept of Depthwise Convolutions from [25] for the dilated convolutions as
well for designed module. Output number of activations were decided by consid-
ering the paper [26] and multiplying the values mentioned in the original paper
by factor 1/2. We could not do any more experiments on fine-tuning those values.
Hence modules designed (Fig. 3) by us is basically the combination of Depthwise
Convolutions [23] and Dilated Convolutions [25] which used in a manner in the
paper GoogleNet [26] with 2 branches.

Model Serving. Should be done in a cloud platform and while maintaining
a model in the local machines when considering the smart retail system. Once
the smart retail system is up and running we should perform model training
and model updating in the backend without stopping the smart retail system.
We happened to found that the best way to perform this task is using a cloud
platform. Train the models, update the weight files in the backend, and update
it in the cloud system. Therefore, without any interruptions and with very small
delay we can update the local machines in the smart retail system.

4 Result

In this section, we show some results on the experiments conducted during work-
ing on the project.

Table 1. Accuracies for cropped image classifier – Näıve bounding box annotation

Accuracy

Classifier model W/O augmentation Augmentation

SVM 88.30% 92.00%

Logistic regression 88.41% 92.00%

CNN - 92.91%

4.1 Simple Classifiers

We have trained Simple classifiers to classify the cropped images. As shown in
the Table 1 there is a significant improvement of the accuracy when using the
features extracted with the data augmentation. However, we have not noticed
any significant different of training SVM model, Logistic Regression model and
CNN model. For our project we choose the Logistic Regression model as the
classifier. In generally we suggest it would be much easier to go with logistic
regression model than other two models as the SVM took considerably large
amount of time to train.
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Fig. 4. Some image results obtained from Näıve bounding box annotation.

Naive Bounding Box Annotation. Figure 4 shows some of the results taken
from the naive bounding box annotation experiments. As we can see that for the
custom image datasets, the proposed näıve bounding box annotation method
could be used and obtained some good results. Object localization was done
using the pre-trained object detector, and classification was done using the
trained logistic regression model. Sample results show, two bounding boxes in
each image. One is the ground-truth bounding box, which was drawn by the
humans manually. The other bounding box and the label was predicted by our
naive bounding box annotation approach.

Table 2. Results for naive bounding box annotation

Model Image dataset Detections (%) Time(h)

mask rcnn inception resnet RPC [27] 14,921 27.76 8.6

mask rcnn inception resnet Custom dataset 734 56.38 0.3

faster rcnn resnet50 coco Raccoon dataset 112 56.00 0.02

Table 2 depicts the results, if IoU (intersection over union) of the detec-
tions/predicted boxes and the ground truth boxes are equal or greater than 0.75.
Last column represents the time taken to perform the bounding box annotations
for the image datasets in hours. The results suggests that specially for a large
image dataset we can use our naive image bounding box annotation approach
to get the first set of bounding box annotations for a custom image dataset. We
used only singe objects training images from RPC [27] image dataset. Since the
RPC [27] image dataset has 53,739 training images in total.

4.2 Results for Some Experiments Conducted on Object Detection

Object detection was done using a video stream taken from single camera. As
shown in the Table 3 the best mAP results are achieved by the Tiny YoloV2
[6] model. It has the second highest number of parameters and second slow-
est FPS speed among the experimented object detection models. For the real
time applications mobilentV2 [23] is quite good with considerably low number
of parameters and a better speed compared to the other models. The model we
proposed has very low number of parameters and competitive mAP percentage
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Table 3. Comparisons done within smaller one-stage object detectors, which our cus-
tom data set trained.

Model Input layer size mAP (%) FPS # of parameters
(millions)

Tiny yolo v2 416 × 416 85.80 2.02 15.8

SSDMobilenetV2 300 × 300 68.04 7.06 (approximately)
3.4

SSD (VGG16 backbone) 300 × 300 68.31 0.80 25.7

MobilenetV2 (as backend) 301 × 301 67.02 3.56 3.4

Ours 416 × 416 77.47 2.16 1.2

Ours 301 × 301 69.84 3.93 1.2

Table 4. Effectiveness of the custom module.

Model Input layer size mAP (%) FPS # of parameters
(millions)

Tiny yolo v2 416 × 416 85.80 2.02 15.8

Tiny yolo v2 –
replaced module

416 × 416 86.32 2.41 9.2

to SSDMobilenetV2 model architecture and having much faster frame rate com-
pared to Tiny Yolo V2 [6]. Comparing our model which has 416 × 416 input
layer size and the Tiny YoloV2 model, our model got low accuracy while passing
the FPS speed and maintaining very low number of learning parameters (almost
90% reduction) which indicates it required very small storage capacity. Hence,
we hope this model architecture can be used in mobile applications. We hope
the FPS speed can be increased by replacing the 5 × 5 Seperable Convolutions
in the early phase of our designed network with the 3×3 seperable convolutions.

Original tiny yolo uses size 416 for the input image size while SSD MobileNet
models used 300 and our model used 301 as input image size. We believe that
input image size and the higher number of parameters lead to achieve higher
number of mAP for the Tiny Yolo V2 model. MobileNetV2 architecture design
used only 3 × 3 kernel sizes and 1 × 1 kernel sizes.

Effectiveness of the Custom Module. We performed a simple experiment to
check the effectiveness of the designed custom module. We replaced last second
and third to the last layers of the original Tiny-YOLO model with the designed
custom module. Comparison results with the original Tiny-YOLO model was
given in the Table 4. We have used the custom image dataset for this experiment.
According to the results, we were able to reduce the number of parameters of
the model by 41.77% while maintaining the original result with a slight increase
of the FPS speed.
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5 Conclusion

We have proposed a system architecture for a smart retail system in this paper
and further made 3 major contributions in this paper: (1) propose a näıve app-
roach to get first portion of the bounding box annotations for a given custom
image dataset. (2) A shallower and lightweight network architecture. (3) Novel
module design considering the receptive fields of convolutions more at the end of
the architecture. While discussing above major facts we describe the application
of Convolutional Neural Networks and Object tracking to build a Smart Retail
store. Using our proposed näıve bounding box annotation method, it reduces
largely manual work, which has to be done.

We have used a simple camera to capture the environment and performed
object detection. Further, we have used another camera to detect the face of a
customer which we have not discussed in detail in this paper. In future work,
the trained model will be further tested by hosting in a cloud server and add the
data mining section to suggest products using the age and gender predictions
while continue to improve the accuracy on both models for object detection and
face, gender classification. Further, we will use motion sensors, more cameras to
localize the moving object which will help to improve the accuracy of the smart
retail store.
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Abstract. In this study, we analyze and study the feature extraction method
based on wavelet transform and Principal Component Analysis (PCA), and
propose a method combining symlet 2 wavelet (sym2) and Support Vector
Machine (SVM) for face recognition. Firstly, the sym2 is used to wavelet
decomposition of the original image, and the decomposed low-frequency
information is selected for image reconstruction. Then, the reconstructed data is
multi-classified using support vector machine. Experiments were carried out
using the internationally published ORL face recognition database, and com-
pared with some classical methods used in ORL face recognition. The experi-
mental results show that the recognition success rate increases with the increase
in the training set. When 7 poses are selected for each face (A total of 280
photos are used as training sets) in the data set, the recognition success rate
reaches 100%. Therefore, the method proposed in this paper is better than the
previous method.

Keywords: Symlet 2 wavelet � Support Vector Machine �
ORL face recognition, feature extraction � Principal component analysis

1 Introduction

With the rise of artificial intelligence and big data technology, the research and
application of face recognition technology has been promoted. In recent years,
domestic and foreign scholars have proposed some feasible algorithms for face
recognition technology. Such as eigenface method, neural network, wavelet transform,
support vector machine, hidden Markov and other methods [1]. Most algorithms
currently require hardware and long training time. Generally, the face recognition
method commonly uses wavelet transform for feature extraction and dimensionality
reduction or PCA for feature dimensionality reduction and for performing classification
operations using a neural network. In this paper, we use wavelet transform and PCA for
image feature extraction and dimensionality reduction. Wavelet transform is a major
breakthrough after Fourier analysis in recent years. The multi-resolution analysis of
wavelet has good localization characteristics of space and frequency, and the detailed
analysis of the object can be realized by adopting gradually detailed step size for the
high-frequency part of the signal. Therefore, wavelet transform is especially suitable
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for the processing of non-stationary signals such as images [2]. PCA is a commonly
used method for feature dimension reduction. The basic idea is to extract the main
information of the data, and then discard the redundant information to achieve the
purpose of compression. SVM is a common classification algorithm in machine
learning. For multi-classification problems, SVM maps data from low-dimensional to
high-dimensional space by introducing kernel functions, so as to achieve linear
divisibility and achieve multi-classification goals. In this paper, we use the international
standard universal face recognition library which is ORL face recognition data set.
The ORL face database consists of a series of face images, with 40 objects of different
ages, genders and races. Each person’s 10 images consists of a total of 400 grayscale
images, the image size is 92 � 112, and the image background is black, as shown in
Fig. 1. In this paper, we introduce the feature extraction methods using PCA and
wavelet transform, respectively, and use SVM for classification and recognition. The
structure of this paper is as follows. Section 2 introduces the feature extraction method
wavelet transform and PCA. In Sect. 3, we introduced the classification algorithm
SVM. In Sect. 4, we detail the experimental process and experimental results. Finally,
In Sect. 5, we draw conclusions.

2 Feature Extraction Method

2.1 Wavelet Transform

Wavelet transform is applied to face recognition, mainly because the resolution of the
subgraph is reduced in different directions after the wavelet image is decomposed by
wavelet, and the computational complexity is reduced accordingly [3]. At the same
time it provides good local information in both the airspace and the frequency domain.
The low frequency portion of the face image information describes the overall shape of
the image. The high frequency part describes the details of the image. The face low
frequency information obtained by wavelet transform can better describe the face
features useful for classification [4].

In our study, we used a multi-layer (4-layer) SWT (stationary wavelet transform)
wavelet decomposition on the image set. SWT consists of two opposite processes of
decomposition and reconstruction, where the decomposition is the time series data

Fig. 1. ORL face recognition data set
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y (recorded as a0) through J iterations. Transform into a set of wavelet coefficients
distributed in J + 1 wavelet metrics

cy ¼ aJ ; bJ ; bJ�1; � � � ; b1� � ð1Þ

a j ¼ H j�1½ �a j�1½ �; b j ¼ G j�1½ �a j�1½ �

H j½ � ¼ UoH j�1½ �;G j½ � ¼ UoG j�1½ �

�
ð2Þ

In the above formula, decomposition series j ¼ 1; 2; � � � ; J; H 0½ � and G 0½ � are wavelet
low pass, high pass decomposition filters. Uo indicates that zeros are inserted after each
coefficient of the filter to double the filter length. a j and b j are called the j level low
frequency scale and the high frequency scale, respectively. Through wavelet decom-
position, different frequency band components in y are separated into different scales in
cy. The above formula is therefore called multi-scale analysis.

Unlike DWT, each wavelet scale of SWT is the same length as y, so SWT is a
redundant transform [5]. H j�1½ �, G j�1½ � decomposing aj�1 into a j; b jð Þ is non-
orthogonal. Its inverse transformation is not unique. But if defined D0 and D1 per-
form a downsampling operator for the second choice of keeping the even and odd
terms. Then transforms DoH j�1½ �;DoG j�1½ �� �

and D1H j�1½ �;D1G j�1½ �� �
are orthogonal

transforms, and gives the even and odd terms of a j and bj respectively. Therefore, if we

remember that the inverse transformation of the two is R j�1½ �
0 and R j�1½ �

1 . Then refactored
SWT is

aj�1 ¼ 1
2

R j�1½ �
0 þR j�1½ �

1

� �
a j; b j
� � ð3Þ

If j ¼ 1; 2; � � � ; J, then the sequence data y can be obtained from cy. If the coefficient
of the partial scale in cy is kept unchanged, and the coefficient of the remaining scale.
The discarding scale is set to zero, it is a partial scale reconstruction.

Because it is a redundant transform, SWT retains more information than DWT and
has translation invariance, which is more conducive to time series analysis [6].
However, if the length of y is 2J , the complexity of SWT decomposition J is O J2Jð Þ,
which is larger than O 2Jð Þ of DWT.

For simple calculation, use W to represent J-level SWT decomposition, which is
cy ¼ Wy. Use W� to indicate the corresponding refactoring, which is y ¼ W�cy. The
use of S0 for partial scale reconstruction adds zero to the coefficient of the discarding
scale.

Replace DWT with SWT and use wavelet sym2 to study wavelet extraction [7].
Sym2 is an approximate symmetric wavelet function with better symmetry, which can
reduce the phase distortion when analyzing and reconstructing signals to a certain
extent.
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2.2 Principal Component Analysis

Principal Component Analysis (PCA) is the most commonly used linear mapping
method in pattern recognition analysis [8]. It is based on the position distribution of
sample points in multi-mode space, and the maximum direction of sample points in
space. The direction with the largest variance is used as the discriminant vector to
achieve feature extraction [9].

Face frequency map as raw data of PCA [10]. Let a known low-frequency sub-
graph form a column vector whose size D ¼ M� N is a dimension. Let n be the
number of training samples, and Xi denote the face vector formed by the i-th face low-
frequency sub-graph, then the covariance matrix of the required samples is

Sr ¼
Xn

i¼1
Xi � lð Þ Xi � lð ÞT ð4Þ

Where u is the average image vector of the training sample

l ¼ 1
n

Xn

i¼1
xi ð5Þ

Let A = x1 � l;X2 � l; � � �Xn � l½ �, there is Sr ¼ AAT , and its dimension is
D� D. According to the K-L transform principle [11], the new coordinate system to be
required is composed of the feature vectors corresponding to the non-zero eigenvalues
of the matrix AAT .

The calculation of direct calculation is relatively large, so the eigenvalues and
eigenvectors of AAT are obtained by solving the eigenvalues and eigenvectors of ATA
using the SVD (singular value decomposition) theorem.

According to the SVD theorem, let ki ¼ i ¼ 1; 2; � � � ; rð Þ be the r non-zero
eigenvalues of matrix ATA. ti is the eigenvector of ATA corresponding to ki, then the
orthogonal normalized eigenvector li of AA

T is

li ¼
1ffiffiffiffi
ki

p ð6Þ

Then the feature face subspace is x ¼ l1; l2; � � � ; lrð Þ. The training sample is
projected into the feature face subspace, and a set of projection vectors W ¼ wTl is
obtained to form a database for face recognition [12]. When identifying, each image of
the face to be recognized is first projected into the feature face subspace, and is
identified as input data of the SVM classifier.

3 Classification and Recognition Based on SVM

Support Vector Machine is a learning method based on statistical learning theory
developed [13] in the 1990s. The generalization ability of machine learning is
improved by seeking the minimum of structured sorting, and the empirical risk and
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confidence range are minimized. In the case of a small amount of statistical samples,
good statistical laws can also be obtained.

In the training data, each data has n attributes and a second class of category
markers, we can think of these data in an n-dimensional space. Our goal is to find an n-
1 dimensional hyperplane. This hyperplane divides the data into two parts, each of
which belongs to the same category. In fact, there are many such hyperplanes, we have
to find the best one [14]. Therefore, a constraint has been added, the distance from this
hyperplane to the nearest data point of each class is the largest.

A linearly separable data set x1
!; y1
� �

; x2
!; y2
� �

; � � � ; xN

!; yN
� �� �

, ample feature
vector ~x 2 DT , that is, ~x is a vector in the D-dimensional real space. Class label
y 2 �1; þ 1f g, that is, there are only two types of samples. Usually, a sample with a
class label of þ 1 is a positive example, and a sample with a class label of �1 is a
counterexample. Now classify these two types of samples [15]. The goal is to find the
optimal segmentation hyperplane, i.e. the segmentation hyperplane of the largest
classification interval determined from the training samples. We set the equation for the
optimal hyperplane as !

w
T !

x
þ b ¼ 0. According to the point-to-plane distance for-

mula, the distance between sample !
x
and the best hyperplane !

w
; b

� �
is

!
w

T !
x
þ b

!
w

  . By

scaling the vector !
w

and the deviation term b proportionally, there are many solutions

to the optimal hyperplane. The hyperplane is normalized to select the sample~xk that is

closest to the hyperplane to satisfy !
w

and b of !
w

T !
xk

þ b ¼ 0

����
���� ¼ 1. We can get

normalized sample hyperplane. The distance from the nearest sample to the edge is

!
w

T !
x
þ b

!
w

  ¼ 1

!
w

  ð7Þ

And the classification interval becomes

m ¼ 2

!
w

  ð8Þ

In fact, it can be seen from the above formula that the most critical point for finding
the support vector is to find the upper method to maximize the normal vector!

w
. Put!

w

with a relationship !
w

T !
x
þ b ¼ 1 to get b. The key to the entire support vector is to

find the following objective function:

argmax!
w
;b

1

!
w

 mini yi !
w

T !
xi

þ b

� �� �8><
>:

9>=
>; ð9Þ
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Find the maximum spacing of the nearest support vector points for the two types of
data, and satisfy the conditions !

w
and b. At the same time, there is a constraint on this

formula:

yi !
w

T !
xi

þ b

� �
� 1 ð10Þ

At this point, the problem of finding support vector points is transformed into an
extremum problem of a function with constraints. For the problem of this kind, we can
solve it by Lagrangian multiplier method to get the following formula:

L !
w
; b; a

� �
¼ 1

2
!
w

 2�XN

i¼1
ai yi !T

w
!
xi

þ b

� �
� 1

� �
; ai [ 0 ð11Þ

Find the partial conductance of L on !
w

and b make it equal to zero.

@ L;!
w
; b; a

� �
@!
w

¼ 0 ) !
w

¼
XN

i¼1
aiyi !

xi
ð12Þ

@ L;!
w
; b; a

� �
@b

¼ 0 )
XN

i¼1
aiyi ¼ 0 ð13Þ

Bring the above two styles into the following formula.

L !
w
; b; a

� �
¼ 1

2
!T
w
!
x
�
XN

i¼1
aiyi !T

w
xi � b

XN

i¼1
aiyi þ

XN

i¼1
ai ð14Þ

Find the support vectors of the two types of data sets by finding !
w

and b that

satisfy the maximum value of the above formula.
The commonly used kernel functions are linear kernel function, polynomial kernel

function, Gaussian kernel function (RBF kernel function) and sigmoid kernel function
[16]. The choice of kernel function has a great influence on the classifier. We compare
and analyze the following kernel functions [17].

The mapping function corresponding to the RBF kernel function projects the
sample into an infinite dimensional space, and performs a polynomial expansion on the
RBF kernel function to obtain the result. Second, after mapping to the new space, all
sample points are distributed over a 1/4 sphere with a radius of 1 at the origin as:

K xi; xj
� � ¼ exp � xi � xj

 2
2r2

 !
ð15Þ
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Linear kernel are mainly used for linear separability. We can see that the dimension
of the feature space to the input space is the same. Its parameters are less fast, and for
linearly separable data, the classification effect is very good, so we try to use linear
kernel function to do classification as:

K x; xið Þ ¼ x � xi ð16Þ

Polynomial kernel functions can map low-dimensional input spaces to high-
dimensional feature spaces, but the polynomial kernel function has many parameters.
When the order of the polynomial is relatively high, the element values of the kernel
matrix will tend to infinity or infinitesimal. The computational complexity is too large
to calculate as:

K x; xið Þ ¼ x � xið Þþ 1ð Þd ð17Þ

4 Experimental Results and Analysis

We first used wavelet transform to extract features. Wavelet transform can reduce
dimension while extracting features, and the extracted feature data was classified by
SVM. In this experiment, we use python language for code writing, wavelet transform
USES the third-party package pywt in python, and SVM USES the popular third-party
machine learning extension library scikit-learn in python. The experimental hardware
environment we used was inter(R) Core(TM) i7-8700k CPU @3.70 ghz processor,
32G RAM and 1080TI GPU.

In this study, we used the standard face recognition data set ORL. In this data set,
each person has 10 different pose faces and 40 people have 400 photos. During the
experiment, we selected one, two, three, four, five, six and seven face poses of each
person as the training set, and the rest as the test set.

Fig. 2. (a) The original image; (b) Decompose the original image to the image of the fourth
layer based on sym2 wavelet;
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In the experimental process, we use the sym2 wavelet base in the pywt library. The
Symlets wavelet system is a finitely tightly supported orthogonal wavelet, which has
strong localization ability in the time domain and frequency domain, especially in the
wavelet decomposition process of the signal. Actually more specific digital filters, so
the sym2 wavelet base in the Symets wavelet system was chosen to perform wavelet
transform on image features. In the experiment, we use wavelet to decompose the
original image into the fourth layer which as shown in Fig. 2. The feature data after
wavelet decomposition is used. The image before and after decomposition is shown in
Fig. 3. For the feature data after wavelet transform, we use SVM for multi-
classification. The prediction and real results of SVM classification test set are shown in
Fig. 4. In SVM, we set the value of parameter c to 1000. C is the error item. Penalty
factor. The larger C, the greater the degree of punishment for the fault-divided sample,
so the higher the accuracy in the training sample, but the lower the generalization
ability, that is, the classification accuracy of the test data is reduced. Conversely, if C is
reduced, there are some misclassification errors in the training samples, and the gen-
eralization ability is strong. For the case where the training sample is noisy, the latter is
generally used, and the sample that is misclassified in the training sample set is used as
noise. The kernel functions we can use are ‘linear’, ‘poly’, ‘rbf’, etc. We set the kernel
function coefficient gamma to 0.001.

All figures and tables should be cited in the main text as Fig. 1, Table 1, etc.
In the experiment, we also tried to use PCA as image feature extraction. We use the

PCA in scikit-learn for dimension reduction. The feature data before and after
dimension reduction is shown in Fig. 5. We set the value of n_components in sklearn.
decomposition.PCA to be equal to 0.9, which is to retain 90% of the principal com-
ponents. Then we use SVM to complete the classification identification. We also use
wavelet transform for feature extraction, using the PCA for dimension reduction (the
dimensionality reduction method is the same as above), and then using SVM to
complete the classification and recognition. After three different methods of testing, we
obtained the experimental results shown in Table 1.

From Table 1, we can see that the four-layer wavelet decomposition and SVM face
recognition using Sym2 are better than the other two methods. With the increase of
training samples, when the sample pose is increased to 7, the recognition rate classified
by the method proposed in this paper can reach 100%.

Consider previous studies [18]. Comparing the proposed method with the previous
method, we plot the recognition rate of two different methods using different kernel
functions, as shown in Fig. 6 (RBF kernel), Fig. 7 (LINEAR kernel) and Fig. 8 (POLY
kernel). When the face number of each training set is less than 2 (80 in total), the
support vector machine with three different kernel functions is higher than the previous
method. When the training set selects less than 4 faces per face (160 total), the previous
method is superior to this method. When the training set is greater than 160, the
recognition rate of this method is significantly higher than the previous method.
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Fig. 3. (a) The distribution of the features of the first primitive face (the first one on the left in
Fig. 2) in space; (b) The distribution of the features of the first original face after four layers of
wavelet transform (the graph on the right in Fig. 2)

Fig. 4. (a) Training sample 240, test sample 160, when inputting test sample predicted
classification result; (b) Training sample 240, test sample 160, when entering the correct
classification result of the test sample

Table 1. Recognition rates of applied techniques according to increasing pose count

Technique Pose count per individual in training (number of
test images)

1/360 2/320 3/280 4/240 5/200 6/160 7/160
% % % % % % %

Sym2_SVM(rbf) 77.22 85.62 91.43 96.67 98.50 99.38 100.0
Sym2_SVM(linear) 77.22 85.62 91.43 95.83 99.00 99.38 100.0
Sym2_SVM(poly) 76.94 86.56 90.00 95.42 99.00 99.38 100.0
PCA_SVM(rbf) 69.17 86.56 89.64 95.00 95.50 96.88 98.33
PCA_SVM(linear) 69.17 86.56 89.64 94.58 96.00 96.88 98.33
PCA_SVM(poly) 34.44 52.19 58.21 76.25 83.00 86.88 89.17
Sym2_PCA_SVM(rbf) 72.22 82.81 88.93 96.67 97.50 98.75 99.17
Sym2_PCA_SVM(linear) 72.22 82.81 88.57 96.25 97.50 98.12 98.33
Sym2_PCA_SVM(poly) 60.00 71.25 81.43 92.08 94.00 94.38 96.67
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Fig. 5. (a) The spatial distribution of the training set before dimension reduction; (b) After the
dimension reduction, the training set is spatially distributed.

Fig. 6. Comparison of two methods based on RBF kernel function recognition rate

Fig. 7. Comparison of two methods based on LINEAR kernel function recognition rate

Fig. 8. Comparison of two methods based on POLY kernel function recognition rate
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5 Conclusions

In this paper, we propose a method based on Sym2 based wavelet transform and face
recognition. This method is validated on the ORL data set. We select the feature data of
the face through the wavelet transform of the 4-layer sym2 wavelet, and then use svm
to complete the classification and recognition. We use three different kernel functions
and compare them with the other two methods (One is using pca and svm, another is
using wavelet transform, pca and svm). The experimental results show that the method
is better than due to two other methods. This paper also compares this method with the
previous method. With the increase of training samples, the recognition rate of this
method is higher than the previous method. When the training sample reaches 280, the
recognition rate of this method reaches 100%.
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Abstract. Trajectory reconstruction is one of the key technologies to achieve
flight trajectory and ensure the safety of flight. Aircraft Communication
Addressing and Reporting System (ACARS) is a digital data link system that
transmits short messages by radio or satellite between aircraft and ground station.
In this paper, an approach based on adaptive cubic spline interpolation is proposed
for ACARS trajectory reconstruction. The ACARS data points of different flight
phases are reconstructed, and the appropriate trajectory curve is obtained. This
approach is verified in simulation platform by using true flight historical data.
Experimental results show that this approach obtained better smoothness and
lower error precision than that of traditional trajectory reconstruction algorithm,
especially in take-off and landing phases. Improving the degree of cure smoothing
and decreasing its error are helpful to the accurate trajectory and position of the
flight, which provides a guarantee for the safe operation of the air traffic.

Keywords: Flight safety � ACARS � Trajectory reconstruction � Adaptive �
Cubic spline

1 Introduction

Aircraft Communication Addressing and Reporting System (ACARS) is a data link
system which is widely used in international civil aviation. It is used to monitor the
aircraft in real time. Since Malaysia Airlines MH370 incident occurred in March 8,
2014, in order to ensure the safe operation of air transport, the International Civil
Aviation Organization (ICAO) and the aviation industry attached great importance to
trajectory the global flight by using the ACARS data [1].

In the era of rapid development of communication network, the core of the next
generation aviation transportation system-Next Generation Air Transportation System
(NextGen) is Trajectory-based Operational [2, 3]. Trajectory reconstruction is one of
the core technologies of the Trajectory-based Operational. In the operation and man-
agement of the trajectory, the trajectory reconstruction can accurately predict the
current position and future position of the civil aviation aircraft in high density air-
space, and solve the Airspace utilization and improve the flight safety and operational
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efficiency of the civil aviation aircraft [4, 5]. It is a technical problem that needs to be
solved urgently at present.

Besada, et al. presented a method of air traffic control trajectory reconstruction for
sensor and trajectory performance evaluation [6]. Sotiriou et al. studied an adaptive
time-series probabilistic framework for 4-D trajectory conformance monitoring [7].
The trajectory reconstruction of aircraft was studied in Nanjing University of Aero-
nautics & Astronautics, but they had some defects. Wang used the traditional cubic
spline interpolation and linear interpolation to reconstruct the trajectory [8]. The
smoothness and accuracy of the trajectory obtained was not good through two algo-
rithms. Lu did not launch a specific study of different flight stages (take-off, cruise and
landing) [9].

This paper proposes adaptive cubic spline algorithm which uses ACARS data link
technology to carry on the trajectory reconstruction, improve the accuracy of trajectory,
reduce the estimation error, and achieve the purpose of flight trajectory.

2 Adaptive Cubic Spline Interpolation Algorithm

In order to ensure the real-time performance of the aircraft, it is needed to fit the
accurate trajectory of the aircraft. Therefore, we propose an adaptive cubic spline
interpolation based ACARS trajectory reconstruction algorithm, which can be used to
reconstruct the real time flight path of the aircraft. The basic idea of this method is that
the number and the initial value of spline are given by the algorithm. The initial node
vector is used to construct B spline basis functions and the coefficients of the basis
functions are obtained. Then the spline function values are obtained by the least square
method to solve the B spline curve equation. Then we calculate the error of the spline
function and the original data. If it is less than the specified error, the trajectory can be
constructed to meet the requirements, if the error is greater than the specified error, the
initial value of the node is changed or the number of the nodes is changed, and the
operation is carried out until it meets the requirements [10, 11].

In the adaptive trajectory reconstruction, the initial value N is given, and the data
points ftigNi¼0 are constructed according to the message. These data points are within
the range of [A, B], among them, t0 ¼ A; tN ¼ B. We select N − 1 random number
frigN�1

i¼1 ; 0\ri\1. We can use the formula ti ¼ riti�1 þ 1� rið Þtiþ 1 i ¼ 1; . . .;N � 1
to get the monotonically increasing random sequence ftigNi¼0. We take this sequence as
the sequence of the spline. Solving tri-diagonal equations as follows.

�1 1� r1
r2 �1 1� r2

. .
. . .

. . .
.

rN�2 �1 1� rN�2

rN�1 �1

0
BBBBB@

1
CCCCCA

t1
t2
..
.

tN�2

tN�1

0
BBBBB@

1
CCCCCA ¼

�r1A
0
..
.

0
� 1� rN�1ð ÞB

0
BBBB@

1
CCCCA ð1Þ

We construct the cubic B-spline by using the node vector, and determine whether
the accuracy is up to the requirement. If the accuracy does not meet the requirements,
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we select another set of random number and reconstruct the curve. In order to get the
node vector with the specified accuracy, this process is repeated several times. If we do
not meet the requirements at the number of nodes, the number of nodes will change
(the number of nodes increased by 1 in turn). Then repeat the above process until the
requirements are met [2, 12].

The main steps of the algorithm are as follows:

Step 0 (initialization): (a) Original points xi; yi; zif gwi¼1. (b) Number of nodes N.
(c) Under the fixed length, nodes were selected randomly Num times (Num rep-
resents the maximum value possible). (d) Specified accuracy e.
Step 1. Selecting random number frigN�1

i¼1 . If min r ! 0 or max r ! 1, we select the
random number.
Step 2. Using formula 1 to get the internal node tif gN�1

i¼1 .
Step 3. If tiþ 1 � tij j\h; h ¼ 1:0� 10�4, We remove a node.
Step 4. Node normalization.
Step 5. Construct cubic B-spline basis function.
Step 6. The ACARS data parameter values are brought into the basis function, and
the coefficient matrix is obtained.

Ni;0 tð Þ ¼ 1 if ti � t\tiþ 1

0 other

�
Ni;k tð Þ ¼ t�tið ÞNi;k�1 tð Þ

tiþ k�ti
þ tiþ kþ 1�tð ÞNiþ 1;k�1 tð Þ

tiþ kþ 1�tiþ 1
k[ 0

0=0 ¼ 0

8>><
>>: ð2Þ

Step 7. Solving equations

y1
..
.

yw

0
B@

1
CA ¼

N0;kðx1Þ � � � Nn;kðx1Þ
..
. ..

. ..
.

N0;kðxwÞ � � � Nn;kðx1Þ

0
B@

1
CA

b0
..
.

bn

0
B@

1
CAþ d ð3Þ

Step 8. Determine whether the error is less than precision. Yes, step 10; No, step 9.
Step 9. num ¼ num þ 1. If num\Num, to perform step 1; if num � Num, so
N ¼ N þ 1; num ¼ 1.
Step 10. End of program.

3 Experiment and Result Analysis

In this paper, the experimental system is using a PC machine and MATLAB simulation
software for data processing. In order to ensure the reliability of the experiment, the
original data of this paper originates from the domestic real flight data of an airline [13,
14].

The experimental scheme of trajectory reconstruction is shown in Fig. 1.
In order to carry on the comparative analysis, the experiment uses three kinds of

flight path methods, as follows.
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• Adaptive cubic spline interpolation
• Linear interpolation
• Ordinary cubic spline interpolation

The trajectory of the three methods are compared and analyzed.
Using the historical flight data, three methods are used to reconstruct the trajectory,

and the results are shown in Fig. 2.

As shown in Fig. 2(a), (b) and (c), in the reconstruction of ACARS trajectory,
adaptive cubic spline has a higher accuracy than ordinary cubic spline interpolation and
linear interpolation. In the smoothness of the trajectory, the trajectory has an advantage
by adopting the adaptive cubic spline function, and it is more flexible in the curve
reconstruction.

In order to explain the effect of interpolation function and the accuracy of each
flight phase, we have to make the interpolation operation for each stage of the flight
(take off, cruise and landing) [15, 16].

1. Take-off phase

In the take-off phase, the flight path of the three methods is shown in Fig. 3.

Real 
data

comparison

linear interpolation

ordinary cubic spline 
interpolation

adaptive cubic spline 
interpolation

accuracy

smoothness

Fig. 1. Experimental scheme of trajectory reconstruction

Fig. 2. Reconstructed trajectory
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As shown in Fig. 3(a), (b) and (c), the smoothness of ordinary cubic spline is
significantly better than the linear interpolation in the take-off stage, but obviously
worse than the adaptive cubic spline.

2. Cruise phase

In the cruise phase, the flight path of the three methods is shown in Fig. 4.

As shown in Fig. 4(a), (b) and (c), due to the original trajectory data is relatively
flat, the effect of three methods is similar in the cruise phase. However, in the relatively
large fluctuations of the trajectory stage, the smoothness of the adaptive cubic spline
curve is better than the ordinary cubic spline curve, and the ordinary cubic spline curve
is better than the linear interpolation curve.

3. Landing phase

In the landing phase, the flight path of the three methods is shown in Fig. 5.
As shown in Fig. 5(a), (b) and (c), we can see that the smoothness of the cubic

spline curve is still better than the linear interpolation curve in the landing phase of the

Fig. 3. Trajectory in the take-off stage

Fig. 4. Trajectory in the cruise stage
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trajectory, and the adaptive cubic spline curve is better than the ordinary cubic spline
curve.

The smoothness of the trajectory fitting curve and the precision of the reconstructed
trajectory are two important parameters in the trajectory of real-time monitoring
applications. Through the analysis of the experimental results, this paper analyzes the
smoothness of the trajectory fitting curve and the accuracy of the reconstructed
trajectory.

Contrast the smoothness of the trajectory in the three stages:

• Due to the location of the data has a good stability in the cruise phase, results of the
three methods are smooth. In the large deflection of the trajectory segment, the
adaptive cubic spline interpolation is still relatively smooth.

• During take-off and landing stage, some of the changes in the technical indicators of
the aircraft is relatively large (such as flight altitude, flight speed), resulting in a
complex distribution of trajectory points. Compared with the other two interpolation
methods, the reconstructed trajectory obtained by the adaptive cubic spline method
has obvious advantages.

In order to get the precision of the reconstructed trajectory, the root mean square
error (RMSE) is used as the criterion to evaluate the accuracy of the trajectory. The
trajectory data is used as the reference value, and the accuracy of the trajectory is
calculated by the three algorithms (see Table 1).

Fig. 5. Trajectory in the landing stage

Table 1. Trajectory interpolation contrast experiment (%)

Error Take-off stage Cruise stage Landing stage
a o l a o l a o l

Lat 1.04 10.9 17.5 0.05 0.43 0.61 0.49 4.78 19.5
Lon 0.16 0.81 1.57 0.28 0.80 1.08 0.12 0.43 1.09
Alt 0.27 0.88 1.53 0.42 1.37 2.06 0.13 0.40 0.88

Lat, Lon, Alt denote Latitude, Longitude, Altitude respectively.
l, o, a denote linear, ordinary and adaptive respectively.
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From Table 1 we can reach the following conclusions.

• In the cruise phase, due to the flight data is relatively stable, the reconstruction of
the trajectory does not show a greater difference in accuracy, the three methods have
shown a better performance.

• Due to the irregular flight data, the accuracy of the cubic spline curve is still better
than the ordinary cubic spline curve in the take-off and landing phases and the
ordinary cubic spline curve is better than the linear interpolation curve.

The algorithm of this paper is different from others. According to the different
trajectory curves, the distribution of nodes is not the same. In the large deflection, the
distribution of nodes is relatively large, so that the error of the trajectory is small. In the
small deflection, the distribution of nodes is relatively small. Under the premise of
ensuring the accuracy, in order to improve the efficiency of the algorithm and ensure
accurate trajectory of flights, the number of nodes is less as far as possible. Therefore,
the experimental results show that the adaptive cubic spline algorithm has a good
performance of the flight trajectory in the range of error allowed.

4 Conclusion

We get the better smoothness and higher accuracy of the trajectory by using the
method, this method meets the International Civil Aviation Organization (ICAO) latest
implementation of the global flight trajectory standards. By using the flight data
transmitted by ACARS system to reconstruct the flight path, it can provide accurate
flight information to the global flight trajectory, realize the accurate positioning of the
flight, and provide guarantee for the safe operation of the air traffic.

In the actual flight, the flight time is relatively short, and the interval between the
messages sent by ACARS is relatively long, so there are not many available trajectory
points, so the accuracy of the reconstructed trajectory needs to be further improved.
Due to the randomness of node selection in this method, the precision and time of the
reconstructed trajectory can be better. Therefore, the selection and optimization of the
node is the focus of the research in future.
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Abstract. Internet of Things (IoT) is a promising networking paradigm
that connects various kinds of sensors and exchanges data from smart
devices. Since IoT always related to user’s daily life, the problems of
security and privacy are of great importance. Presently, the attribute
based encryption (ABE) is a popular solution to guarantee the fine-
grained sharing of encrypted data in IoT. In this paper, an attribute
based keyword search with lightweight decryption in multi-authority
(ABKS-LD-MA) is proposed. Our system supports multi-keyword search
in cloud by using searchable attribute based encryption. We also inte-
grate the lightweight decryption to searchable ABE scheme that largely
reduces the computing overhead for users. Furthermore, our ABKS-LD-
MA scheme supports multi-authority scenario, which is more adaptive
to the real IoT environment. The experiment analysis shows that our
scheme has relatively lowered the communication cost on IoT devices.

Keywords: ABE · Multi-keyword search · Multi-authority ·
Lightweight decryption · IoT

1 Introduction

1.1 Background

Internet of things (IoT) is a network combining devices, e.g. smart phones, indus-
trial electronic devices and home appliances, and allows these things to connect,
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interact and exchange data. However, User information stored on IoT devices
or in the ecosystem may be acquired by unauthorized users. Thus, more and
more users and companies encrypt their data that they collect from the sensor
network before uploading it to the clouds.

Unfortunately, traditional public key encryption schemes are not suitable
for distributed IoT environments. To solve the problem of data security and
IoT data access control in distributed IoT system, attribute based encryption
(ABE) have been proposed due to its advantage in realizing the fine-grained data
access control in the cloud storage. The concept of ABE was proposed by Sahai
et al. [1]. ABE schemes are classified into two classes: ciphertext-policy ABE
(CP-ABE) [2] and key-policy ABE (KP-ABE) [8]. CP-ABE is more practical for
designing an access control system in a cloud environment, as it gives the data
owner more direct control on access policies. Bethencourt et al. [2] designed the
first CP-ABE encryption scheme, where ciphertext can be decrypted only if the
attributes embed in the private key satisfy the access structure for computing
the ciphertext. These ABE schemes have been focusing on the single-authority
scenario, where all attributes’ authorization is managed by a single authority.

However, in our real world, each user’s attributes are from different author-
ities, and the data owner can share data with the users from different authori-
ties. In order to solve this problem, Chase et al. [5] constructed the first multi-
authority CP-ABE scheme, where multi-independent authorities manage the
attributes and distribute keys to the users. To prevent the collusion attack from
corrupted authorities, Lewko and Waters [12] proposed a secure multi-authority
ABE construction, where the dual system encryption methodology is used to
realize safety proof.

Although the encryption-before-outsourcing scheme can guarantee the IoT
data privacy, it makes the data search over encrypted IoT data extremely dif-
ficult. Therefore, searchable encryption (SE) is proposed to maintain keyword
search over encrypted data. The first public key encryption scheme with key-
word search (PEKS) was constructed by Boneh et al. [3], which enables user to
securely retrieve files of interest over encrypted data according to user-defined
keyword. In practice, to further achieve fine-grained access control in the SE
schemes, the attribute based keyword search (ABKS) schemes were proposed
[6,11,14]. However, these methods only support single keyword search. To enable
multi-keyword search with fine-grained access control, Li et al. [13] proposed an
improved ABKS scheme.

One of the main drawbacks of CP-ABE is that the decryption overhead
on authorized users is tremendous. To improve the efficiency of decryption on
authorized users, Green et al. [9] proposed CP-ABE scheme, where the main
part of the decryption is done by the cloud and the remainder part is done at
the user end. Therefore, the computation cost of decryption at the user end is
greatly lowered while the confidentiality of the message is still protected against
the cloud.
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1.2 Contribution

In this paper, we propose a novel scheme: attribute based keyword search and
lightweight decryption in multi-authority system ABKS-LD-MA, which has the
following contributions:

Multiple Keyword Search. Our scheme supports multi-keyword search in
cloud by using searchable attribute based encryption. It enables end users to
search ciphertext of interest according to a series of keywords.

Lightweight Computation on End Users. Our scheme reliefs the large com-
putational burden from resource-constrained devices. Specically, we outsource
the main computation of the decryption to the cloud without loss any data con-
dentially. the user need only compute one exponentiation and no pairings to
recover the message.

Decentralizing Attribute Based Encryption. Our scheme design an effi-
cient multi-authority access control scheme for cloud storage. There is no
requirment for any central authority, which can avoid placing absolute trust
in a single authority which must remain active and uncorrupted throughout the
lifetime of the system.

Functionality and Practicability. The performance analysis demonstrates
that our system is efficient and feasible in IoT environment.

2 Definition of ABKS-LD-MA

2.1 System Model of ABKS-LD-MA

The system model of ABKS-LD-MA for distributed IoT is presented in Figure 1.
The system comprises of six entities, whose responsibilities and interactions are
described below.

IoT Node (Data Owner). There are various types of IoT network systems,
e.g. smart home, smart industry and remote health care system. Intelligent
devices in these systems connect and communicate with each other, collect-
ing and transmitting data. For example, the monitors in smart home are used
to monitor home state and the body sensors in remote health care system are
used to detect heart rate, body temperature and blood pressure. These private
information are formed into files. Then the keywords are extracted from each
file, and then the file and the keywords are both encrypted by the IoT node and
later sent to the cloud server.
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Certificate Authority (CA). CA is not involved in any key distribution and
it is only responsible to generate the initial set of common reference parameters
and the global user identity (UID) for the authorized user.

Attribute Authority (AA). There exists multiple attribute authorities (AA)
in the distributed IoT system. Every AA generates the attribute public key
(APK) and the attribute secret key (ASK) for each attribute it manages, and it
give respectively APK and ASK to the data owner.

Cloud Server (CS). The cloud sever has huge storage space and the massive
computing power, which helps user store ciphertexts. Moreover, the cloud server
needs to provide the keyword search query for the data users. The cloud server is
regarded as honest-but-curious, who honestly executes the assigned calculation,
but is curious to the user’s private information.

Auxiliary Cloud Server (ACS). The Auxiliary Cloud Server (ACS) will
help the users to complete a part of the decryption calculation with the user’s
transformation key as input.

Data User (User). Each data user has the UID assigned by the CA and
get the attribute secret key from some authorities according to the attributes
it has. To search the ciphertext, user chooses a keyword set that he wants to
search. Then, a trapdoor is computed from the keywords and uploaded to the
cloud server. If the trapdoor satisfies the encrypted index, the data user blinds
his secret key and transfers it to a random transformation key. The auxiliary
cloud server can use the transformation key to partially decrypt ciphertext if
the attributes embed in the private key satisfies the access structure embed in
the ciphertext. Upon receiving the partially decrypted ciphertext, the data user
runs decrypt algorithm to recover the file.

2.2 Framework of ABKS-LD-MA

Global Setup (κ) → (PP,MSK). Global setup algorithm takes as input the
security parameter κ, and it outputs public parameters PP for the system, the
master secret key MSK for each authority and global identity GID for the legal
user.

Authority Setup (PP ) → (APKi,j , ASKi,j). Each authority Aj runs the
authority setup algorithm, which takes public parameters PP as input and gen-
erates a attribute public key APKi,j and a attribute secret key ASKi,j for each
attribute i it manages.

SecretKeyGen(MSK, i, PP,GID,ASKi,j) → SKi,GID. The SecretkeyGen
algorithm takes as input an identity GID, the global parameter PP , an attribute



Lightweight Distributed ABKS System for IoT 257

Fig. 1. System model of ABKS-LD-MA

i belonging to some authority, and the attribute secret key ASKi,j for this
authority. It produces a secret key SKi,GID for this attribute and send it to the
data user.

Encrypt (M, (A, ρ),KW,PP, {APKi,j})→ CT . Data owner runs the Encrypt
algorithm, which take as input the file M , the access policy (A, ρ), a keyword
set KW , the global parameters PP and the set of attribute public keys APKi,j

for relevant authorities. It output the ciphertext CT , which contains encrypted
file CM and encrypted secure index I.

Trapdoor ({SKi,GID},KW ′, PP )→ TKW ′ . Data user runs the rapdoor algo-
rithm, which take as input the secret key set, query keyword set KW ′ and the
global parameters PP , and outputs the keyword trapdoor TKW ′ .

TransKeyGen ({SKi,GID}, z)→ TKGID. Data user runs the TransKeyGen
algorithm, which take as input the secret key set and a blind value z, and out-
puts the transformation key TKGID. Then, the data user submits TKW ′ to the
cloud server.

Search (CT, TKW ′)→ 1/0. The cloud server executes the search algorithm with
the trapdoor TKW ′ and the ciphertext CT as input. If output is “1” , the query
is successful and the cloud server runs transform algorithm. If output is “0”, the
transform algorithm will not be run.

Transform (CT, TKGID)→ CTout/ ⊥. The cloud runs the partial decrypt algo-
rithm, which takes the transformation key TKGID and the ciphertext CT as
input. If the search algorithm output is “1” and attributes embedded in the
transformation key satisfies the access structure of the ciphertext CT , the cloud
will returns the transformed ciphertext CTout to the user. Otherwise, it out-
puts ⊥.
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Decrypt (z, CTout)→ M . The data user runs the Decrypt algorithm with its
blind value z and the transformed ciphertext CTout as input. The user can
recover the message M with lightweight decryption.

3 Concrete Construction of ABKS-LD-MA

3.1 System Initialization

SA denote the set of authorities. Let G be a bilinear group of prime order p and
g be a generator of G. Let e : G × G → GT be the bilinear map. Choose three
hash functions H ′ : {0, 1}∗ → Z

∗
p, h : {0, 1}∗ → k , and H : {0, 1}∗ → G that

maps global identities GID ∈ {0, 1}∗ to an element of G.

(1) Global Setup
The certification authority CA inputs a security parameter κ and runs the
algorithm Global Setup. Then it chooses a random element λ ∈ Z

∗
p, f ∈ G,

and set the public parameter and master secret key of the system as

PP = (f, g, gλ),MSK = λ (1)

(2) Authority Setup
Each authority takes the global public parameters as the input and runs
the Authority Setup. Let SA denote the the set of attribute authorities. Each
authority Aj(Aj ∈ SA) has a set of attributes Lj . For different attribute
authorities, they manage different attributes. Therefore, for any Ai, Aj ∈ SA

( i �= j), Li

⋂
Lj = ∅.

For each i ∈ Lj , the authority Aj also chooses two random exponents
ai, yi ∈ ZN as its attribute secret key, i.e.

ASKi,j = {ai, yi, βi}i∈Lj ,j∈SA
(2)

and sets the attribute public key as

APKi,j = {e(g, g)ai , gyi , gβi}i∈Lj ,j∈SA
(3)

3.2 Key Generation

(1) SecretKeyGen
User UGID receives a set of attribute I[j,GID] from authority Aj , and the
corresponding secret key is SKi,GID. For each i ∈ I[j,GID], authority Aj

computes K1,i = g
αi

λ+δ , K3,i = H(GID)yi , K4,i = gαiH(GID)βi .

SKi,GID = {K1,i,K3,i,K4,i}i∈I[j,GID],j∈SA
(4)

(2) TransKeyGen
The data user UGID chooses a random value z ∈ Z

∗
p, and computes K ′

2 =
H(GID)z, K ′

3,i = H(GID)zyi , K ′
4,i = gzαiH(GID)zβi . It computes the

transformation key:

TKGID = (K ′
2, {K ′

3,i,K
′
4,i}i∈I[j,GID],j∈AGID

) (5)

where AGID denotes the set of authorities that issued the secret keys to the user
UGID.
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3.3 Trapdoor Generation

If the user wants to find all data owner’s file that contain a certain keyword
set KW ′ = {kw1, kw2...kwl2}, he randomly chooses u, �2 ∈ Z

∗
p and generates

a keyword trapdoor T ′
KW using his secret key as follows: T1,i = Ku

1,i, T2 =
H(GID), T3 = u�2l

−1
2 , T4,x = �−1

2 Σl2
x=1H

′(kwi)x, T5 = e(g, f)u. The keyword
trapdoor TKW ′ is

TKW ′ = ({T1,i}i∈I[j,GID],j∈AGID
, T2, T3, T5, {T4,x}x∈{0,1,...,l1}) (6)

3.4 Encryption

(1) File Encryption
Data owner encrypts the file M with secret key kSE = h(Υ ) and Υ is
randomly selected element from G

∗
T . The encrypted file is denoted as

CM = SEnc′
kSE

(M) (7)

(2) Index Encryption
The data owner extracts a keyword set KW = {kw1, kw2...kwl1} from the
file M . Let A be an n× l matrix and ρ be the function that associated rows
of A to attributes. The access policy is represented as (A, ρ). The concrete
encryption algorithm is described below.

1. It chooses a random s ∈ Zp and a random vector v ∈ Z
n
p . Note that s is

the first entry of v. For each i ∈ [l], λi = Ai · v, where Ai is the ith row
of A.

2. Construct an l1 degree polynomial r(x) = ηl1x
l1 + ηl1−1x

l1−1 + ... + η0,
such that H ′(kw1), ...,H ′(kwl1) are the l1 roots of the equation r(x) = 1.

3. Randomly picks �1, b ∈ Z
∗
p and generate the secure index by comput-

ing Ii = Υ · e(g, g)sαρ(i) , I0 = gb, I1 = gλb, I2 = gs, I3 = g�1 ,
I4,i = gβρ(i)λig−�1yρ(i) I5,x = �−1

1 ·ηx, E1 = e(g, f)�1 , E2,i = e(g, g)αρ(i)b�1 .
4. Outsource the ciphertext CT to the cloud, where

CT = (I0, I1, I2, I3, E1, {Ii, I4,i, E2,i}i∈[l], {I5,x}x∈{0,1,...,l1}, CM ) (8)

3.5 Retrieve Matching Files and Outsourced Computing

When the cloud server receives the keyword trapdoor and transformation key
from the data user, it retrieves the data owner’s encrypted files to find the match-
ing documents by running the following two phase: Search phase and Transform
phase.

In the search phase, if the searched keyword set in keyword trapdoor is
a subset of that in the secure index, it means the encrypted file matches the
trapdoor.

In the transform phase, the cloud can transform the ciphertext CT to the
partial decrypted ciphertext and sent it to the user.
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(1) Search
1. Suppose the attributes embedded in TKGID satisfy the access structure

associated with CT . Let N ⊂ [l] be defined as N = {i : ρ(i) ∈ S}. There
exists a set of constants {wi ∈ Zp}i∈N so that Σi∈NwiAi = (1, 0, ..., 0).

2. The cloud verifies whether the following equation holds

T5 · e(Πi∈NT1,ρ(i), I
T2
0 I1) = (E1 · Πi∈NE2,i)T3·(Σl1

x=1I5,xT4,x). (9)

If the equation holds, it outputs 1 indicating that KW ′ ⊂ KW . Other-
wise, it outputs 0.

(2) Transform
1. If the output of Search algorithm is 0 or the attributes associated

with TKGID does not satisfy the access structure associated with CT ,
Transform algorithm outputs ⊥.

2. If the output of Search algorithm is 1 and the attributes associated with
TKGID satisfy the access structure associated with CT , the cloud com-
putes

I ′ =
e(Πi∈NK ′

4,ρ(i), I2)

e(I3,Πi∈NK ′wi

3,ρ(i)) · e(Πi∈NIwi
4,i ,K

′
2)

=
e(g, g)szΣi∈N αρ(i)e(g,H(GID))szΣi∈N βρ(i)

(Πi∈Ne(g,H(GID))βρ(i)zλiwi)

= e(g, g)szΣi∈N αρ(i) (10)
I ′′ = Πi∈NIi = Πi∈N (Υ · e(g, g)sαρ(i) ) = Υ |N |e(g, g)sΣi∈N αρ(i) (11)

The transform algorithm outputs CTout = (CM , I ′, I ′′). CTout is the
transformed ciphertext which is sent to data user.

3.6 Decryption

In this algorithm, the data user takes as input the blind value z and the trans-
formed ciphertext CTout, and recovers the plaintext as

(I ′′/(I ′)1/z)1/|N | = (Υ |N |)1/|N | = Υ (12)
kSE = h(Υ ) (13)
M = SDec′

kSE
(CM ) (14)

As the ciphertext is already partially decrypted by the cloud server, in this
phase the data user only needs to compute a simple exponentiation and division
operation to recover the plaintext file, which is very efficient.
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4 Performance Analysis

In this section, we analyze the performance of ABKS-LD-MA from the following
parts. On the one hand, we analyze the functions of ABKS-LD-MA with existing
schemes as shown in Table 1. On the other hand, we also evaluate the computing
overheads of ABKS-LD-MA and other schemes on an experimental workbench
(Table 2).

Table 1. Function comparison

[4] [10] [18] [9] [17] [20] [15] [22] [21] [16] Our

Fine-grained access control × √ √ √ √ √ √ √ √ √ √

Multi-keyword search
√ × √ × √ × × √ × × √

Lightweight decryption × × × √ × × √ × × × √

Decentralized system × × × × × √ × × √ √ √

Table 2. Computing overhead comparison

Scheme KeyGen Encryption Trapdoor Search Decryption

[19] (|S| + 4)E P + ET

+(5l+ 2)E

⊥ ⊥ (3|S| + 1)P
+(|S| + 1)E

[11] 4|S|E 2P + (l+ 6)E
+ET

8|S|E 2P + 2lE 4P + ET

+(3|S| + 5)E

[10] (4|S| + 3)E (5l + 1)E +ET ⊥ ⊥ (4|S| + 1)P

Our 4|S|E 3ET +(2l+ 1)P
+(2l+ 4)E

(|S| + 1)E + P 3P + 3ET

+(2l + 1)E
2ET

4.1 Experimental Analysis

To evaluate the performance, we leverage Java Pairing Based Cryptography
(JPBC) Library [7] on PC to implement ABKS-LD-MA and other available
schemes used for comparison. The PC used for conducting experiment is running
Windows 10 64-bit operation system with the following configurations: Intel core
i7 CPU @ 2.60 GHZ, 16 GB RAM.

Figure 2 shows the computation overheads of decryption algorithms. In
decryption phase, our ABKS-LD-MA scheme outsources a large number of com-
putations to cloud, so the use can only consume 44 ms to decrypt the cipher-
text. However, the schemes in [10,11,19] has more greater computations than
our scheme.

The above analysis shows that ABKS-LD-MA has efficiency significantly bet-
ter than the other schemes.
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Fig. 2. Computing overhead

5 Conclusion

In this paper, we propose ABKS-LD-MA, lightweight attribute based search
encryption in multi-authority. ABKS-LD-MA seamlessly integrates a number of
key security functionalities, such as multi-keyword search, fine-grained access
control, lightweight decryption. Futhermore, the scheme also supports multi-
authority scenario, which is more suitable for the Internet of Things environment.
The function analysis showed that ABKS-LD-MA is superior to most of the
existing systems. Peformance analysis demonstrated that our schemes is very
practical.
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Abstract. Sensing network of the Internet of Things (IoT) has become
the infrastructure for facilitating the monitoring of potential events,
where the accuracy and energy-efficiency are essential factors to be con-
sidered when determining the boundary of continuous objects. This arti-
cle proposes an energy-efficient boundary detection mechanism in IoT
sensing network. Specifically, a sleeping mechanism is adopted to detect
the relatively coarse boundary through applying the convex hull algo-
rithm. Leveraging the analysis of the relation for corresponding boundary
nodes, the area around a boundary node is categorized as three types of
sub-areas with descending possibility of event occurrence. An optimized
greedy algorithm is adopted to selectively activate certain numbers of
1-hop neighboring IoT nodes in respective sub-areas, to avoid the acti-
vation of all 1-hop neighboring nodes in a flooding manner. Consequently,
the boundary is refined and optimized according to sensory data of these
activated IoT nodes. Experimental results demonstrate that our method
can achieve better detection accuracy, while reducing energy consump-
tion to a large extent, compared to the state of arts.

Keywords: Boundary detection · Continuous objects ·
IoT sensing networks · Energy efficiency · Greedy algorithm

1 Introduction

The rapid proliferation of smart devices envisions IoT sensing network as a novel
infrastructure to facilitate applications in various domains. Generally speaking,
IoT sensing network enables the collaboration, cooperation, and communication
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among a large number of smart things, and forms self-organizing and adaptive
sub-networks based on edge network intelligence [1]. Due to its advantage of
providing affordable, lightweight and flexible solutions for early warning, data
analysis, knowledge aggregation, and remote monitoring, IoT sensing network
has been paid more attention in many fields, especially in physical sensing and
monitoring [2]. One example is the gas leakage boundary detection specifically
for toxic gases. It is essential to identify the boundary of the object to make
the retreat and rescue more effective and prompter [3]. Sensing devices, such
as wireless sensors, play a vital role in collecting physical information in a real-
time situation, but they are usually powered by battery resources and hardly to
be recharged in most cases especially when urgent [4]. Although there are some
techniques proposed for energy saving and harvesting, maximizing and extending
the network lifecycle remains challenging, and energy efficiency is also one of the
most significant research questions in IoT sensing network [5]. Consequently,
techniques that can facilitate the boundary detection efficiently and accurately,
and prolong the network lifetime as much as possible, are fundamental.

The frequent occurrence of gas leakage especially toxic gases causes severe
loss of life and property. Therefore, researchers from both the industrial and
academic are devoted to a practical solution for gas leakage boundary detec-
tion and monitoring. Several methods were proposed in recent decades. Some
researchers suggested to leverage the planarization algorithm, allowing for an
accurate boundary based on the boundary faces defined by boundary nodes [6].
However, the real networks are usually more complicated, so the assumptions
of these planarization algorithms are not met. Besides, it is always difficult to
solve the determination of the network partitioning granularities based on the
boundary faces. The authors [7] attempting to adopt the greedy algorithm found
an accurate boundary based on the sensory data of all 1-hop neighbors of abnor-
mal nodes. All abnormal nodes can be detected using the greedy method, so
the accuracy of the detection result is very high. However, greedy algorithm
usually causes excessive detection during the iteration process and unnecessary
network energy consumption. Other researchers aimed to integrate traditional
stable nodes with mobile nodes to achieve better detection of the boundary
where mobile nodes are moving around to sense and collect more critical infor-
mation effectively [8]. The technique is promising but may incur higher cost
since mobile nodes are usually more expensive, which may result in a limited
number of mobile nodes, which are supposed to drain more energy when mov-
ing, sensing and collecting data continuously. Moreover, the technique seems to
be unadaptable when mobile nodes are used in mountains and other areas with
poor transportation. These techniques achieve acceptable performance based on
certain assumptions but may not function well in complex or real-world cases.
Besides, energy efficiency was not emphasized in some techniques.

To mitigate this problem, we aim to explore an accurate and energy-efficient
method to detect the continuous object boundary leveraging the Optimized
Greedy Algorithm (OGA), where only partial 1-hop neighbors of abnormal nodes
are involved in the detection to achieve higher accuracy and energy-efficiency.
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The network is deployed with three kinds of nodes: (i) Base S tation (BS ), (ii)
Relay N odes (RNs) and (iii) Terminal N odes (TNs), where rely nodes collect
sensory data from corresponding local terminal nodes, communicate with each
other, and forward the information to base station, to provide a more flexible
means of abnormal nodes detection and boundary supervision. The contributions
of this technique are presented as follows:

– A sleeping mechanism is adopted, such that RNs in the network activate
periodically for the detection of abnormal situations, to reduce unnecessary
energy consumption. The detected leakage is forwarded to BS from corre-
sponding RNs. The initial gas leakage boundary, which is defined by a set of
boundary nodes, is determined in BS through adopting the widely-adopted
convex hull algorithm.

– Based on the positional relations between the boundary node and its left/right
closest neighbors, areas around each boundary node are categorized as three
sub-areas with descending possibilities of gas leakage: (i) most possible leakage
area, (ii) possible leakage area and (iii) non-possible leakage area. Different
numbers of 1-hop neighbors in these sub-areas are activated accordingly con-
cerning optimized greedy algorithm, to avoid activating all 1-hop neighbors in
a flooding manner. This strategy can reduce unnecessary energy consumption
and ensure high accuracy.

– The initial boundary is updated according to sensory data of selective 1-
hop neighbors from a slightly rough boundary to an accurate one, where the
farthest and nearest neighbors of boundary nodes are generally taken into
account to improve the boundary accuracy.

2 Preliminaries

2.1 IoT Sensing Networks and Network Nodes

IoT sensing network is composed of a large number of smart devices, varying in
computational and storage capacities, and remaining energy [1,9]. A network is
defined as a graph as follows:

Definition 1. IoT Sensing Network. An IoT sensing network SNIoT is a tuple
(ND, LnK), where (i) ND is a set of IoT smart things including base station,
relay nodes, or terminal nodes, and (ii) LnK is a set of links between smart things
in ND, and a link connects two smart things when their geographical distance is
within the pre-specified communication radius.

Generally, there is only one base station (BS) with no capacity limitation.
Relay nodes have a particular capability for local sensory data preprocessing.
Terminal nodes are usually deployed in a relatively dense fashion, aiming to sense
and detect the occurrence of potential events. An IoT smart thing corresponds
to a network node defined as follows:

Definition 2. Network Node. A network node nd is a tuple (id, loc, cr, engy,
typ, stat, hid, val), where:
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– id is the unique identifier.
– loc is the geographical location obtained by GPS technology, composed of its

latitude and longitude.
– cr is the communication radius which is unique to different types of nodes.
– engy is the current remaining energy of nd. Same type of node has the same

initial energy. Initial energy of relay node is higher than that of terminal node.
Zero energy of nd suggests the dead status of that nd.

– typ is the type of nd, which can be BS, RN, or TN, where RN stands for
relay node, and TN means terminal node.

– stat has two values, active and inactive.
– hid is the id of the relay node to which nd belongs. It should be noted that

the hid of RN is the id of BS, and the hid of BS is empty. Each terminal node
is supposed to send data to its upper-level relay node.

– val indicates sensory data.

We used an experiment-set threshold trd to determine whether a node is
abnormal. When the detected value of a node in the network is higher than the
trd, we concluded that the node detects the object and it is an abnormal node.

2.2 Energy Model

We applied a widely-adopted radio energy dissipation model proposed in [10].
Further changes were made to the model considering different experimental back-
grounds. A description of model parameters is shown in Table 1. The energy
consumption formula of a relay node is constructed as:

ER = nEelecNnonR + nEDA(NnonR + 1) + nEelec + nεmpd
4
toBS (1)

Terminal nodes transmit data to the relay node which it belongs to, so its
energy consumption formula is:

EnonR = nEelec + nεfsd
2
toR (2)

If N nodes are uniformly distributed in the M × M square area, dtoBS and
dtoR can be shown as [11]:

dtoBS =
∫
M2

√
x2 + y2

1
M2

dM2 = 0.3825M (3)

dtoR =

√∫ ∫
(x2 + y2)ρ(x,y)dxdy =

M√
2πk

(4)

3 Initial Boundary Detection

3.1 Abnormal and Boundary Nodes

We divide nodes into three types: Abnormal Nodes (ANs), Boundary Nodes
(BNs) and Normal Nodes (NNs). Nodes located inside a continuous object are
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stored in ANs to reflect the inner situation of the object. The boundary nodes
obtained in the current detection phase are stored in BNs. The set is constantly
updated through continuous iterative detecting process. Normal nodes those
close to the object boundary, and at least one of its neighbors is an abnormal
node inside the object or a boundary node are stored in NNs. Details of the
probing process, based on the three sets described above, are described in the
following sections.

Table 1. Parameters in the energy model.

Name Description

n The number of bits in each data message

Eelec The energy consumed to transmit or receive data for per bit

NnonR The number of terminal nodes which belong to a relay node

EDA The data aggregation cost which this relay node manages

εmp The transmitting and amplifying parameter

dtoBS The average distance between relay nodes and BS

εfs The transmitting and amplifying parameter

dtoR The average distance between terminal nodes and the relay node which
they belong to

x The latitude of the node

y The longitude of the node

k The number of relay nodes

ER The energy consumption of each relay node

EnonR The energy consumption of each terminal node

3.2 Initial Boundary Generation

For all abnormal nodes that currently detect the object, BS uses the convex hull
algorithm to select the boundary nodes to generate an initial boundary. Details
of the initial detection algorithm are given as Algorithm1:

When some nodes detect the object, they send packets which include subsets
of BNs to BS (lines 1–3), as shown in Fig. 1-START. BS obtains basic infor-
mation of the boundary node such as id and loc through received data packet.
First, BS stores all boundary nodes into the SBNs (line 4) and selects the node
rni with the smallest y-coordinate. This node is considered as the origin p0 of
Cartesian coordinate system (lines 5–10). Then calculate the angle between the
remaining nodes and the origin and sort nodes counterclockwise (lines 11–14).
If the angles are the same, then nodes closer to the origin are placed in front,
as shown in Fig. 1-(1). The top three nodes of SBNs are stored in CHNs (line
15). For remaining nodes in SBNs, it is sequentially determined whether the
vector formed by the current rni and the latest node in CHs are deflected to
the right relative to the vector formed by the latest node and the second new
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Algorithm 1. Initial Object Detection
Require:

- RNs: a set of relay nodes which detect the object.
Ensure:

- BNs: initial boundary nodes.
- ANs: abnormal nodes inside the object.

1: for all abnormal rni ∈ RNs do
2: SBNsi ← SBNsi ∪ {rni}
3: end for
4: SBNs ← SBNs1 ∪ SBNs2 ∪ ... ∪ SBNsn
5: p0 ← rn0

6: for all rni ∈ SBNs do
7: if rni+1.getY < rni.getY then
8: p0 ← rni+1

9: end if
10: end for
11: for all rni ∈ SBNs do
12: calculate the polar angle between rni and p0

13: end for
14: sort counterclockwise SBNs according to the polar angle
15: CHNs ← {rn0} ∪ {rn1} ∪ {rn2}
16: for all rni of others do
17: px ← CHNs[|CHNs|-2]; py ← CHNs[|CHNs|-1]
18: while (−−−→pyrni is right-turned relative to −−→pxpy) do
19: CHNs ← CHNs-{CHNs[|CHNs|-1]}
20: px ← CHNs[|CHNs|-2]; py ← CHNs[|CHNs|-1]
21: end while
22: CHNs ← CHNs∪{rni}
23: end for
24: ANs ← ANs∪(SBNs-CHNs)); BNs ← BNs∪CHNs

Fig. 1. A sample of initial object boundary generation procedure.



Continuous Objects Detection Based on Optimized Greedy Algorithm 271

node in CHs. If so, the latest node of CHs is deleted(lines 16–21). Otherwise, the
current rni is inserted into CHs (line 22). All nodes included in SBNs but not
included in CHNs are inserted into ANs (line 24). All nodes included in CHNs
are inserted into BNs (line 24). This process is shown as Fig. 1-(2)-END.

4 Boundary Detection Optimization

4.1 Priori Condition for Activating Nodes

To detect the detail of object, areas around each boundary node are categorized
as three kinds: (i) most possible leakage area (denoted as vnt), (ii) possible
leakage area (denoted as vntp) and (iii) non-possible leakage area (denoted as
vntpn) with different importance defined based on the object boundary. The
discipline of continuous object diffusion makes vntpn the most likely diffusion
area of the object. vntp is less important, but it still has higher detection value
than vnt. Selecting a different number of neighbor nodes to activate in each part
can reduce energy waste caused by invalid activation behavior. It’s shown as
Fig. 2.

Fig. 2. A sample for dividing the surrounding area of a boundary node.

4.2 Object Boundary Optimization

Leveraging the initial boundary of the object afore-generated, this section aims
to improve object boundary accuracy considering the priori condition.

As presented in Algorithm 2, for each node in the initial boundary of the
object, its neighboring area is divided into three types four parts according to
the initial object boundary. We find the left neighbor, the right neighbor, the
diagonal point of left neighbor, and the diagonal point of the right neighbor
of the current boundary node (lines 1–3). Store all neighbors of the current
boundary node into NEI (line 4). We determine which part of each neighbor
node is located around the current node and store it in the corresponding set
(lines 5–15). Since vntpn is the area that needs to be emphasized during the
detection process, vntpn of the current node is divided into k equal sub-areas
based on the origin to make sure the omnidirectional detection (lines 16–18).
And the nki is the k equal point.
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Algorithm 2. Boundary Optimization Based on Priori Conditions
Require:

- BNs: current boundary nodes.
Ensure:

- BNs: new boundary nodes.
- ANs: abnormal nodes inside the object.
- NNs: normal nodes near the boundary.

1: for all node ni ∈ BNs and ni.flag is true do
2: s0, s1 ← left and right neighbors of ni

3: s2, s3 ← diagonal point of s0, s1
4: NEI ← ni.getnei()
5: for all node nei ∈ NEI do
6: if (−−−→s0nei rotates counterclockwise with respect to (denoted as :�) −−→nis0) and

(−−−→s1nei rotates clockwise with respect to (denoted as :�) −−→nis1) then
7: ENs ← ENs ∪ {nei}
8: else if (−−−→s1nei :� −−→nis1) and (−−−→s2nei :� −−→nis2) then
9: BNs1 ← BNs1 ∪ {nei}

10: else if (−−−→s2nei :� −−→nis2) and (−−−→s3nei :� −−→nis3) then
11: NN ← NN ∪ {nei}
12: else
13: BNs2 ← BNs2 ∪ {nei}
14: end if
15: end for
16: nk1.setX, nk2.setX, ..., nkk−1.setX ← (s2.getX+s3.getX)/k,

2(s2.getX+s3.getX)/k, ..., (k-1)(s2.getX+s3.getX)/k
17: nk1.setY, nk2.setY, ..., nkk−1.setY ← (s2.getY+s3.getY)/k,

2(s2.getY+s3.getY)/k, ..., (k-1)(s2.getY+s3.getY)/k
18: split NN into k subsets by comparing loc of nki and loc of node∈ NN as lines

10-11.
19: find the farthest 1-hop neighbor of ni in each set.
20: if fn.value ≥ trd and the part is vnt then
21: SANsi ← SANsi ∪ {fn}
22: else if fn.value ≥ trd and the part is not vnt then
23: SBNsi ← SBNsi ∪ {fn}
24: else
25: SNNsi ← SNNsi ∪ {fn}
26: end if
27: if (∀ value of activated nodes in vntpn < trd) or (� nodes can be activated)

then
28: ni.flag ← false
29: end if
30: end for
31: ANs ← SANs1 ∪ SANs2∪...∪SANs|SANs|
32: NNs ← SNNs1 ∪ SNNs2∪...∪SNNs|SNNs|
33: SBNs ← SBNs1 ∪ SBNs2∪...∪SBNs|SBNs|
34: BNs ← BNs ∪ SBNs.CH(); ANs ← ANs∪(SBNs-SBNs.CH())
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Fig. 3. A sample for the optimization based on farthest neighbors of object boundary.

Firstly, we activate the farthest 1-hop neighbor node fn with a true detection
flag from each part (line 19). If fn is abnormal and located in vnt, the relay node
which governs fn inserts it to the subset of ANs. If it is abnormal but not located
in vnt, it is inserted into the subset of BNs. If it is normal, it is inserted into the
subset of NNs (lines 20–26). If all activated nodes in vntpn are normal nodes, or
none of nodes can be activated in all sub-areas, the detection flag of this node is
set to false (lines 27–29). After one round of detection, each relay node uploads
its subsets and sends them to BS. BS integrates all subsets and updates ANs,
BNs and NNs (lines 31–35). For each node in the former BNs, if it is not the
node of the current boundary, it is inserted into ANs (Fig. 3).

Now we are further optimizing the boundaries. Repeat lines 1–15 in Algo-
rithm2 to divide the area around the boundary node. But we divide vntpn into
l equal parts which is not less than k to conduct more detailed detection of the
most important area. Moreover, we no longer detect the farthest 1-hop neighbor
but detect the nearest 1-hop neighbor. If the node is abnormal and located in
vnt, the relay node which governs this node inserts it into the subset of ANs.
If it is abnormal but not located in vnt, it is inserted into the subset of BNs. If
it is normal, it is inserted into the subset of NNs. When all activated nodes in
vntpn are normal nodes, or none of the nodes can be activated in all sub-areas,
for each boundary node, current detection process ends and the detection flag
of this node is set to false. After each detection process, ANs, BNs and NNs
are updated by BS, and BS generates new boundaries.

5 Implementation and Evaluation

5.1 Experiment Settings

Experiments were conducted on a desktop with an Intel i7-6700 processor at
3.40 GHz and 3.41 GHz, 8.00 GB memory, and a 64-bit Windows 10 operating
system. We used Java to program simulation experiments.
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In the initial network, there are 2000 nodes, of which 100 uniformly dis-
tributed relay nodes are active, and the remaining 1900 terminal nodes are in a
dormant state. Table 2 shows the parameter settings of our experiments. In all
experiments, we took the circular area, as a continuous object, whose center is
the center of the network and radius is 145.

We evaluate the performance of our boundary detection algorithm by experi-
ments. The whole experiment process consisted of two parts. In the first part, we
explore the impact of important variables in the algorithm. In the second part,
the efficiency of the algorithm is evaluated by comparison with the baseline.

Table 2. Parameter settings

Parameter name Value

Region size 700 m × 700m

Threshold of detection event (trd) 210mg/m2

Communication radius of relay sensor (r) 100m

Communication radius of terminal sensor (r) 50m

Eelec 50 nJ/bit

εmp 0.1 nJ /(bit × m2)

5.2 Variables Affecting Detection Efficiency Evaluation Results

We develop this section separately in three parts: terminal node number, the
value of k and the value of l.

Fig. 4. The effect of variable changes on coverage ratio of the detected object and the
real object and energy consumption.

First, we set TNs number to 1400, 1900, 2400, 2900, and 3400, respectively, to
make total nodes number to 1500, 2000, 2500, 3000, 3500. And we set both k and l
to 1. In Fig. 4-(1), as the number increases, energy costs also increase. The reason
is that the more nodes there are, the more neighbors need to be detected and
the more energy the network consumes. There are many popular interpolation
algorithms IDW, Spline and Kriging. Since IDW [12] is more advantageous for
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evenly arranged scenes, we use this method to plot concentration equivalents
as shown in Fig. 5. According to the figure, the corresponding event processing
measures can be well formulated.

Fig. 5. Concentration contour map drawn by IDW, when the node number is set to
1500, 2000, 2500, 3000 and 3500, respectively.

Second, we discussed the impact of different k-value as 1, 2, 3, 4 and 5
respectively. We set the total number of nodes to 3000, and l to 1. In Fig. 4-
(2), as the value of k continues to increase from 1 to 5, the energy overhead
of the network increases first and then stabilizes. The reason is that, as the
number of sub-parts increases, more nodes need to be activated which leads to
more energy overhead. Then, due to the limited number of neighbor nodes, no
more nodes need to be detected. Similar to the energy consumption, the coverage
ratio does not increase continuously, too. The result shows that the effect of vntpn
segmentation is limited, and excessive division does not necessarily lead to better
detection results. We also used IDW interpolation to plot the concentration
contours. In the Fig. 6, as k changes, the detection result changes first, but when
k reaches a specific value, the detection result remains.

Fig. 6. Concentration contour map drawn by IDW, when the parameter k is set to 1,
2, 3, 4 and 5, respectively.

Third, we discussed the different l-values as 1, 2, 3, 4 and 5 respectively. We
also set total nodes number to 3000, and k to 1. In Fig. 4-(3), as l continues
to increase, the energy consumed and the coverage ratio increase first and then
remain unchanged. The reason for this phenomenon is similar to the second
experiment. The division of sub-parts should be adjusted according to the total
number of nodes in the network and cannot be divided excessively. We used IDW
interpolation to plot the concentration contours, as shown in Fig. 7.
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Fig. 7. Concentration contour map drawn by IDW, when the parameter l is set to 1,
2, 3, 4 and 5, respectively.

5.3 Comparison with Other Methods

The following two methods are chosen as the baseline:

– Lei’s method : We chose the greedy method proposed by Lei [7] as a baseline.
This method obtains the final object boundary by detecting the situation of
all boundary nodes’ neighbours. Although it causes a lot of energy overhead,
the detection effect is very accurate.

– RNG planarization method : The planarization algorithm is another com-
monly used detection method. We choose the most universal RNG algorithm
[13] to planarize the network to detect object boundaries. Use this method
as another baseline.

Fig. 8. Comparison of energy consumption and coverage ratio for our OGA, Lei’s
method and RNG.

In Fig. 8-(1), as the number of nodes increases, the energy overhead of these
three algorithms increases. But the more nodes, the energy cost of the other
two will be much lower than Lei’s method. It is because selective detection
nodes avoid unnecessary overhead. In Fig. 8-(2), the more nodes, the higher the
coverage ratio. Lei’s method has always been the most accurate, but our method
is getting closer to him. Combining the two results, our algorithm saves overhead
while ensuring the detection effect as much as possible.

6 Related Works

As the scale of WSNs continues to expand, the disadvantages high energy con-
sumption and high latency of it are becoming more and more obvious. The edge
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intelligence of the network was promoted to address the above issues [1]. The
edge intelligent nodes in IoT sensing network shortens the data transmission
distance considerably. However, the energy of most nodes in the network is still
limited, and it is still necessary to consider the energy efficiency to extend the
network lifecycle.

Detecting and tracking continuous harmful object in IoT sensing networks
is vital to guide the transfer of personnel and property. The planarization algo-
rithm is commonly used for boundary detection of continuous objects. In [14],
based on the activation state network nodes, authors use the planarization algo-
rithm to construct the boundary surfaces of continuous objects, estimate their
sensory data by spatial interpolation, and select more suitable boundary can-
didate nodes. However, whether the planarization of the network is reasonable
affects the efficiency of the object detection.

In [8], the authors proposed a new mechanism for detecting the boundary of
continuous objects when there is a perceived hole in the deployed fog computing
network. Using the sensing data collected by the mobile node, an interpolation
algorithm is applied to estimate the sensory data of specific geographic locations
to estimate a more accurate boundary. However, not all scenarios are suitable
for arranging dynamic nodes, for example, mountains.

Due to limited energy, most of the above methods use a sleep mechanism
to extend the network lifecycle. In [15], authors used a suitable diffusion model
to predict the diffusion of continuous objects. During the detection process,
the nodes are usually in a sleep state and are activated for detection at specific
intervals. This mechanism reduces the nodes’ energy costs. However, the method
of transferring all data to the sink for unified processing still causes a large
amount of transmission overhead and delay.

7 Conclusion

With the wide-deployment of IoT smart things, adopting IoT sensing networks to
monitor and detect the occurrence of potential events becomes a reality. Continu-
ous objects, which reflect the potential events, should be detected in an accurate
and energy-efficient manner. The article explores the energy- and performance-
efficient continuous object detection in the IoT sensing network. Compared with
the method that transfers sensory data to the sink, the reasonable use of edge
intelligent nodes that relay nodes can save a lot of network transmission over-
head. Meanwhile, we proposed a method for activating the node by using the
current boundary to divide the area around the boundary node and assign each
sub-part a different importance value. Based on the importance value, we selec-
tively deactivate nodes to reduce the energy cost of detecting some unnecessary
nodes. We also draw the network concentration equivalent map, which visu-
ally displays the concentration distribution in the network. Experimental results
demonstrate that our method achieves better detection accuracy, while reducing
energy consumption to a large extent, in comparison with the state of arts.
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Abstract. Software products are tested using various techniques. These tech-
niques are mostly based on technical and technological diligence and verifica-
tion which are conducted by an experienced examiner and the absence of which
may cause quality assurance issues. Such hindrances may be tackled by using
software testing processes. Currently, two most important basic processes exist
in software testing industry: manual and automated testing process. The manual
process is not recommended when iterative tasks are performed. Additionally,
automated testing has many advantages it is time and cost effective with lesser
human interference. Selection of an appropriate testing tool is still in infancy
way which may lead to problems with any software company. In this research,
we propose a quality framework of selection of an appropriate self-driven
software quality optimization tools for regression testing by focusing on quality
of the final product.

Keywords: Software tools � Software quality � Software engineering �
Automation testing � Software behavior

1 Introduction

Software Testing is a process or method to identify software bugs in a program or
application. We know that the process of testing never ends, it is important to identify
the starting and ending phase before going into the testing phase [1]. One of the most
important aspects to be considered as a major objective when developing any software
is to meet emerging market requirements. Moreover, the quality of software product
basically determines the success or failure of a product. It is rare that developed product
is a bug free. Therefore, software industry focuses on testing of the product parallel
with the various software development phases. One of the most important testing,
quality framework used in parallel to the software development life cycle is V-model
[2]. It’s purely testing model, in which each phase of software life cycle has a V-model
testing phase, once the tester is satisfied with the outcome of the software development
phase than the next phase may be stated. The model may also be read as verification
and validation model. Each stage in verification has a corresponding stage in the
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validation in the model. The V-model is very helpful for practical software testing
industry and it’s an applied model. The manual testing is a more traditional way of
testing. Tester mostly do all tests manually, i.e.; it checks the requirement documents,
reports and evaluate test results. Tester specifies the System under Test (SUT) and test
cases are defined in a best way to identify bugs. In addition, the bugs can be fixed
before releasing the software product. The quality framework used software develop-
ment life cycle is V-model as shown in Fig. 1. It’s purely testing model, in which each
phase in software life cycle has a V-model testing phase, once the tester is satisfied with
the outcome of the software development phase than next phase may be stated. The
model may also read as verification and validation model. Each stage in verification has
correspondence stage in the Validation in the model. The V-model is very helpful in
practical software testing industry and it’s an applied model.

Software testing is mainly divided into two categories: manual and automated
Testing. Manual testing is more traditional way of testing in which all tests are con-
ducted manually i.e. tester check the requirement documents, reports and evaluate test
results. Tester specifies the System Under Test (SUT) and test cases are defined in a
best way to identify bugs. So, the bugs can be fixed before releasing the software
product. Automation is one of the most popular among the companies that reduces the
testing effort, which ultimately saves time and cost of the companies. Mainly auto-
mated testing is used to execute manual tests quickly in a cost-effective manner without
human interventions. One of the important factors, where the automated tests are much
suitable where the same tests are executed repeatedly this method or re-run tests that
have been previously executed is known as regression testing to validate the functional
correctness of the desired application. For example, we want to validate the username

Fig. 1. V model
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and password of 10,000 users, manually it will be an exhaustive approach to do this,
here automated testing will save time, effort and cost to automate this type of test cases.

There are various open source testing tools as well as commercial testing tools
available these days, for example: Selenium, HP UFT, QTP, WATIR and WinRunner.

2 Review of Literature

The presented a new concept using an artificial neural network as an automated oracle
for a tested software system and since the objective of testing is ensured the conformity
of an application [3, 4]. They used an automated test oracle to reduce human inter-
vention and reduces the actual cost of the testing and maintenance. The [5] proposed
methodology to automate their test cases using Selenium and WinRunner, and they
compared both tools, the results are better in Selenium in most situations, however,
their methodology does not focus any quality framework for comparison of both tools,
they executed only test scripts in selenium as well as in WinRunner.

To compared manual with automation testing and found that automation is useful
that saves time and effort of the developers, they used selenium and the old QTP (Quick
Test Professional) tool for automation purpose and did not focus on quality aspects of
testing [6–8]. A study to identifying defects or error an early stage will definitely save
maintenance cost; however, they do not focus on quality framework [9, 10].

The proposed various characteristics to evaluate the automation tool such as Test
Complete based on their recording efficiency, capabilities, reusability and cost, while
these quality characteristics may not enough to provide a complete quality framework
for evaluation of any automated testing tool [11–13].

A case study focused on certain characteristics on bio, e-commerce, and travel
website for automated testing [14]. The Selenium automated tool to automate the whole
process using the applied case studies and similar study conducted to measures the
performance and accuracy characteristics, which is having some impact on quality of
tests [15].

Multiple instances of browser on single time test for selenium. The instances are
kept in Selenium’s BD management System such as Oracle and SQL server, the
accuracy and efficiency were observed, and some Client libraries are used to test the
accuracy [16].

Load runner, QTP and recording aspects of automated tools used against the
defined test cases; [17] and these test cases are executed in both Load runner and
QTP. However, they proposed that Load runner is a bit difficult in learning and QTP is
a bit easier to learn, the documentation is widely available for the QTP compared to the
load runner. Some other factors are also focused by these authors such as cost and
speed. It proposed that the criteria to identify the reliability of the testing tools,
interesting to note that based on their criteria open source testing tools have very good
ratings for the reliability attribute. QTP, Selenium and WATIR are compared with
Islam, [18] based on the integral phases of the software development life cycle. They
also used some quality attributes for comparing these testing tools such as learnability
and usability.
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3 Quality Model for Regression Testing

In this section, we proposed a quality framework to evaluate/select the proper auto-
mated testing tool for regression testing. Sometime, software testing professionals have
a difficulty in selecting the appropriate tool for regression testing, whether they use
open source or commercial based automated testing tool. We proposed a framework
that will help the software testers to select the appropriate testing tool from huge list
available online.

Our proposed quality framework for testing tool is adapted from ISO/IEC 9126, the
main quality characteristics adopted from ISO 9126 model are Functionality, Testa-
bility, Learnability and Maintainability on the first layer of the quality framework, on
second layer each quality character is further divided into sub-characteristics/attribute,
these attributes will help us to measure or assess the testing tool based on the metrics.
Our proposed quality model is shown in Fig. 2. Additionally, the results of these
metrics will help us to compare and recommend the best automated testing tool for
regression testing.

Fig. 2. Proposed quality model for regression testing
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The Fig. 2 main quality attributes of the proposed model are functionality, testa-
bility, learnability and supportability. These quality attributes are further divided into
sub-attribute or metrics to evaluate the main quality characteristics.

Functionality of the automated tool is calculated based on the combination of
metrics such as command insertions, pause options and ease of recording and threshold
for the functionality are scaled from 1 to 10, where 1 is at the bottom and 10 is on the
excellent quality scale. In continuation to functionality Testability is another main
character that is further divided to measure the quality of automated tool based on data
driven and reusability metrics. Learnability is measured with Accessibility, UI, Help
and report features of the available in the automation tools, these are also measured on
the same scale as described for the functionality. The last main quality attributes are
suitability which is further measured based on languages, code export and extension
supported by the automated tools. In addition, the metrics thresh hold is scaled from 1
to 10 as described in the functionality.

3.1 Functionality

Functionality is defined as set of attributes of the testing tool, which allow existence of
set functions and their properties. Functions are those which basically satisfy the tester
needs. Functionality is measured based on the set of functions that hold by the testing
tool. The metric can be calculated as follows:

Functionality ¼ Command Insertion CIð ÞþPauseOptions POð ÞþEase of Recording ERð Þ
3

CI = Total Number of commands inserted during activity.
PO = Total Number of pause option performed during activity.
ER = Total Number of Times recording activity is performed.

3.2 Testability

Testability is defined as how much the testing tool allows the access of data from
external resources and how much it allows changing the data. The metric can be
calculated as follows:

Testability ¼ DataDriven DDð ÞþReusability
2

DD = Total number of times the data exported from external resource for the
activity.
Reusability = Total number of times the test case is reused during the activity.
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3.3 Learnability

Learnability is defined as set of attribute or properties that automated testing tool
provide easy access to the learning. It means tool vendors should provide user manual,
online help, easy to learn the reports and easy to understand the formation of test cases.
This attribute further divided based on the automation testing tool features and prop-
erties that can be used to access the automation testing tool. The metric can be cal-
culated as follows:

Learnability ¼ AccessibilityþUser Interface FeaturesþHelp FeaturesþReport Features
4

Accessibility = Total number of features easy to obtain, learn and understand for
the activity.
UI features = Total number of user interface features.
Help features = Total number of helps features.
Reports Feature = Total number of features of automated testing tool.

3.4 Supportability

Supportability is defined as degree to which the automation testing tool supports other
languages, export method and other extension. These features help the automation
testing tool more advanced and can be used in connection or can be integrated to
different languages and also can be extended or add to be as part of the web browsers or
applications. The metric can be calculated as follows:

Supportability ¼ Supported languagesþCode ExportþExtensions
3

Supported Languages = Total number of languages supported by the automation
testing tool for regression testing.
Code Export = Total number of steps code can be exported from the automated
testing tool.
Extension = total number of extensions supported by the automated testing tool.

4 Results and Discussions

The results are shown in Table 1. The table shows the metric name and the corre-
sponding results of metrics applied to the automated testing tools: Selenium and
HP UFT tool.
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The results shown in the Table 1 are further described here, the functionality metric
for Selenium are better than HP UFT. This metric described various parameters, they
are tested on the web-based application, where three test cases are executed auto-
matically with Selenium as well as on HP UFT, the metric shows slightly better
functionality of the Selenium.

Testability metric results are much better than Selenium as an automated tool. The
three test cases show encouraging results for the Selenium, while HP UFT has weak
support for testability, however, it is good at Microsoft platform if testability metrics
are applied with visual studio.

Learnability metric has better support for HP UFT because it is a commercial
product, it provides standard tutorials and with good community support. The product
updates are fully supported in previous versions, while in case of open source product
such as Selenium, it does not provide stable support for previous versions. Supporta-
bility metric for Selenium shows much better results than an HP UFT tool, because
UFT only supports VB scripts, while open source Selenium supports 9 different lan-
guages that makes a more suitable automated platform for supportability. These results
are visually described in bar graph as shown in the Fig. 3 below. It shows clear Fig. 3
that Selenium is a much better tool for the automated testing while HP UFT is a
commercial tool, it provides better support and learnability environment to limited
community, which is the main disadvantage of this tool.

Table 1. Summary of results

Metric name Selenium HP UFT

Functionality 4.6 3.5
Testability 6 4.5
Learnability 4 6
Supportability 9 1

Fig. 3. Comparison of selenium & UFT tool
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5 Summary and Outlook

The research conducted in the software testing domain, where we have chosen auto-
mated testing tools for regression testing, for this we studied and compared open source
and commercial automated testing tool. We selected Selenium as an open source tool
and HP UFT as a commercial tool. First, we conducted studies and then we proposed
quality framework for our hypothesis testing. Our quality model is based on four
specialized metrics chosen for ISO/IEC 9126 generic quality model these are: func-
tionality, Testability, Learnability and Supportability metrics and applied with one of
the famous case studies (Mercury Tours provided by the HP UFT tool). We found that
Selenium has better functionality, testability and supportability features while on other
hand HP UFT is a commercial tool and based on Microsoft languages and tools, so it
has limited functionality, testability and supportability features, while as it has excellent
learnability features. The quality model proposed in this research requires further
investigation on various other open source and commercial automated testing tools
available in the market. The quality model may also further extend for continuous
quality improvement techniques as well as for the fourth and fifth generation
languages.

Acknowledgements. This work is supported in part by the Hunan Provincial Education
Department of China under Grant Numbers 18B200.

References

1. Paternoster, N., Giardino, C., Unterkalmsteiner, M., Gorschek, T., Abrahamsson, P.:
Software development in startup companies: a systematic mapping study. Inf. Softw.
Technol. 56(10), 1200–1218 (2014). https://doi.org/10.1016/j.infsof.2014.04.014

2. Morandini, M., Nguyen, D.C., Perini, A., Siena, A., Susi, A.: Tool-supported development
with tropos: the conference management system case study. In: Luck, M., Padgham, L. (eds.)
AOSE 2007. LNCS, vol. 4951, pp. 182–196. Springer, Heidelberg (2008). https://doi.org/10.
1007/978-3-540-79488-2_14

3. Tian, Y., Pei, K., Jana, S., Ray, B.: Deeptest: automated testing of deep-neural-network-
driven autonomous cars. In: Proceedings of the 40th International Conference on Software
Engineering, pp. 303–314. ACM, May 2018. https://doi.org/10.1145/3180155.3180220

4. Kıraç, M.F., Aktemur, B., Sözer, H.: VISOR: a fast image processing pipeline with scaling
and translation invariance for test oracle automation of visual output systems. J. Syst. Softw.
136, 266–277 (2018). https://doi.org/10.1016/j.jss.2017.06.023

5. Garousi, V., Elberzhager, F.: Test automation: not just for test execution. IEEE Softw. 34(2),
90–96 (2017). https://doi.org/10.1109/MS.2017.34

6. Bhargava, S., Jain, P.B.: Testing connect automated technologies. i-Manag. J. Softw. Eng.
13(2), 18 (2018). https://doi.org/10.26634/jse.13.2.15225

7. Manoj, G., Beeranur, R.K., Prakash, K.R.: Designing a software test automation framework
for windows application using coded UI in visual studio tool and page object design.
i-Manag. J. Softw. Eng. 12(4), 1 (2018). https://doi.org/10.26634/jse.12.4.14703

8. Kasurinen, J., Taipale, O., Smolander, K.: Software test automation in practice: empirical
observations. Adv. Softw. Eng. (2010). http://dx.doi.org/10.1155/2010/620836

290 A. B. Brohi et al.

http://dx.doi.org/10.1016/j.infsof.2014.04.014
http://dx.doi.org/10.1007/978-3-540-79488-2_14
http://dx.doi.org/10.1007/978-3-540-79488-2_14
http://dx.doi.org/10.1145/3180155.3180220
http://dx.doi.org/10.1016/j.jss.2017.06.023
http://dx.doi.org/10.1109/MS.2017.34
http://dx.doi.org/10.26634/jse.13.2.15225
http://dx.doi.org/10.26634/jse.12.4.14703
http://dx.doi.org/10.1155/2010/620836


9. Ahad, A., Ullah, Z., Tariq, L., Niaz, S.: Software inspections and their role in software
quality assurance. Am. J. Softw. Eng. Appl. 6(4), 105–110 (2017). https://doi.org/10.11648/
j.ajsea.20170604.11

10. Bahamdain, S.S.: Open source software (OSS) quality assurance: a survey paper. Procedia
Comput. Sci. 56, 459–464 (2015). https://doi.org/10.1016/j.procs.2015.07.236

11. Ma, L., et al.: Secure Deep Learning Engineering: A Software Quality Assurance
Perspective. arXiv preprint arXiv:1810.04538 (2018)

12. Durak, U., Stürmer, I., Pawletta, T., Mahmoodi, S.: Quality assessment and quality
improvement in model engineering. In: Model Engineering for Simulation, pp. 209–231.
Academic Press (2019)

13. Chen, Y., Chen, J., Gao, Y., Chen, D., Tang, Y.: Research on software failure analysis and
quality management model. In: 2018 IEEE International Conference on Software Quality,
Reliability and Security Companion (QRS-C), pp. 94–99. IEEE, July 2018

14. Ten, A.C., Paz, F.: A systematic review of user experience evaluation methods in
information driven websites. In: Marcus, A., Wang, W. (eds.) DUXU 2017. LNCS, vol.
10288, pp. 492–506. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-58634-2_36

15. Raulamo-Jurvanen, P., Kakkonen, K., Mäntylä, M.: Using surveys and web-scraping to
select tools for software testing consultancy. In: Abrahamsson, P., Jedlitschka, A., Nguyen
Duc, A., Felderer, M., Amasaki, S., Mikkonen, T. (eds.) PROFES 2016. LNCS, vol. 10027,
pp. 285–300. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-49094-6_18

16. Virk, R., Malhotra, N.: Extension of Selenium Db for Better Compatibility with the Database
for Web Based Application Testing (2014)

17. Uppal, N., Chopra, V.: Design and implementation in selenium ide with web driver. Int.
J. Comput. Appl. 46, 8–11 (2012)

18. Just, R., Jalali, D., Inozemtseva, L., Ernst, M.D., Holmes, R., Fraser, G.: Are mutants a valid
substitute for real faults in software testing? In: Proceedings of the 22nd ACM SIGSOFT
International Symposium on Foundations of Software Engineering, pp. 654–665. ACM,
November 2014. https://doi.org/10.1145/2635868.2635929

Software Quality Assurance: Tools and Techniques 291

http://dx.doi.org/10.11648/j.ajsea.20170604.11
http://dx.doi.org/10.11648/j.ajsea.20170604.11
http://dx.doi.org/10.1016/j.procs.2015.07.236
http://arxiv.org/abs/1810.04538
http://dx.doi.org/10.1007/978-3-319-58634-2_36
http://dx.doi.org/10.1007/978-3-319-49094-6_18
http://dx.doi.org/10.1145/2635868.2635929


A Campus Carpooling System Based
on GPS Trajectories

Xuesong Wang1,2, Yizhi Liu1,2(&), Zhengtao Jiang1, You Peng1,
Tianhao Yin1, Zhuhua Liao1,2, and Jingqiang Zhao3

1 School of Computer Science and Engineering, Hunan University of Science
and Technology, Xiangtan 411201, China

yizhi_liu@sina.cn
2 Key Laboratory of Knowledge Processing and Networked Manufacturing

in Hunan Province, Xiangtan 411201, China
3 Network Information Center, Hunan University of Science and Technology,

Xiangtan 411201, China

Abstract. College students are special because they relatively have tighter in
economy but have greater consistency in leisure time. They prefer to go out
together with schoolfellows due to higher trusts and closeness. Moreover, the
electronic map is difficult to be updated. Campus-roads recently are updated
rapidly. And many alleys in campuses are not shown in the electronic
map. Therefore, we devise and implement a campus carpooling system based on
GPS trajectories. It includes three parts. Firstly, the campus road network is
extracted based on GPS trajectories. Next, the shortest sharing path in the
campus is computed in terms of the campus road network. Then, passengers are
matched automatically by the carpooling matching algorithm (CMA) in our
system. Experiments show that our system is able to provide a safer and more
comfortable carpooling experience for college students.

Keywords: Trajectory mining � Campus carpooling �
Road network extraction � Carpooling matching algorithm (CMA) �
The shortest sharing path

1 Introduction

Ridesharing is popular among travelers because it can reduce their travel costs, and it
also holds the potential to reduce travel time, congestion, air pollution, and overall fuel
consumption [1, 2]. Contemporary college students have more travel activities, greater
consistency in leisure time, and limited economic conditions. Many college students
(especially girls) are more concerned about the object of carpooling, whether it will
affect the carpooling experience. With the widespread use of carpooling service, many
taxi accidents have occurred on the carpooling process when passengers are traveling
alone (especially women). Therefore, students are paying more and more attention to
the safety of taxi travel. College students prefer to travel with schoolfellows because
they have higher trust and closeness. Therefore, compared with other social groups, the
need for college students to carpool is more urgent. As we all know, there are many
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alleys on campus, which are accessible to vehicles. Since the electronic map update is
not timely, the campus road is relatively updated relatively quickly, which causes many
campus alley information not to be on the electronic map.

Aim to the above problems, we design and implement a system for the campus
carpooling of college students. We extract the campus road network information by
processing the GPS trajectory dataset and make campus path planning according to the
road network information to reduce the carpool time. We propose a carpooling
matching algorithm (CMA) to match users.

Ridesharing applications have enhanced the travel experience for many people [3].
He et al. [4] developed three frequency-correlated algorithms for route mining, rider
selection, and route merging in an urban carpool service. Jiau et al. [5] proposed
appropriate matches by using the proposed Low-Complexity and Low-Memory Car-
pool Matching method combined with the compact genetic algorithm. Huang et al. [6]
combined carpooling services with rich geographic, traffic and social information, and
propose a genetic-based carpooling route and matching algorithm. Huang et al. [7]
proposed a fuzzy-controlled genetic-based carpool algorithm by using the combined
approach of the genetic algorithm and the fuzzy control system. Ma et al. [8] designed a
taxi-sharing system based on mobile cloud architecture. The cloud-first uses the taxi
search algorithm supported by the space-time index to quickly find a taxi ride request
for the candidate taxi. Luo [9] proposes a regional transfer service based on taxi
carpooling to solve the problem of taxiing. Nie et al. [10] proposed a taxi sharing mode
and discussed related scheduling processes, pricing standards, and revenue analysis.
Huang et al. [11] considered the two factors of passengers’ travel waiting time and
service time, matched the carpool passengers through the dynamic tree algorithm.
Zhang et al. [12] developed the NP-hard path calculation problem under different
practical constraints to plan the path. In the literature [13, 14], the pick-up point was
obtained by performing spatiotemporal analysis on the trajectory data. Zhang et al. [15]
fused the driver’s location, distance, and other geographic information into the hidden
semantic model to provide the driver with a pick-up area.

The main contributions of this paper are:

• This is a campus carpooling system specially designed for college students, which
can provide a safer and more economical carpooling experience for college
students.

• Extract campus road network information through datasets, including small roads.
The extraction of small roads provides a faster path for carpooling.

• This paper combines R-tree and Dijkstra algorithm to plan the route of taxis on
campus, reducing passenger waiting time and increasing taxi pick-up speed.

2 Campus Carpooling System

The system performs offline processing on the GPS dataset, clusters and generates
high-frequency stay area of the passengers in the campus, and counts the information of
the road network within the campus. A carpool request is sent by the campus pas-
sengers to the database, and the matching algorithm is used to match the users on the
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campus. After the match is succeeded, the system sends the order to the driver and
recommends a suitable sharing point for the carpool user. After the driver receives the
order, the system plans an optimal campus route for the driver. Finally, after the order
is completed, the passengers pay for this carpooling with the corresponding fee.
Figure 1 shows the system framework.

Definition 1. Stay area. In the process of security personnel patrolling, there are a lot
of waiting, rest areas, the GPS recorder generates a large number of trajectory points in
the range. We refer to these areas as the stay area. We use the TJ-cluster density
clustering algorithm to obtain the stay area in the security patrol.

Definition 2. Sharing point. The same pick-up point of the carpool users is called the
sharing point. The candidate sharing point is usually the center point of the stay area
during the security patrol and is close to the main road section or the inflection point.

3 Our Methods

3.1 Carpooling Matching Algorithm

Ridesharing systems match travelers with similar trajectories [16]. Fixed on a campus
range, limited area this characteristic, we put forward a new carpooling matching
algorithm (CMA) to find the same carpool group of passengers. The server traverse
nearby sharing points, calculates the distance between each sharing point and the
starting point of each carpool passenger, take the point with the smallest distance sum
as the sharing point. The carpool passenger arrives at the sharing point before the
agreed time. The passenger matching algorithm is as follows:

Step 1: passenger makes a carpool request in a certain location within the campus, and
the server receives the request and sends the current location and destination location
information as well as the departure time domain acceptable to users (the earliest
departure time to the latest departure time) to the server.
Step 2: The server takes out the passenger to be processed according to the processing
order of the first in first out, searches for the endpoint of other passengers in the

Fig. 1. System framework
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radius threshold r. If the match is succeeded, the system follows the principle of
proximity to select the appropriate number of matching passengers, otherwise,
other passenger information is put at the end of the team to the next match via repeating
step two.
Step 3: The passenger group information is sent to the passenger. According to the
passenger sharing point and the driver’s entrance location to the school, the server
recommends the planned path to the driver.
Step 4: If the order is succeed, the selected passengers are formed to be a carpooling
group. Then it jumps to step two.

3.2 Campus Road-Network Extraction

Accurate extraction and timely updating of road network information is essential for
road planning and vehicle navigation [17]. We use the road network extraction method
based on the pedestrian GPS trajectory to extract the campus road network which
includes some small roads. The small roads provide a more convenient route for our
path planning in the campus, saving the carpooling process time. The basic idea is to
automatically generate the road center line based on the GPS trajectory. The left and
right sides of Fig. 2 show the results diagram after the trajectory point clustering and
the centerline fitting respectively. The details are described below.

The trajectory data are basically distributed along the road. Therefore, this paper
uses a rolling clustering algorithm, which is to obtain cluster points along the extending
direction of the trajectory data. Set the number of trajectory points m and the cluster
radius d as the constraints of the cluster. If the number of points in the d neighborhood
of each trajectory point is greater than m, the trajectory points included in the d
neighborhood are converted into cluster points by a clustering algorithm. The coor-
dinate values of the cluster points are determined by all the trajectory points in the
neighborhood.

The clustering point segmentation can make each segmented clustering point can be
fitted with a curve function to obtain a curve to represent the corresponding road
centerline. In this paper, the basis of segmentation is determined by the size of the
corners of the cluster points and the distance between adjacent cluster points. The

Fig. 2. The resulting diagram after trajectory point clustering and centerline fitting
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corner of the trajectory refers to the steering angle of the adjacent trajectory segment.
We set the distance threshold Dmin and the angle threshold h. When the distance
between the trajectory points pn and pnþ 1 is greater than Dmin and the angle is greater
than h, we consider this to be an inflection point (that is, what we call “intersection”),
extracted from the Hunan University of Science and Technology road network
inflection point data. We define the threshold radius R, then calculate the number n of
trajectory points in the radius R onto the trajectory data of the security patrol for each
road segment, average the n to gets N, calculate the road segment. The length L, the
weight of each road segment is calculated as shown in the formula (1).

weight ¼ L � ð1þð1=NÞÞ ð1Þ

Because of the complexity of the shape of the road, this paper uses a quasi-uniform
B-spline curve fitting method to generate a curve that can represent the centerline of the
road. Compared with the B-spline curve, the quasi-uniform B-spline curve overcomes
the disadvantage that the head and tail ended points are not on the curve, that is, N
degree of repetition is done at the head and tail end points. At the same time, it also has
the characteristics of local modification and closer to the feature polygon. The obtained
target curve is a smooth piecewise polynomial function. Its mathematical expression is
as follows:

PðtÞ ¼
Xn

i¼0

PiNi;kðtÞ ð2Þ

Ni;kðtÞ ¼ 1
k!

Xk�i

j¼0

ð�1Þ jC j
Kþ 1ðtþ k � i� jÞn ð3Þ

After the Central Line fitting process, vectorization tool provided by ArcGIS is
directly used to convert them into linear vector files, and then vector road network
information under the same coordinate system can be obtained through coordinate
transformation and registration.

3.3 Path Planning

Through the road network extraction part, we can get the topology between the roads.
Here, we use the R-D shortest network distance algorithm planning path. We combine
the R-tree with the Dijkstra algorithm and use the acquired campus road network data
to achieve the shortest network distance recommendation. We use the spatial seg-
mentation of the R tree to limit the segment search for a certain range, reducing the
search volume and improving the search efficiency. The specific practices are as
follows:

The road network is divided, and the road network is divided into multiple rect-
angular regions Ri i ¼ 1; 2; 3; . . .ð Þ. The principle of division is that multiple rectangular
areas divided must contain all the inflection points in the road network, and there must
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be no omissions. Connectivity should be maintained between the individual rectangular
areas, so there is an overlap between the rectangular areas.

Search the user’s carpool sharing point and the starting position of the taxi in the
campus through the R tree, a new rectangular region R0 is created with these two
positions coordinates, and the shortest path is found using the Dijkstra algorithm in the
rectangular region R0 and the rectangular region intersecting it.

Let us give an example to illustrate the R-D algorithm. Detailed as shown in Fig. 3.
Suppose there is a graph, in which there are a large number of inflection points and
edges. At this time, we need to find the shortest path from V1 to V2 in the graph. This is
only to illustrate the idea of an algorithm, so the specific distribution of inflection points
and edges in the graph and the weight of edges are not given. In this graph, we divide a
total of 9 regions, namely 9 data rectangles: R0, R1, R2…., R7, R8, and construct R
trees based on these data rectangles. Suppose the starting point and ending point is V1
and V2 respectively, draw a rectangle R0 with the line of V1 and V2 as the diagonal line,
the solid line in the figure represents the data rectangle, and the dotted line represents
the rectangle R0; It can be seen from the figure that in addition to the rectangles R7 and
R8 where the starting inflection point is located, the data rectangle intersecting R0 also
includes R2, R3, R4, and R5. Finally, the Dijkstra algorithm is used to find the shortest
network distance from the data onto these data rectangles.

4 Experiment

4.1 Dataset, Reducing Redundant Data, Filter Processing

With the popularity of GPS devices with positioning functions, lots of trajectories have
been generated [18]. This project selects the security patrol trajectory data of Hunan
University of Science and Technology in March 2011. As shown in Fig. 4, the data
contains more than 2.5 million trajectory points, covering the entire campus, data size
is 195 M, this sampling frequency is once per second, each piece of data contains
information such as time, longitude, latitude, altitude, and speed.

When the signal of the GPS receiver is suddenly interrupted, it will repeatedly
record the last received positioning data in a short time. At low speeds, the GPS
receiver still receives positioning data based on the set acquisition frequency. These

Fig. 3. The example of algorithm
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unnecessary, large amounts of redundant positioning data seriously interfere with the
efficiency of the algorithm. The reduction of redundant data can improve the accuracy
of the algorithm. We set the adjacent trajectory points pi and piþ 1, and if the distance
Di is smaller than the threshold Dmin, it indicates these records are invalid.

Through the filtering process, the random error of the GPS trajectory portion can be
eliminated, the effect of smoothing the original GPS trajectory is achieved, and the
relative smoothness of the overall trajectory is ensured. The Gaussian filtering method
is used to smooth the data, and the filtering parameters are designed to be 5 times the
sampling frequency of the GPS device, thereby avoiding unnecessary influence on the
normal trajectory point. The Gaussian filtering calculation formula is shown as follows:

ðx0; y0Þ ¼
P

i kðtiÞðxti ; ytiÞP
i kðtiÞ

ð4Þ

kðtiÞ ¼ e�
ðti�tÞ2
2r2 ð5Þ

Here, x0 and y0 are coordinate values subjected to smoothing operation, k tið Þ is the
Gaussian kernel function at time ti, and r is a filter parameter.

Figure 5 shows comparison between the original trajectories and that after pre-
processing. It can be clearly observed in the figure that most of the erroneous trajectory
data has been deleted after pre-processing, and the trajectory data of the upper right
corner of the two figures is obviously contrasted. The trajectory data is smoother and
more accurate.

Fig. 4. Data set

Fig. 5. Comparison between the original trajectories and that after preprocessing
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4.2 Experience

In this section, we will verify the effectiveness of the campus carpooling algorithm by
verifying the performance of the road network extraction and path planning algorithms.

We carry out a quantitative evaluation on the road network extraction. The basic
idea is to obtain the set of road networks that match the experimental results with the
road network on Baidu Map and then to evaluate the extraction performance of the road
network in this paper by referring to coverage a and false detection rate b [10]. Its
definition is shown in Eqs. (6) and (7).

a ¼
P

P2r lenðPÞP
P2/ lenðPÞ

ð6Þ

b ¼ 1�
P

P2r lenðPÞP
P2w lenðPÞ

ð7Þ

Based on the buffer method proposed by l. Zhang et al. [19], this paper took the
road network of Baidu Map as the object of buffer analysis and obtained the road
network set within each buffer radius that the road network extracted in this paper and
the road network of Baidu Map match each other. As shown in Table 1, when the
buffer radius is 10 meters, the road network coverage rate and false detection rate of
this method are 98.73% and 18.84%, respectively. While the road network coverage
rate and false detection rate extracted in literature [20] are respectively 93% and 5%.
One of the main reasons for the high false detection rate in this paper is that the roads
that are not updated in the Baidu Map road network are identified in our method.

We select 30 sharing points in the campus. These points are crowd gathering points,
such as the gates of student dormitories or teaching buildings. These 30 points are
randomly combined with the campus’s four exits, combining 120 point-pairs (start-end
point). For the 120 point-pair data, the shortest path is calculated by the R-D algorithm
and the Dijkstra algorithm respectively, the shortest path calculation time of the

Table 1. Road network extraction quantitative evaluation results

Buffer
radius/m

Experimental results in
this paper (including new
main roads and path)

Experimental results in
this paper (removal of
new trunk roads and
path)

The method of
Zhang et al. [19]

Coverage False
detection
rate

Coverage False
detection
rate

Coverage

2 45.04% 62.99% 44.67% 55.08% 27.40%
5 86.07% 29.25% 84.89% 14.64% 61.70%
7 92.20% 24.21% 90.47% 9.02% 73.90%
10 98.73% 18.84% 96.21% 3.26%
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algorithm is recorded. As shown in Fig. 6, as the shortest network distance between
pairs increases, the time difference between the R-D algorithm and the Dijkstra algo-
rithm increases gradually. It can conclude that the R-D algorithm is feasible and has
high efficiency.

5 Summary

This paper provides a campus carpooling platform system that increases the occupancy
rate of taxis and enables multiple passengers to “share” a taxi. There are already many
carpooling systems on the market, but there is currently no carpooling system for
college students. This article is specifically aimed at college students who are most
concerned about carpooling: safety, comfort, economy, convenience and design and
implementation of a carpooling system, it is expected to have a large user base in the
market. At the same time, it also provides a platform for drivers to achieve a win-win
situation for users and drivers, with good market prospects and economic benefits. In
the next step, we will consider a kind of taxi searching algorithm by using the spa-
tiotemporal indexing technology in order to quickly find the candidate taxis for users.
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Abstract. We and others have shown that machine learning can detect
and mitigate web-based attacks and the propagation of malware. High
performance machine learning frameworks exist for the major computer
languages used to program both web servers and web pages. This paper
examines the factors required to use the frameworks as an effective dis-
tributed deterrent.

Keywords: Networks · Attack detection · Machine learning ·
Application level intelligence · Security

1 Introduction

Current tools for mitigating web-based attacks usually live on the network bor-
der. These tools are often single function hardware appliances. Examples include
Intrusion Detection Systems (IDS), Intrusion Prevention Systems (IPS), and
firewalls. Other commercial offerings include “traffic scrubbers”. These devices
ingest live network traffic and remove known attack traffic from the traffic flow.
The cleaned traffic is then injected back into the network. Unified Threat Man-
agement (UTM) systems combine the above functions into a single appliance.

While effective, these systems do have caveats. Updated attack signatures and
policy changes must be constantly deployed. Appliances often do not scale to
high speeds, and if they do, it is at significant cost. To effectively guard against
attacks, these systems must be deployed to all ingress points at the network
border. Doing so imposes significant costs in licensing, operations, and physical
footprint.

Machine learning is being applied to problems in many domains. As a result,
several popular frameworks have gained popularity. Many of these frameworks
provide APIs for programming languages such as Python. This can enable the
creation of powerful threat detection agents.

This paper explores the factors required to create intelligent distributed
threat detection agents. These agents are capable of performing the roles of
the hardware appliances at the application level. They are tightly integrated
into the various components of the web application stack. They distribute valu-
able information on attacks as they are mitigated. The agents integrate modern
machine learning into web servers and web applications.
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We describe several web-based attacks to provide context to our proposed
solution. We discuss two popular Python-based machine learning frameworks.
These frameworks can be used to build intelligent threat detection agents. We
propose a distributed threat detection model for the contemporary web applica-
tion stack. Finally, we discuss the potential challenges of such a model.

2 Related Work

Research in using machine learning for threat detection abounds. In [7], Miller
et al. propose a cloud-based model for detecting the use of proxy services. Attack-
ers often obscure their true location by hiding behind one or more proxy services.
Detecting the use of a proxy server is an important first step in mitigating poten-
tially malicious network traffic.

Event correlation is crucial to any threat detection system. A security analyst
saves considerable time remediating intrusion events for real threats. In [16],
Zomlot et al. show that machine learning can be applied to event correlation
graphs to filter out events that do not need to be acted upon.

We show in our own work that it is possible to discriminate between benign
and malicious network traffic [4]. We applied conventional machine learning to
two important data sets. The first is the well-known KDD ’99 network intrusion
data set [1]. The second is the Intrusion Detection Evaluation Data set (CIC-
IDS) published by Sharafaldin et al. in [11]. This data set consists of 15 different
attacks over a week of collection. After obtaining high accuracy on both data
sets, we broke the CIC-IDS data into non-overlapping sets per day of collection.
Machine learning accuracy deteriorates when attacks are present only in the
test data. This lead us to conclude that the data are non-stationary. This means
that conventional machine learning algorithms cannot reliably detect malicious
network flows.

Threat detection tools must adapt to changes in attacks while maintaining
accuracy. Signature-based tools, currently in use by most commercial vendors,
are not able to adapt to changes in a timely manner. Machine learning can be a
valuable aid to threat detection, but it must be applied carefully.

3 Threat Analysis

It is important to understand common threats to understand the potential use
of distributed intelligence. The number of web-based attacks is numerous and
growing, so we describe a few common attacks here.

One of the most common web attacks leverages improper or altogether miss-
ing form validation in a web application. A number of potent attacks are possible
when form inputs are not properly validated [13]:

– Injection of SQL code, which enables an attacker to run arbitrary SQL com-
mands on the backend database of the website
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Fig. 1. A SQL injection attack. The attacker sends a crafted payload and obtains
privileged access to the back end database.

– Cross-site scripting, which enables an attacker to post arbitrary data to a
website

– Header injection, which allows an attacker to exploit forms in order to send
spam

An illustration of a SQL injection attack is shown in Fig. 1. To carry out
the attack, the attacker includes valid SQL code in the form submission. The
result of the attack depends on the payload. The attacker could corrupt the
database. Sensitive data could be stolen. The attacker could gain privileged
access to carry out further attacks. Form validation restricts the type of data
that can be entered into a form. Input checks ensure the input data is valid for
what is being requested in a given form field. Research into the prevention of
such attacks is active [10,14].

Another common attack is a Cross-Site Request Forgery (CSRF) attack.
CSRF attacks are a type of confused deputy attack. The forged requests leverage
the authentication and authorization of the victim [8]. A CSRF attack adds
extra commands to a user’s request. The extra commands perform any actions
for which the user is authorized. Attacks can change the user’s credentials. If
the current user has sufficient privileges, other users can be impersonated. These
actions are performed without the user’s knowledge or consent.

Figure 2 shows a generalized CSRF attack. The attacker first embeds a mali-
cious payload into the website’s Hypertext Markup Language (HTML) code.
The code could be as trivial as adding a password change request query as the
source to an HTML image tag. Once logged in, the victim’s web browser fetches
the contents of the image tag. The victim’s password is changed to the password
specified by the attacker in the query. The victim has no knowledge that this
has occurred. The victim is a valid user so the password change request appears
legitimate from the perspective of the website.
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Fig. 2. A CSRF attack. The attacker embeds a malicious payload into the website.
When the user logs in, their web browser automatically executes the malicious query.
The attacker obtains the result.

There are many defenses against CSRF attacks [2]. The most common is to
embed a secret validation token in any requests. If a request is missing the token
or the token does not match the expected value, the server rejects the request.

These two brief examples share a caveat with the hardware appliances men-
tioned before. Because the mitigations work only with known attacks, any
unknown attack is likely to succeed. The use of machine learning can help to
mitigate known and unknown attacks.

4 Using Machine Learning Frameworks

Machine learning at the application layer can reduce many of the drawbacks
of hardware and software solutions. Security can be moved from the network
perimeter to host systems. The software solutions described in Sect. 3 gain
greater protection. Training application-layer security against application layer
threats improves the quality of the decisions.

Host-based application-layer security can substantially reduce license and
operational costs for hardware appliances. The physical footprint of the network
can thus be scaled down. Throughput scaling becomes less of a concern since
host systems perform traffic inspection. Constant signature updates on secu-
rity devices is reduced or eliminated altogether. However, our proposed model
requires updates to traffic that is considered benign. Generative machine learn-
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Fig. 3. An intelligent threat mitigation model for a web application. The dashed lines
indicate the distribution of threat intelligence. User traffic is permitted while attacker
traffic is not.

ing models such as the restricted Boltzmann machine (RBM) are a solution to
this. Application throughput is thus limited to the host system’s bandwidth.

Many popular Open Source frameworks exist and are compatible with the
application layer. We briefly describe two popular frameworks.

Scikit-learn supports many supervised and unsupervised machine learning
models. Other supporting functionality includes data preparation and model
validation. Scikit-learn provides a Python API and is easy to learn. The use of
Graphics Processing Units (GPU) is not supported. CPU-optimized versions of
the Numpy library can provide some performance gains. Limited support for
basic neural networks is available. Neural networks are not the main focus of the
library.

TensorFlow was released by the Google Brain team in 2015. In contrast
to Scikit-learn, TensorFlow operates with or without a GPU. Using the GPU
results in significant speedups in learning. It is intended to be a general-purpose
numerical computation library. Like Scikit-learn, TensorFlow can execute “shal-
low learning” tasks. Support for all major neural network models is included.

5 A Mitigation Model

Intelligent agents can be incorporated into any component of the web applica-
tion infrastructure. Figure 3 illustrates intelligent agents in multiple layers of the
web application infrastructure. The intelligent agents run on each of the com-
ponents. The dashed lines indicate the distribution of threat intelligence among
the components. Note that there is no inter-component communication. Different
components face different threats. Threat detection models thus protect specific
components. A compromise of any single component’s agents does not affect the
agents for other components.
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The inclusion of multiple component clusters highlights the distributed
nature of the model. This enables a geographically dispersed infrastructure for
sharing threat information.

The next sections describe intelligent agents for specific web application com-
ponents. The use of the Python-based frameworks mentioned in Sect. 4 make the
serialization of object instances (i.e. “pickling an object”) trivial. Mitigation sys-
tems using either of the frameworks could be updated asynchronously while still
running.

Training and validation of machine learning models could be carried out in a
non-production environment, and the updated models supplied to the applica-
tions. It will be necessary to sign the updates to ensure security. Python libraries
exist that support modern digital signature algorithms.

5.1 Flask

Flask is a Python-based web framework used to build APIs, websites, and more.
In the model shown in Fig. 3, an instance of Flask would run on every web server.
Building an intelligent agent using either of the two frameworks in Sect. 4 is
trivial. An intelligent agent need only check incoming requests to see if they’re
potentially malicious. Requests with suspicious content are dropped and an error
is returned to the user. This results in just two classes of requests and a linear
model on which to learn.

Stochastic gradient descent (SGD) is a simple binary classification model
that uses convex optimization as a loss function. SGD outperforms models such
as Support Vector Machines (SVM), especially on large data sets. The intelligent
agent is first trained using SGD. Once trained, it transforms an incoming request
into a feature vector, classifies it, and returns the result. If the feature vector
belongs to the malicious class, the request is dropped and an error is returned
to the user.

5.2 Databases

The database intelligent agent checks incoming SQL queries before running
them. Unusual or never-before-seen queries are potentially malicious. For exam-
ple, if no user management exists in the web application, the agent should never
receive queries against such tables. Queries of this type are malicious and are
dropped.

Building an intelligent agent for the database component using either of the
two frameworks in Sect. 4 would require more effort. The agent would receive
incoming SQL queries, classify them, then pass along queries classified as benign
to the SQL database. The intelligent agent thus acts as a reverse proxy between
the client applications (e.g. the web servers in Fig. 3) and the database.

The number of possible requests is small relative to those seen by the Flask
component. As a result, most database queries are benign. In this case, the use
of an SVM is appropriate. As before, the intelligent agent is first trained. Once
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trained, it transforms an incoming SQL query into a feature vector, classifies it,
and returns the result. If the feature vector belongs to the malicious class, the
SQL query is not passed along to the database and an error is returned to the
user.

5.3 Web Servers

Web servers are the most outward facing component of the web application. Pro-
tecting them against attacks is vitally important. Attacks against web servers
tend to focus on the web server itself instead of the content it serves. Fuzzing is
a common technique where invalid or unexpected data is provided to an appli-
cation and the result is observed [9]. Attackers combine fuzzing and known vul-
nerabilities into attack tool kits. Automated scanners and bots use these tool
kits to exploit known and unknown vulnerabilities.

Web servers are typically written in languages such as C to maximize perfor-
mance. Python-based frameworks such as Flask typically use library functions,
written in C and integrated into Python, to optimize performance by speeding
up critical bottlenecks to performance. Therefore integrating a Python-based
machine learning package, one that also uses low-level C libraries, into a Python-
based web-server is fully viable.

An intelligent agent could either be integrated into the web server software
itself or act as a reverse proxy like the database model. An agent acting as
a reverse proxy only checks incoming Hypertext Transfer Protocol (HTTP)
requests. An integrated agent would need to check incoming network packets
as well since attacks might target lower level functionality of the web server.

The attack surface of the web server could be quite large depending on how
the agent is integrated. In both cases, SGD would be a good fit for a machine
learning model.

5.4 Web Browsers

The focus of this paper is on the web application infrastructure. We mention
web browsers only briefly here to provide a more thorough discussion of the
web application ecosystem. A web browser presents a large attack surface on
the user’s device. This is due to the complexity of modern web browsers. They
parse HTML and Javascript code, render audio and visual content, cope with
third party extensions, and talk securely to web sites. Most contemporary web
browsers include protections for users. While this paper focuses on Python frame-
works, machine learning frameworks exist for Javascipt, including TensorFlow
[5] and mljs [15].

– Tracking protection prevents a user from being profiled
– Protection against dodgy downloads prevents the user from installing malware
– Blocking pop-up windows protects the user against potentially malicious

advertisements
– Disabling third party cookies prevents some user tracking and CSRF attacks
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Fig. 4. A DHT for distributing threat intelligence.

– Private browsing sandboxes the user’s session and prevents user cookies from
being stolen

Even with the above protections, web browsers still have drawbacks. The
above features mostly guard against known attacks. New attacks can wreak
havoc until the browser vendor updates the software. Web browsers offer no
protection against potentially malicious content in web pages. A good example
of this is the CSRF attack detailed in Sect. 3. A web browser agent would see
the unusual content in the image tag and refuse to execute it. Modern firewalls
block all communication by default. Trusted communication, defined by policy,
may pass through. Web browsers allow all communication by default until the
user configures content blocking.

6 Distributing the Intelligence

Trained models can be easily distributed using peer-to-peer (P2P) network tech-
nology. Modern P2P networks implement a distributed hash table (DHT). This
provides robust, fault-tolerant, distributed delivery of resources [6,12]. However,
some environments need strict security controls. In such environments, a private
bootstrap host can be used to connect the private peers to each other.

A DHT for distributing threat intelligence is shown in Fig. 4. The intelligent
agents discussed in Sect. 5 are depicted in the figure. The DHT can serve several
functions. It can distribute signed trained model data. It can distribute the public
keys used to validate the signed training data. Potential threats that agents have
seen but could not correctly classify can be distributed and analyzed.

The types of threats that could be handled using the DHT depend on the
placement of the intelligent agents. In the model shown in Fig. 3, each layer of
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components runs a separate DHT. In general, any anomalous behavior can be
identified and remediated. The default response of the components should be to
drop the anomalous traffic. Requests that could not be clearly identified could be
quarantined similar to the model seen in email spam filtering. The anomalous
request is moved to a secure sandbox until an administrator can identify it.
Once identified, the request becomes part of the training data and shared with
the agents via the DHT.

7 Challenges

From a software engineering and implementation viewpoint, the use of integrated
machine learning at the application level is attractive. Several challenges remain.

Obtaining training data, and especially labeled training data, is problematic.
A combination of honeypots, monitoring software, and unsupervised classifica-
tion could be used to find classes of data. The data would then require evalu-
ation to see if it is malicious or benign. Partially trained models could be used
to “bootstrap” a system by flagging suspicious, but uncertain, data for further
evaluation.

User adoption is another major challenge. It will be necessary to make the
addition of the models to existing systems as seamless as is possible and to
convincingly demonstrate that the systems provide real benefits to the users.
Since, even with advanced machine learning, the problem of deciding what code
actually does without executing it, being isomorphic to the stopping problem is
formally undecidable, it is critical to tune the machine learning to give a small
number of false positives without giving too many false negatives. A system that
“cries wolf” too often will inhibit security as users will learn to ignore it.

Another challenge is the validation and update of training models. Dis-
tributed and custom training on individual machines may seem an ideal model,
but it introduces the possibility of a “false oracle” attack where the adversary
spoofs the machine learning until it ignores real threats while focusing on noise.
Therefore, training probably should be separate from the online application so
that the training can be supervised and performed in a secure and reliable man-
ner. The models themselves would need to be updated, asynchronously and
securely, to the users. ClamAV [3] is an example of an open-source anti-virus
program which demonstrates that this is an achievable goal.

8 Conclusions

This position paper has examined the factors needed to integrate machine-
learning into application level security. While technical challenges remain, there
is no fundamental architectural reason why this could not be done. What remains
to be demonstrated is that this can be achieved with a useful level of accuracy
while not degrading computational performance.
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Abstract. Can computing environments deter system trespassers and increase
intruders’ likelihood to cover their tracks during the progression of a system
trespassing event? To generate sufficient empirical evidence to answer this
question, we designed a series of randomized field trials using a large set of
target computers built for the sole purpose of being infiltrated. We configured
these computers to present varying levels of ambiguity regarding the presence of
surveillance in the system, and investigated how this ambiguity influenced
system trespassers’ likelihood to issue clean tracks commands. Findings indicate
that the presence of unambiguous signs of surveillance increases the probability
of clean tracks commands being entered on the system. Nevertheless, even when
given clear signs of detection, we find that intruders are less likely to use clean
tracks commands in the absence of subsequent presentations of sanction threats.
These results indicate that the implementation of deterring policies and tools in
cyber space could nudge system trespassers to exhibit more cautiousness during
their engagement in system trespassing events. Our findings also emphasize the
relevance of social-science models in guiding cyber security experts’ continuing
efforts to predict and respond to system trespassers’ illegitimate online activities.

Keywords: System trespassing � Deterrence � Randomized trial � Ambiguity

1 Introduction

System trespassing (i.e. the unauthorized use of a computer system) [1] has become a
common global problem; in 2013, over 740 million records were exposed in the U.S.
alone as a result of numerous system trespassing incidents targeting governmental and
private organizations [2]. Moreover, users of private computers, smartphones, and even
medical devices increasingly report infiltration of their devices by illegitimate users [3].
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Thus, it comes as no surprise that Americans are today more worried about having their
computers or smartphones hacked than about falling victim to any other types of crime
[4]. These concerns seem to be well funded given recent knowledge regarding numerous
system trespassing events into governmental computers, that are likely more secured
than systems of regular users. Acknowledging the potential risks posed to U.S. national
security and Internet users’ privacy by the growing number of system trespassing events
and other cyber threats, President Obama recently determined that the activities elab-
orated in the Comprehensive National Cyber security Initiative (CNCI) should evolve to
become the key elements of the U.S.’s national cyber security strategy [5]. One key
activity in the CNCI highlights the development of deterrence strategies designed to
prevent and mitigate the consequences of cyber attacks against U.S. organizations and
individuals. The rationale behind the implementation of this activity is embedded in the
expected utility model’s (also known as the rational choice model) prediction that when
the costs of behaviors outweigh the benefits, individuals will refrain from acting all
together [6, 7]. Nevertheless, despite the emphasis placed on cyber deterrence, the
effectiveness of deterrence-based strategies for preventing and mitigating the occurrence
of malicious cyber activities is theoretically challenging [8–11].

On one hand, several scholars believe that the implementation of deterrence-based
strategies and tools like surveillance and sanctions in cyber space is prone to failure,
since the inherently anonymous nature of cyber space increases system trespassers’
ability to avoid detection and escape penalties for their illegitimate online behaviors
[8–10]. This theoretical claim receives some support from empirical research that
indicates mixed evidence regarding the effectiveness of surveillance measures (for
instance, CCTV cameras) and sanction threats (for instance, warnings) in preventing
the occurrence of non-cyber criminal behaviors [12, 13]. These inconsistent findings
are generally attributed to the limited capability of the criminal justice system to detect
and punish all criminal events that occur in our world [14, 15]. Accordingly, potential
offenders learn through trial and error that the certainty of being detected and punished
for a criminal act is relatively low, and therefore, initiate illegitimate behaviors. Since
the certainty of detection and punishment of a system trespassing event is even lower
than the certainty of detection of a non-cyber criminal event (it is very difficult for the
average computer user to detect malicious activity on a computer system promptly),
the implementation of surveillance measures and sanction threats in a computing
environment is predicted to play an insignificant role in preventing the occurrence of
cyber attacks.

In contrast, other scholars contend that it is unnecessary to identify specific indi-
viduals in order for deterrence to take effect in cyber space [11]. Accordingly, the
introduction of situational deterrence cues in an attacked computer environment could
be sufficient to entice a predictable avoidance response from system trespassers, and
consequently attenuate the consequences of a computer attack. For instance, since
detection of a system trespassing event results in increased efforts by legitimate users to
deny trespassers access to the attacked computer [16], implementing surveillance
measures in a computing environment may lead system trespassers to overestimate the
risk of detection on the system, devote increased efforts toward avoiding detection and
hiding their presence, and even reduce harmful activity on the system. Therefore, even
though implementation of surveillance measures will not necessarily prevent the
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occurrence of a system trespassing event and result in official sanction, it will increase
system trespassers’ efforts to avoid detection of their presence and to restrict the scope
of their illegitimate activity on the attacked system during the progression of a system
trespassing event.

Two important lines of research support this claim. First, accumulating empirical
evidence suggests that system trespassers are rational decision makers that direct their
efforts towards targets that provide the maximum return and involve a minimum level
of risk [17, 18]. Second, although past research reveals mixed evidence regarding the
effects of detection and punishment on the occurrence of a criminal event, several
studies reveal consistent evidence regarding the effectiveness of deterring cues (for
instance, CCTV cameras or police patrols) in shaping criminals’ behaviors during the
progression of a criminal event. Specifically, this line of research shows that the
presentation of situational deterring cues in the environment increases offenders’ efforts
to avoid detection, attenuate the volume of their repeat offending, and reduce the
severity of the crimes they commit [19–21]. Therefore, it is possible that manipulation
of the computing environment to influence system trespassers into believing that
attacking the system is too risky and subject to quick detection and potential sanctions
will increase their efforts to avoid detection on the system [22, 23]. Our work seeks to
delve into this theoretical debate, in an effort to determine whether the design of
deterring computer environments could trigger system trespassers’ cautious online
behaviors during the progression of a system trespassing event.

One avenue through which perceived risk of detection and punishment could be
elevated and incorporated in the environment involves the introduction of information
regarding the risk of surveillance and sanctions [15]. Nevertheless, whether such
information should be presented in a vague or clear manner is debatable. On one hand,
since most decision makers are ambiguity averse in their decision-making processes
(i.e. they opt for prospects with known risks as opposed to unknown risks [24–26]), the
introduction of ambiguous information (i.e. incomplete information that hinders
decision makers’ ability to estimate the distribution around the probability of an event
[24, 27]) regarding the implementation of surveillance and sanctions in an attacked
computer system may disrupt system trespassers’ estimates of the low risks of getting
caught, increase their uncertainty regarding the perceived risk of detection and pun-
ishment, and make them more cautious during system trespassing events [15, 28]. In
contrast, several scholars contend that while decision makers are ambiguity averse for
gains, they tend to be ambiguity seeking for losses [24, 25, 29]. In that case, ambiguity
regarding the presence of surveillance, and regarding the prospects of detection and
sanction of system trespassing events, should attenuate the deterrent potential of
surveillance and punishment and entice risky behaviors from system trespassers during
system trespassing events.

In this study we identify the monitoring of an attacked computer environment as a
key potentially deterrent process in cyber space, and examine whether ambiguous
information regarding the presence of surveillance in the attacked computer system
increases system trespassers’ efforts to avoid detection during system trespassing
events.
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2 Experimental Design

We designed and implemented three randomized controlled field trials that allowed the
collection of data on system trespassing events while preserving the unique computing
environment in which they occurred. The experiments were conducted on the Internet
infrastructure of one American and one Chinese academic institution, where we set up
networks of several hundred target-computers (i.e. honeypots [28]), and waited for
system trespassers to find and infiltrate our systems. The three experiments followed
the same general experimental design. Our target computers were set up as computer
systems with the Linux Ubuntu 10.04 operating system. In order to gain access to these
computers system trespassers first had to find them (by scanning the Internet and
finding open computer ports that are configured to accept information from the Internet
[30]), and then had to employ special software-cracking tools in order to guess the
“correct” password to the computers and infiltrate them. Once they gained access to the
target computers, system trespassers were randomly assigned to either control or
treatment computers, which were manipulated to include indicators of surveillance and
sanction threats. Following assignment to the experimental conditions, trespassers were
allowed access to the target computers and could initiate repeated system trespassing
incidents for a period of 30 days. During this time system trespassers were free to use
the honeypot computer as they liked, but a firewall was employed to ensure that they
did not engage in activities dangerous to other systems. We recorded all the computer
commands entered by the system trespassers on the target computers during each
system trespassing event. As a dependent variable, we observed the relative number of
target computers on which system trespassers entered “clean tracks” commands during
the 30-day period. These commands are entered on Linux computers in order to remove
users’ traces from the system and complicate system administrators’ efforts to identify
illegitimate activity on the system. The specific clean tracks commands we looked for
were “remove files” (rm-rf), “clear bash history” (history-c) and “delete history vari-
ables” (unset)).

3 Results

3.1 Study 1

Our first study was designed to investigate whether a generic warning banner employed
by network administrators, one which incorporates ambiguous information regarding
surveillance processes on the system and a clear sanction threat, increases system
trespassers’ efforts to avoid detection on the system. US federal security guidelines
recommend that such a banner be installed on all government-owned computers [31].
The setting for this experiment was the Internet infrastructure of a large US university.
We deployed our target computers and waited for system trespassers to find and
infiltrate our systems. In order to ensure that technical components of the computing
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environment did not condition the effect of the intervention, we employed a 2 (warning
banner, no banner) � 2 (low [512 Mbytes] RAM, high [2.25 Gbytes] RAM) � 2
(Low [128 Kbits/s] bandwidth, high [512 Kbits/s] bandwidth) � 2 (low [5 Gbytes]
disk space, high [30 Gbytes] disk space) factorial design in this experiment.

The warning message that appeared on the system trespassers’ screens under the
warning condition reads as follows: “The actual or attempted unauthorized access, use,
or modification of this system is strictly prohibited. Unauthorized users are subject to
institutional disciplinary proceedings and/or criminal and civil penalties under state,
federal, or other applicable domestic and foreign laws. The use of this system is
monitored and recorded for administrative and security reasons. Anyone accessing this
system expressly consents to such monitoring and is advised that if monitoring reveals
possible evidence of criminal activity, the Institution may provide the evidence of such
activity to law enforcement officials”. Importantly, investigation of the whole poll of
computer commands entered into the systems by system trespassers revealed that none
of the computer commands entered by system trespassers on the system could reveal
the three technical configurations (i.e. RAM size, disk space, and bandwidth capacity)
of the computing environment. Therefore, we only test for differences in the influence
of the warning message on the presence of clean tracks commands.

Overall, 221 target computers were infiltrated by system trespassers and were used
for entering commands; 111 of the computers presented the warning banner, while the
other 110 did not. These target computers experienced a total of 2,141 trespassing
incidents during the experimental period.

First, investigating the prevalence of target computers with clean tracks commands
reveals that 58.4% of the target computers recorded at least one command designed to
remove system trespassers’ tracks from the attacked system. The most common clean
tracks command was “remove a file” (entered on 52.5% of the target computers),
followed by “delete history variables” (entered on 27% of the target computers), and
then the “clear bash history” command (entered on 14% of the target computers). Next,
we test whether the presence of a generic warning banner containing ambiguous
information regarding surveillance in the system yet a clear sanction threat influences
the presence of clean tracks commands. Findings from this analysis are presented in
Fig. 1. As indicated in the figure, there are no statistically significant differences
between the proportion of warning and no-warning target computers that were attacked
by system trespassers and that had clean tracks commands entered. This pattern is
consistent across the three unique clean tracks commands we explored, as well as an
overall “clean track” measure we composed to indicate the presence of at least one
clean track command on the attacked computers. These findings suggest that the
presentation of ambiguous information regarding surveillance processes on the system
with a clear sanction threat does not increase system trespassers’ efforts to avoid
detection on the system.

Based on these findings, we designed our next studies to include varying levels of
ambiguity regarding the risk of detection in the system. Specifically, drawing on the
assumption that decision makers employ all available information in order to estimate

Predictably Deterrable? The Case of System Trespassers 321



the length of the distribution around the probability of an event to occur [27], we
wanted to determine whether altering the level of ambiguity regarding the presence of
surveillance in the attacked system increases the likelihood that system trespassers will
clean their tracks. Moreover, we sought to understand whether removing ambiguity
regarding the risk of detection by alerting system trespassers of their detection on the
system increases their probability to enter clean tracks commands.

3.2 Study 2

In our second study we explored whether the availability of ambiguous information
regarding the presence of surveillance influences system trespassers’ likelihood to enter
clean tracks commands on the attacked computer system. To test this correlation, we
targeted system trespassers’ ability to assess the distribution around the risk of
detection in the attacked system by presenting varying levels of information regarding
the presence of surveillance in the system. We redeployed our target computers on the
Internet infrastructure of a large American university, and employed a 2 (surveillance
banner, no banner) � 2 (surveillance software, no software) factorial design. Consis-
tently with our first study, we deployed our target computers and waited for system
trespassers to find and infiltrate our systems. Upon successfully infiltrating our com-
puters, system trespassers were randomly assigned to one of four experimental con-
ditions. In the first treatment group (high ambiguity) we installed an open-source
surveillance software (Zabbix) that emulated the process of monitoring on the target
computers. Exposure to the surveillance software was possible only upon calling forth

00.10.20.30.40.50.60.7

Remove a ile Delete history Clear bash history

No Banner Banner

Fig. 1. Differences between the proportions of warning and no-warning target computers
with clean track commands. Shown are the proportions of control and experimental target
computers that were attacked by system trespassers and that recorded at least one unique clean
track command, sorted by warning banner/no warning banner. N = 221 target computers.
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a display depicting all the processes running on the target computer. The Linux
command to call forth this information is “ps”. In the second treatment group (medium
ambiguity) the target computers were configured to present the following surveillance
banner upon each entry to the system: “This system is under continuous surveillance.
All user activity is being monitored and recorded”. Similarly to the banner presented in
Study 1, this treatment indicated the presence of surveillance in the system, yet did not
disclose how active this process was. In the third treatment group (low ambiguity) the
target computers were configured to both present the surveillance banner and run the
surveillance software.

In addition to the three experimental groups, we incorporated a control condition, in
which target computers had neither the surveillance banner nor the surveillance soft-
ware installed on. Note that since a great deal of information is provided to system
trespassers in the third treatment, their ability to estimate a narrower distribution around
the probability of detection is greater than in the other treatments and in the control
condition [27]. Therefore, there is lower ambiguity regarding the presence of surveil-
lance and the risk of detection in the system. In contrast, in the first treatment, almost
no information regarding the presence of surveillance is provided to system trespassers
(in fact system trespassers have to actively seek this information). Therefore, system
trespassers’ ability to estimate a narrower distribution around the probability of
detection is smaller here than in the other treatment conditions, causing higher ambi-
guity regarding the presence of surveillance and the risk of detection in the system.

In total, 458 target computers were infiltrated by system trespassers and were used
for entering commands. 124 of the computers ran the surveillance software, 99 of the
computers presented the surveillance banner, 116 of the computers presented the
banner and ran the software, and 119 computers neither presented the banner nor ran
the software. These target computers experienced a total of 2,226 trespassing incidents
during the experimental period. Exploring the prevalence of clean tracks commands
entered on the target computers reveals similar patterns to those observed in Study 1:
almost 54% of the systems recorded clean tracks commands. The most common clean
tracks command was “remove a file” (entered on 47% of the target computers), fol-
lowed by “delete history variables” (entered on 21% of the target computers), and
finally the “clear bash history” command (entered on 20% of the target computers).

Importantly, since system trespassers were able to enter commands on the system
after assignment to one of the experimental conditions, it was impossible to select only
system trespassers that typed “ps” for our study and guarantee their exposure to the
hidden surveillance software. Therefore, while some of the system trespassers were
exposed to the surveillance program (by typing in “ps”), the majority were not;
specifically, of the 458 target computers that were infiltrated by system trespassers only
190 command logs (41.5%) contained a “ps” command. Investigating whether the
proportion of target computers that recorded the “ps” command was significantly
different across the four experimental conditions suggests an insignificant difference
between the four groups (X2 = 2.82, P > 0.1). However, target computers that recorded

Predictably Deterrable? The Case of System Trespassers 323



the “ps” command were significantly more likely to record the clean track commands
as well. Therefore, since some of the system trespassers were fully exposed to the
experimental treatment while others were not, we conducted different analyses for
computers infiltrated by system trespassers who did not enter the “ps” command, and
for computers infiltrated by system trespassers who entered “ps” in the system.

For computers infiltrated by system trespassers who did not enter the “ps” com-
mand, we only tested for significant differences between the proportion of target
computers with and without the surveillance banner on which clean tracks commands
were entered. Specifically, we consolidated the four conditions from the original 2x2
factorial design: the control group and the software only group were consolidated into a
single no banner group, while the surveillance banner only and the surveillance banner
and software groups were consolidated into a banner group. Findings from this
analysis are presented in Fig. 2. Consistent with our findings in Study 1, there are no
statistically significant differences between the proportion of target computers with and
without the surveillance banner that had at least one unique clean track command
entered.

In contrast, for computers infiltrated by system trespassers who entered the “ps”
command (and thus at least theoretically were exposed to the surveillance process), we
test whether varying levels of ambiguity regarding surveillance influence the proba-
bility of clean tracks commands being entered in the system. Findings from this
analysis are presented in Fig. 3, and suggest that attacked computer systems with low
levels of ambiguity regarding the presence of monitoring in the system are more likely
to record clean tracks commands. This finding is consistent for the unique “remove
files” (X2 = 9.74, P < 0.05) and “delete history” (X2 = 8.21, P < 0.05) commands, and
for the overall composite “clean tracks” measure we created (X2 = 8.59, P < 0.05).
Specifically, while clean tracks commands were entered on 74% and 80%, respectively,
of the target computers with moderate and low ambiguity regarding surveillance, only
56% and 60% of the high ambiguity and control computers recorded such commands,
respectively.

In order to estimate the effect of different levels of ambiguity regarding surveillance
on the probability of at least one clean track commands being entered into the attacked
computer system, we estimated a logistic regression and specified the three experi-
mental conditions as predictors for the target computers’ probability to record at least
one clean tracks command. Results from this model are presented in Table 1, and
reveal that the presence of a surveillance banner and software in the system increases
the probabillity of target computers to record clean tracks commands by 2.67 fold.
These findings suggest that low levels of ambiguity regarding the presence of moni-
toring in the attacked computer systems increase system trespassers’ percepetion of
risk, and result in extensive efforts to clean their tracks in order to mask their presence
in the attacked computer system.
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3.3 Study 3

Since findings from Study 2 indicate that less ambiguity regarding the presence of
surveillance increases the likelihood of entering clean tracks commands on the attacked
computer system, we next investigated whether removing ambiguity regarding
surveillance by alerting system trespassers of their detection on the system is sufficient
to deter system trespassers. Moreover, we tested whether a sanction threat is necessary
in order for deterrence to take effect. For this experiment, we deployed our target
computers on the Internet infrastructure of a large Chinese university, and employed a
2 (detection, no detection) � 2 (sanction threat, no sanction threat) factorial design.
Since system trespassing is a global phenomenon we have no reason to believe that
system trespassers will exhibit different online behaviors on computers hosted by
academic institutions located in different geographical regions of the world. Identically
to the field experiments we conducted in the U.S., we deployed our target computers
and waited for system trespassers to find and infiltrate our systems. Upon successfully
infiltrating our systems, system trespassers were randomly assigned to one of four
experimental conditions. In the first treatment condition (sanction threat, no detection)
the target computers were set to present a ‘standard’ legal sanction threat identical to
that presented in Study 1. In the second treatment condition (detection, no sanction
threat) the target computers were configured to present the following message every

00.050.10.150.20.250.30.350.40.45

Remove iles Clean bash history Delete history At least one cleantrack command

No banner Banner

Fig. 2. Differences between the proportions of surveillance banner and no surveillance
banner target computers with clean track commands. Shown are the proportions of control
and experimental target computers that were attacked by system trespassers who did not check
the attacked system processes and who recorded at least one unique clean track command, sorted
by surveillance banner/no surveillance banner. N = 268 target computers.
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time a system trespasser accessed the system: “Greetings friend, We congratulate you
on gaining access to our system, but must request that you not negatively impact our
system. Sincerely, Over-worked admin”. In the third treatment condition (detection and
sanction threat) the target computers were configured to display the following message:
“We have acquired your IP address. Logout now and there will not be any conse-
quences”. Finally, target computers in the control condition were set to present no
messages to trespassers (no detection and no sanction threat).

In total, 177 target computers were infiltrated by system trespassers and were used
for entering commands. 48 of the computers presented no signs of detection yet
threatened system trespassers with potential sanctions, 29 of the computers alerted
system trespassers that their presence in the system had been noted yet presented no
sanction threat, 49 computers alerted system trespassers that the system trespassing
event had been detected and threatened punishment, and 51 computers presented no
signs for detection or potential sanctions. Note that although assignment to groups was
done completely randomly, it resulted in unequal sample sizes for the different
conditions.

To test for potential differences between the group characteristics, we evaluated
differences between the origin and timing of system trespassing events initiated against
the target computers in each of the experimental conditions. No significant differences
were found. These target computers experienced a total of 931 trespassing incidents

Fig. 3. Differences between the proportions of target computers presenting different levels
of ambiguity regarding the presence of surveillance with clean track commands. Shown are
the proportions of control and experimental target computers that were attacked by ambiguity-
averse system trespassers who checked the attacked system processes and who recorded at least
one unique clean track command, sorted by level of ambiguity regarding surveillance in the
system. N = 190 target computers, *p < 0.05.
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during the experimental period. Exploring the prevalence of target computers with
clean tracks commands entered on reveals that 43% of the systems had clean tracks
commands issued. Consistent with the pattern revealed in studies 1 and 2, the most
common clean tracks command was “remove a file” (entered on 33% of the target
computers), followed by “delete history variables” (entered on 15% of the target
computers), and then “clear bash history” (entered on 14% of the target computers).

Examination of the differences between the proportions of target computers that
recorded clean tracks commands across the four experimental conditions reveals that
simply alerting system trespassers of their detection on the attacked system was
insufficient to deter system trespassers. As shown in Fig. 4, clean tracks commands
were significantly more likely to be entered on computing environments that notified
trespassers of the detection of the system trespassing event and that included a sanction
threat. This finding is consistent across the proportions of target computers with the
unique “remove files” (X2 = 9.44, P < 0.05) and “delete history” (X2 = 6.10, P < 0.1)
commands, and for the overall composite “clean tracks” measure (X2 = 6.35, P < 0.1).
Specifically, one may observe that while 57% of the target computers that were
infiltrated by system trespassers and were configured to present both detection and
sanction threats contained clean track commands, fewer than 40% of the computers
configured with the other interventions, including the control group, recorded such
commands.

To assess the effect of the three treatments on the probability of target computers to
record clean track commands, we estimated a logistic regression predicting the pres-
ence of at least one clean track command in the attacked system. Results from this
analysis are presented in Table 2. Findings from this analysis suggest that detection and
sanction threat increases the probabillity of clean tracks commands being entered in the
attacked system by 2.24 fold. In contrast, none of the other experimental conditions
yielded significant effect in the model. These findings suggest that signs of detection
are not necessarily deterring in and of itself without being accompanied by a sanction
threat.

Table 1. Ambiguity regarding surveillance effect on the presence of clean track
commands. Results are from logistic regression of the presence of clean tracks commands on
different levels of ambiguity regarding surveillance (treatments) in the attacked system. N = 190
computers, *p < 0.05.

Odds ratio Robust SE 95% Confidence
Min Min

Surveillance software .85 .34 .38 1.84
Surveillance banner 1.92 .92 .75 4.89
Banner and software 2.67* 1.20 1.10 6.43
Constant 1.50 .41 .87 2.57
Log pseudolikelihood −116.28*
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4 Conclusions

Our conclusion is that low levels of ambiguity regarding the presence of surveillance in
an attacked computer system could be useful for deterring system trespassers during the
progression of system trespassing events, to the point that tresspassers enter more clean
tracks commands in the system. Nevertheless, alerting system trespassers of their
detection in the attacked system is insufficient in itself for deterrence to take effect.
Such alerts should be accompanied by a sanction threat in order to deter system
trespassers. We believe that similar to the way in which system trespassers’ deterra-
bility was harnessed to entice efforts to avoid detection in this study, it could be further
used to nudge them to engage in other predictable online behaviors during the

Table 2. Detection and sanction threat effect on the presence of clean track commands.
Results are from logistic regression of the presence of clean tracks commands on different
detection and sanctions treatments in the attacked systems. N = 153 target computers, *p < 0.05.

Odds ratio Robust SE 95% Confidence
Min Min

Sanction threat/No detection 1.03 .49 .40 2.64
Detection/No sanction threat 1.10 .46 .49 2.49
Detection/Sanction threat 2.24* .92 1.01 5.01
Constant .59 .17 .33 1.04
Log pseudo likelihood −118.61

Fig. 4. Differences between the proportions of target computers presenting cues of
detection and sanction threats with clean track commands. Shown are the proportions of
control and experimental target computers that were attacked by system trespassers and that
recorded at least one unique clean track command, sorted by presence of detection alerts and
sanction threats in the system. N = 177 target computers, *p < 0.05.
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progression of system trepassing events (for instance typing directly into the system
instead of using pre-written scripts, and installing malicious software) that will allow
rapid detection of their presence on the system. This quality could support ongoing
efforts to develop automated technical tools that will support the detection process and
allow more effective mitigation of system trespassing events.

Our findings send a clear message to both policy makers and Information Tech-
nology managers in large organizations: the design of more deterrent cyber environ-
ments, with clear indications of detection and sanction threats, can push system
trespassers to engage in predictable online behaviors. Furthermore, these findings
emphasize the importance of integrating soft science models in the development of
more sophisticated security solutions and practices to protect against system trespassing
events. Finally, our results and research designs emphasize the importance of studying
the effect of computing environments on the development and progression of both
legitimate and illegitimate online behaviors, while preserving the unique contexts in
which those behaviors exist. This issue is of particular relevance to the study of crime
in general, and stresses the need to move beyond testing the effect of criminal justice
policies on only the occurrence of crime, and to investigate these policies’ effects on the
progression of criminal events as well.
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