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Preface

Overview

The Internet of Things, abbreviated as IoT, is the extension of Internet connectivity
into self-configuring sensor-enabled smart objects. It is a vision of pervasive
computing where smart devices connect to each other in a seamless manner, to
establish a unified physical-virtual world. The attraction of the IoT is such that the
wave of connectivity is now moving beyond laptops and smartphones, to building
autonomous cars, developing smart cities, designing intelligent wearables, and
providing connected healthcare. According to Gartner, by 2020, connected devices
across all technologies will reach at least 20 billion.

In the industrial sector, the IoT is promising to reshape the entire landscape as its
business value has been recognized to be profound. It is for this reason that Internet
of Things in the industrial sector, also called the Industrial Internet, often referred to
as Industrial IoT (IIoT), is becoming increasingly more pervasive, especially as
digitisation and automation are becoming a business reality for many organisations
in sectors such as manufacturing, logistics, oil and gas, water and power, renewable
energy, mining, transportation, aviation and many more. Thus, market opportunities
for the IIoT paradigm are huge. According to one research, the IIoT market is
estimated to reach $125 Billion by 2021. The driving philosophy behind IIoT is that
smart machines are better than humans at accurately capturing, transmitting and
processing of real-time data for the extraction of business intelligence and corporate
decision-making.

The underlying technologies include distributed computing, cloud paradigm,
ambient intelligence, machine learning, artificial intelligence and machine-to-
machine communication. A typical IIoT system consists of intelligent systems
(applications, controllers, sensors and security mechanisms), data communication
infrastructures (cloud computing, edge computing, etc.), data analytics (to support
business intelligence and corporate decision-making) and most importantly the
human element.
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The IIoT vision holds great potential for nearly all aspects of industrial opera-
tions including quality control, predictive maintenance, real-time asset health
monitoring, sustainability and business continuity. The IIoT also promises
enhanced safety, better reliability, smart metering, as well as efficient inventory
management, equipment tracking and facilities management. According to IBM,
the latent business value that can be unlocked by the Industrial IoT vision could be
as much as $3.7 trillion in 2025. However, there are also numerous challenges to
the adoption of IIoT including operational complexity, connectivity challenges,
service availability, data security, diversity of connected objects, lack of ubiquitous
interoperability, high cost of required infrastructure, complexity of big data ana-
lytics, as well as insufficiency of Internet bandwidth and unreliable nature of the
present-day Internet.

It is in the above context that this book is set. The focus of the volume is on the use
of IoT in the industrial environment, in particular the relevant principles, frameworks,
architectures, technologies and applications, as well as practical suggestions and
solutions to the inherent barriers and challenges. In this book, thirty-seven researchers
and practitioners of international repute have presented latest research, current trends
and case studies, as well as suggestions for further understanding, development and
enhancement of the much attractive Industrial IoT vision.

Objectives

The aim of this volume is to present and discuss the IoT vision as extended to the
industrial environment. The general objectives include the following:

• To provide the latest research and practice with respect to frameworks, mech-
anisms, benefits and limitation relating to IIoT

• To present case studies describing challenges, best practices and solutions with
respect to IoT environments in industrial settings

• To develop a textbook and complete reference for students, researchers and
practitioners in the subject area of distributed computing and IoT

Organization

There are 13 chapters in this book. These are organized into four parts, as follows:

Part I Concepts, Processes and Limitations

This part of the book has a focus on concepts and technologies relating to the
Industrial IoT vision. There are three chapters in this part. The first contribution
presents a review of the current technologies, development frameworks and
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platforms relevant to the IIoT paradigm. The second chapter aims to discuss the
underlying principles and industrial processes, illustrating various case studies
relating to industries in Japan. The next chapter considers three R&D projects based
in the IIoT domain and explores inherent challenges with reference to requirements
elicitation and design of projects.

Part II Frameworks and Methodologies

This part of the book also comprises three chapters. The focus is on methods and
mechanisms. The first contribution introduces the notion of Internet of measure-
ment things and presents an architectural framework for IoT applications in the
calibration industry. The second chapter discusses the modelling of industrial IoT
systems, in particular the architecture of a smart traffic system, using data distri-
bution service mechanism. The third presentation looks at the constraints and
minimum requirements based on the notion of Automated Pyramid to develop an
optimum IIoT system.

Part III Connectivity and Novel Technologies

This part looks at the connectivity aspects of the IoT. It comprises three chapters.
The first chapter presents blockchain mechanisms to resolve security vulnerabilities
that often exist in IoT-based systems. The second contribution introduces the
application of visible light communication in the IoT/IIoT context and investigates
the promised benefits and inherent limitations. The third contribution in this part
explores the use of low-power long-range WAN technologies, especially for the IoT
vision, and presents results of an experiment conducted at a Brazilian University.

Part IV Applications and Use Case Scenarios

This part, comprising four chapters, has a focus on IIoT applications. The first two
contributions present discussions on the implementation of IIoT vision for the
renewable energy and healthcare sectors. Emphasis is, in one case, on smart
microgrids’ technology, and in the latter case, on the challenges due to IIoT
technologies and on future developments. The third chapter examines real-life
examples from the industry that have successfully benefited from IIoT solutions.
The final chapter explores the challenges of deploying IIoT vision in Egypt and
discusses the inherent challenges and necessary technology trade-offs.

Target Audiences

This current volume is a reference text aimed at supporting a number of potential
audiences, including the following:
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• Network Specialists, Hardware Engineers and Security Experts who wish to
adopt the newer approaches to device connectivity, network security, data pri-
vacy and sensor-based devices design relevant to the IIoT vision.

• Students, Academics, Researchers and Practitioners who have an interest in
further enhancing the knowledge of technologies, mechanisms and practices
relevant to industrial IoT from a distributed computing perspective.

Northampton, UK/Shijiazhuang, China Zaigham Mahmood
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Part I
Concepts, Processes and Limitations



Chapter 1
A Review of IoT Technologies, Standards,
Tools, Frameworks and Platforms

Eldar Sultanow and Alina Chircu

Abstract In this contribution, we present an integrated view of the technologies,
standards, tools, frameworks and platforms that support the end-to-end Internet of
Things (IoT) solutions in general terms and highlight specific Industrial IoT (IIoT)
solution components. Our study goes beyond existing research, including our own
previous work, by focusing on all relevant IoT/IIoT solution components relating to
development and operation. Specifically, we discuss the communication standards,
messaging protocol standards, and communication platforms; device control, integra-
tion and simulation frameworks; tools and frameworks for modeling, development
and deployment; and IoT cloud integration platforms that support IoT solutions.
By highlighting the features as well as the advantages and limitations of different
IoT solutions, this technical analysis can prove useful to IoT practitioners designing
IoT and IIoT systems with diverse requirements; to students further learning about
IoT/IIOT vision; and to researchers interested in understanding the current limita-
tions of the IoT/IIoT landscape and developing new standards, tools, frameworks
and platforms for future application.

Keywords Internet of things · IoT · Industrial IoT · IIoT · Reference
architecture · IoT development · Standards · RAMI 4.0 · Industry 4.0

1.1 Introduction

The Internet of Things (IoT), a term coined in the 1990s in the context of supply
chains [1], is one of the most exciting technology developments today. It promises to
embed sensors into physical things (personal devices, industrial machines, vehicles,
appliances, and the like) and enable them to record, process, and communicate their
status data (position,movement, temperature, operating status, errors, etc.) with other
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things or with Internet servers (directly or through gateways) for further processing.
The IoT market size is predicted to reach many hundreds of billions of dollars by
2020, with the USA, China, Germany, and UK leading the growth [2].

The Industrial IoT (IIoT), also known as the Industrial Internet, the Internet of
Industrial Things, and Industry 4.0, focuses on the IoT technologies that connect
industrial machines among themselves and to the Internet. This enables automated
instrumentation, reporting, and even manufacturing [3, 4]. With 2.6 billion connec-
tions between industrial machines predicted by 2020, IIoT is one of the top growth
sectors in the IoT scenario [2, 5], leading to an expected market size of over $100
billion by 2020 [5]. The top industries anticipated to benefit from the IIoT vision are
discrete manufacturing, transportation, logistics and supply chains, utilities such as
electricity, and health care [3–9]. IIoT applications related to smart factories, smart
warehousing, predictive and remote maintenance, freight, goods and transportation
monitoring, smart utility metering, smart grids, smart cities, smart farming, live-
stock monitoring, asset tracking and performance management, industrial environ-
ment monitoring, safety and health monitoring, and many others, are predicted to
become more efficient and productive and, in turn, enable digital transformation in
companies, in fact the entire industries [3, 10, 11].

While IoT and IIoT share the same basic building blocks including technolo-
gies, the need for integrated solutions is much more acute in the IIoT space, where
standards, interoperability, and integration with legacy technologies are some of
the most important factors for successful technology development, implementation,
management, and adoption [3, 5, 8, 12, 13]. Not surprisingly, leading global com-
panies such as Bosch, Dell, GE, Huawei, IBM, Siemens, Mitsubishi, Cisco, China
Mobile, Boeing, Intel, SAP, Ericsson, and many others are taking an active interest
in defining standards, best practices, and processes through IIoT consortia and other
collaboration initiatives (as described in the next section).

In this chapter, we present an integrated view of the technologies, standards,
tools, frameworks and platforms that support end-to-end IoT (and the subset of
IIoT) solutions. We build on our ongoing research focusing on specific industries
(pharma, health care, and life sciences) and generic architectural frameworks [14,
15]. In particular, we significantly extend our recent work on an integrated IoT
reference architecture [16]. The chapter’s novel contribution is a detailed discussion
of the components necessary for a complete IoT solution and how they fit into
the IoT development, implementation, and management ecosystem. The need for
such an approach has been advocated by many other IoT researchers [5, 8, 12,
13]. While simpler analyses of individual IoT components have been published
(see, for example, [13]), to our knowledge, no other authors have discussed all the
different technologies, standards, tools, frameworks and platforms that support an
end-to-end IoT solution in the same paper. Thus, this book chapter can serve as a
reference for practitioners developing new IoT solutions. It can also help researchers
identify unmet needs and design improved or novel IoT technologies, standards,
tools, frameworks and platforms.

This chapter covers several important topics including: architectures and frame-
works; communication protocols and device connectivity; and sensors and actuators,
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among others. The chapter is organized as follows: Sect. 1.2 examines the related
work, Sect. 1.3 presents the analysis of IoT technologies, standards, tools, frame-
works and platforms, and Sect. 1.4 presents the conclusions and suggestions for
future research.

1.2 Related Work

Industrial Internet of Things (IIoT) is the application of IoT technologies to industrial
settings such as manufacturing. Based on a review of existing research, IIoT can be
defined as a system comprising networked smart objects, cyber-physical assets, asso-
ciated information technologies, and optional cloud or edge computing platforms,
which enable real-time, intelligent and autonomous access, collection, analysis, com-
munication, and exchange of process, product and/or service information, within
the industrial environment, so as to optimize overall production value. This value
may include: improving product or service delivery, boosting productivity, reducing
labor costs, reducing energy consumption, and reducing the build-to-order cycle
[17]. IIoT is closely related to the Industrie 4.0 (or Industry 4.0) concept promoted
by the German government as a way of developing the German economy through a
fourth industrial revolution (Industry 4.0) [17–19]. The Industry 4.0 definition emerg-
ing from published research is an integrated adapted, optimized, service-oriented,
and interoperable manufacturing process which is correlated with algorithms, big
data, and high technologies [20]. Other related concepts include cyber-physical sys-
tems (which combine physical objects and processes with real-time data collection
and autonomous digital monitoring and control capabilities), and smart factories
or cyber-physical production systems (which are autonomously controlled flexible
manufacturing facilities) [17–20].

Over the last few years, researchers and practitioners alike have become more
interested in developing reference architectures for IoT and IIoT [18, 19]. Such
frameworks describe the necessary components for building integrated end-to-end
IoT solutions in general, or building industry-specific IIoT applications.

Generic architectures usually organize the components necessary for building
IoT solutions in several distinct layers. Lin et al. [21] present a four-layer architec-
ture (including perception, network, service, and application layers), describe key
technologies and standards in each layer, analyze security and privacy issues, and
propose a way of processing the IoT data using fog/edge computing. Similarly, Xu
et al. [22] discuss a four-layer architecture (including sensing, networking, service,
and interface layers) as well as key enabling technologies and key applications for
industries such as health care, food supply chains, and transportation and logistics,
among others. Specific architectures are also being developed in many areas, includ-
ing those relevant for IIoT such as health care, manufacturing, transportation, and
logistics.

In the healthcare domain, Pang et al. [23] propose an architecture for in-home
healthcare devices that includes sensors, network connections to an in-home health-
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care system, and cloud connections to other information systems such as hospital
systems. Ramirez et al. [24] describe an IoT architecture for sensory impaired indi-
viduals, where sensors, actuators, and monitoring devices such as mobile phones and
tablets can transmit data over wired or wireless networks to dedicated applications
that interpret the data and intelligently respond to user needs. Dhariwal and Mehta
[25] propose a 3-layer architecture for a smart hospital that includes a perception
layer (which collects data from patients, doctors, and nurses and transmits this data
to network), a network layer (which transmits real-time data within the network and
integrates various sources of data), and an application layer (which manages hospital
operations, equipment, finances and provides decision support based on analysis of
data about diseases, patients, clinics, department, medicines, etc.).

In the manufacturing domain, Zhang et al. [26] propose a generic architecture
to attach sensing capabilities to various resources in a manufacturing environment,
capture data in real time during the production process, filter, and process data into
meaningful metrics, and provide real-time analysis and feedback based on the data.
Zancul et al. [27] develop an architecturalmodel relevant for product–service systems
and identify key IoT impacts in processes such as remotemachine setup,maintenance
(both corrective and predictive), supply chains, product pricing, and information
reporting.

Other researchers focus on IoT architectures from a specific functionality per-
spective, such as energy-efficient IIoT [28] or secure IoT [29, 30]. Last, but not
least, there are also efforts to define parts of IIoT architectures, such as analytical
frameworks for describing the IIoT devices [17].

On the practitioner side, IIoT communities of interest and reference models are
also proliferating. For example, the Industrial Internet Consortium (IIC) has defined
the Industrial Internet Reference Architecture (IIRA), a standard-based open archi-
tecture for IIoT systems applicable across many industries (e.g., energy, health care,
manufacturing, transportation, etc.) [31].

IIRA includes four viewpoints: business (focused on identifying the business
stakeholders and their vision, values and objectives), usage (focused on the expected
system use), functional (focused on the functional components of the system and
their interconnections), and implementation (focused on technologies that support
the functional components).

Industrial Internet Consortium (IIC) has developed an Industrial Internet Con-
nectivity Framework (IICF), which organizes connectivity technologies into a stack
model and proposes achieving interoperability among various standards through
gateways [31].

In the Industry 4.0 area, Platform Industrie 4.0 has developed theReferenceArchi-
tecture Model for Industrie 4.0 (RAMI 4.0) which is a detailed service-oriented
architecture for manufacturing. It focuses on several axes: factory (which defines
how products and manufacturing systems interact in an enterprise), product life
cycle (which captures the development, production, maintenance, usage and end of
life stages of a product), and architecture (based on six layers describing both the
real and digital world) [31].
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While IIRAandRAMI4.0 eachhave adifferent focus (broad industry applicability
versus manufacturing only), efforts to compare and map their components to each
other are already underway in order to ensure interoperability between different IIoT
systems built on these two different architectures [31].

Major technology providers, such as IBM, are also active in the IoT architec-
ture area, proposing both general and specific reference architectures for IoT and
IIoT [32]. IBM’s IoT reference architecture consists of five layers (user, proximity
network, public network, provider cloud, and enterprise network) and has applica-
bility to multiple industries. IBM’s Industrie 4.0 reference architecture is specific to
manufacturing and consists of three manufacturing-specific layers: edge, plant, and
enterprise [32].

In addition, several other organizations are involved in developing IIoT standards
and tools that can be used to build IIoT systems. The Object Management Group
(OMG) has developed the Data Distribution Service (DDS) standard, which is pro-
moted as the first open international middleware standard directly addressing pub-
lish/subscribe communications for real-time and embedded systems, which makes it
ideal for high-performance, highly scalable Industrial Internet of Things (IoT) and
large-scale Consumer IoT application environments which require real-time data
communication exchange [33]. The Open Connectivity Foundation is focused on IoT
device interoperability for consumers, businesses and industries and on delivering a
standard communications platform, a bridging specification, an open-source imple-
mentation and a certification program allowing devices to communicate regardless
of form factor, operating system, service provider, transport technology or ecosys-
tem [34]. The Internet of Things Consortium (IoTC) is focused on IoT ecosystem
interoperability and usability, data openness and security, and market development
and provides information on IoT use cases, IoT hardware and software, as well as
IoT vendors [35]. Last, but not least, the Eclipse Foundation, a nonprofit organiza-
tionwhere individual developers and companies frommany industries collaborate on
open-source projects (providing runtimes, tools, and frameworks formany domains),
has emerged as a major IoT player over the last few years. Its Eclipse IoT Work-
ing Group involves companies such as Bosch, Huawei, IBM, Intel, Nokia, SAP, and
Siemens and has generated many relevant open-source projects for the IoT landscape
[36].

1.3 Analysis

Our review of current research reveals that the existing architectures provide only
a partial overview of the components necessary for developing an end-to-end IoT
solution. It is usually just for sensing andnetworking technologies (in genericmodels)
and just for industry-specific functionality (in specific models). To address this gap,
we developed an integrated IoT reference architecture [16] focusing on the entire
IoT life cycle, from IoT application development to operations (solution in action).
Our proposed architecture senses the environment and collects data through IoT-
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enabled smart devices, transmits it through communication standards, protocols and
platforms, processes it using back-end systems, and uses it in front-end applications.
Figures 1.1, 1.2, and 1.3 illustrate a detailed graphical representation of the reference
architecture, organized in three components:

• devices and associated communication standards—refer to Fig. 1.1
• protocols, back end, and front end as presented in Fig. 1.2
• development platforms as shown in Fig. 1.3.

Taken together, Figs. 1.1 and 1.2 depict the necessary elements for an IoT end-
to-end solution, which can be visualized as a stack consisting of a bottom layer
describing the devices (hardware, firmware, and runtime environment), a layer of
communication standards (as shown in Fig. 1.1), and layers of messaging protocol
standards, back-end and front-end tools, frameworks and platforms (as shown in
Fig. 1.2). Figure 1.3 depicts development platforms that address the description and
integration of the devices shown in Fig. 1.1, as well as the setup of the back-end
platforms and the development of IoT applications shown in Fig. 1.2. Interested
readers should refer to our existing research [16] for an explanation of how the
reference architecture was developed.

In this chapter, we extend our previous work [16] by analyzing the various IoT
technologies, standards, tools, frameworks and platforms included in our architec-
ture. These include connected devices, communication standards, messaging proto-
col standards, communication platforms, device control, integration and simulation
frameworks, tools and frameworks for modeling, development and deployment, and
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IoT cloud integration platforms. When appropriate, we also highlight specific IIoT
solution components.We focus our analysis on characteristics relevant for developers
and researchers interested in choosing one option over another (for example, band-
width, energy consumption, security for standards, or specific technical features for
platforms and frameworks), and present advantages and disadvantages as applicable.

1.3.1 IoT Devices

IoT devices, or things in the IoT, are the first building block of the IoT infrastructure.
Any physical object (including human users of the IoT) can become IoT-enabledwith
the addition of IoT hardware that provides functionality ranging from simple sensing
abilities to more sophisticated processing and networking capabilities. IoT hardware
includes both embedded systems and boards (such as Arduino, Raspberry Pi, Tessel,
Espruino, Pinoccio, Beaglebone Black, and others) and stand-alone devices (such
as Samsung Gear or FitBit in the consumer-things space) [37]. Embedded systems
consist of a microcontroller (with one or more processors, memory, graphics pro-
cessing unit, general-purpose input/output interfaces, and specific interfaces such
as wireless networking, camera, or USB) as well as other parts (such as a power
source, sensors for light, heat, motion, sound or other environmental inputs, analog-
to-digital and digital-to-analog converters, various actuators,motors, smartmaterials,
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and devices that can control the environment usually by converting a source of energy
into motion).

In this context,many different systems exist; and IoT designers can choose the best
platform for a specific application based on a variety of factors. Interested readers
can consult the most recent detailed comparisons provided by Singh and Kapoor
[37], which is based on data collected in 2017.

1.3.2 Communication Standards

Communication standards are essential for enabling IoT devices to reliably commu-
nicate with each other and with other entities on the Internet. A comparison of the
most widely used communication standards based on current practitioner analyses
[38–45] is presented in Table 1.1.

One of the most widespread communication standards is Wi-Fi (or WiFi), which
is a wireless local area network (WLAN) standard defined by IEEE 802.11 spec-
ification. This standard enables connections directly with a server, such as in the
case of Sonoff WiFi Power Switches, which can send their readings of energy con-
sumption directly to the OpenWrt Router [38]. OpenWrt is a Linux distribution for
embedded systems like WLAN Router (e.g., Linksys provides such a router with
WRT3200ACM which is enabled with OpenWrt Open Source).

Another standard is ZigBee, an IEEE-802.15.4 specification for wireless personal
area networks well-suited for low-power devices and for building automation, sensor
networks, and light technology applications. Although ZigBee’s focus is on short-
range networks, bigger ranges up to several kilometers are still possible.

Bluetooth is another standard (based on IEEE 802.15.1 specifications) for data
transfer between devices over short distances. Typical deployment areas are mobile
loudspeakers, connections between a smartphone and PC or between a smartphone
and an onboard computer in a car, or wireless mouse and keyboard connections to a
computer.

There is also the WiMAX/IEEE-802.16 standard, which is used for example by
Sigfox and LoRa [39] and popular mobile standards like LTE—the fourth generation
(4G) high-speed mobile communication standard. For a long time, the mobile phone
industry didnot showany interest in industrialwireless IoTapplications, but the 3GPP
(3rd Generation Partnership Project—the worldwide cooperation of standardization
bodies formobile industry) has, for the first time, standardized variations such asNB-
IoT specifically for machine-to-machine (M2M) wireless communication. NB-IoT,
which stands for Narrowband IoT, is a new wireless standard used, among others,
for smart gas and water meters and for smart city applications (management of street
lights, intelligent parking guidance systems, etc.) [40]. NB-IoT is similar to LTE-M,
another cellular IoT standard designed for low-power, low-range applications [41].

Other emerging communication standards include LoRa, Sigfox, WAVIoT,
DASH7, LTE-M (LTE M2M), NB-LTE-M, Weightless, 6LoWPAN (IPv6 over
LWPAN), Z-Wave, Symphony, and Wavenis [42].
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1.3.3 Messaging Protocol Standards

Messaging protocols define the syntax and semantics of the data being transferred
between IoT devices and servers. They focus on delivering entire messages, rather
than on just transferring data without worrying about its meaning, as communication
standards often do. Table 1.2 provides a comparison of most widely used protocol
standards based on current practitioner analyses [46–57]. A brief description of these
protocols is also provided below.

MQTT (Message Queuing Telemetry Transport) is an IoT messaging protocol
introduced in 2011 that is maintained and enhanced by the independent Organiza-
tion for the Advancement of Structured Information Standards (OASIS). It is highly
efficient and scalable (up to several hundred thousand clients per server) and has
a very small protocol overhead. MQTT implements a publish/subscribe messaging
model on top of the widely known TCP/IP standards. It is specifically designed for
machine-to-machine (M2M) use cases and provides reliable transfer of messages
over unreliable (such as mobile or limited bandwidth) networks and for the high-
performance deployment of IoT devices with low memory and lower processing
power [46]. It is useful in the automobile industry (for connected cars), in the energy
sector as well as in the field of building automation. Since 2016, MQTT is also an
ISO standard (ISO/IEC 20922). The requirement to use an existing network such as
TCP/IP limits the application of MQTT to devices that can support such a network.
To address this limitation, MQTT-SN (MQTT for Sensor Networks) was developed
as a version of MQTT designed specifically for wireless sensor networks (consisting
of very simple, low-cost devices with limited power, processing, and storage capa-
bilities) and their characteristics (high failure rates, lower transmission rates, shorter
message lengths) [47]. Originally implemented on top of the ZigBee open commu-
nication standard, MQTT-SN is in fact designed to work on any underlying network.
It is very close to MQTT but has several differences that enable it to support shorter
message lengths and lower bandwidths [47].

AMQP (Advanced Message Queuing Protocol) is an open standard for a com-
munication protocol between a client and a message broker, or between various
message brokers. AMQP-enabled brokers include, for example, RabbitMQ, Apache
ActiveMQ, Apache Qpid, SwiftMQ, Microsoft Azure Service Bus, and Red Hat
Enterprise MRG. AMQP was created by a consortium of software companies and
financial institutions, which include Microsoft, Red Hat, Cisco, Bank of America,
Goldman Sachs, Credit Suisse, andmany others.Microsoft has integrated the AMQP
protocol directly into its Azure cloud solution.

XMPP (eXtensibleMessaging and Presence Protocol), formerly known as Jabber,
is an XML-based communication protocol frequently used by instant messengers for
chat applications. It is less used in the field of IoT due to large protocol overheads
caused byXML [46] and has even been phased out of chat applications (such as in the
case of Facebook). XMPP has enhancements designed especially for IoT use cases.
These, however, are supported by very few servers and clients. The GitHub-project
XMPP-IoT provides a collection of such enhancements, including sensor discovery
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in sensor networks, efficient multicasting of sensor data, efficient data compression,
interacting with humans and systems via chat messages, and many others [54].

CoAP (Constrained Application Protocol) is often described as theHTTP for IoT.
It implements the request/response pattern—the most basic and widespread of the
client–service interaction patterns. CoAP is more efficient than HTTP as the protocol
is binary including all the headers and is thus suitable for energy-constrainedwireless
sensor networks. However, it lacks security features, requiring additional protocols
for securing the network [55].

HTTP (Hypertext Transfer Protocol), the bedrock of all protocols, is still the first
choice for request/response-based IoT communication [46]. Due to very high proto-
col overheads (since HTTP is completely text-based), it is rather unsuitable for use
caseswhere the volumeof data transferredmatters (for example ifmobile/bandwidth-
constrained networks are involved). Furthermore, the request/response model allows
1-to-1, but not 1-to-many communication. Therefore, HTTP is also not suitable when
a message has to be sent to several recipients simultaneously.

OPC UA (Open Platform Communications Unified Architecture) is an industrial
M2M communication protocol based on AMPQ which can securely and reliably
transport machine data (control variables, measured values, parameters) as well as
semantically describe this data in a machine-readable way. It is a de facto standard
in the automation field and is set for wide adoption in industrial IoT applications. It
is most successful for Supervisory Control and Data Acquisition (SCADA) systems
and is considered heavier than the publish/subscribe-orientedMQTT.However, OPC
UA is enhanced in real time with a publisher/subscriber mechanism [56].

LWM2M (Lightweight M2M) is a messaging protocol designed by the Open
Mobile Alliance (OMA) based on CoAP for managing IoT devices. It defines the
interfaces for bootstrapping, device discovery, registration, and device management.
It supports parameterization and monitoring of devices as well as the update of
firmware. LWM2M also supports the communication between servers (nodes in a
private or public network) and clients (embedded in a device).

As messaging protocol standards with different characteristics (message size,
overhead, power consumption, bandwidth, reliability, security, etc.) proliferate, pro-
tocols need to be carefully evaluated in order to determine their fit for a particular
IoT application [57].

1.3.4 Communication Platforms

In order for the protocols defined in the previous section (such as AMQP, MQTT,
and XMPP) to be implemented in practice, it is necessary to define the procedures
throughwhichmany IoT devices can communicate with other devices or with servers
in an organized manner. Most communication platforms use a broker model, which
provides trusted message prioritization, routing, filtering and delivery between a
publisher and a subscriber [50]. Platforms can be configured as a centralized broker
system (with all messages going through one server), a centralized multibroker sys-
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tem (with several brokers on different servers, each with its own message queue), or
a decentralized broker system (which has no central server and uses the IP multicast
protocol coupled with local client-side functionality for persistence, security, and
transactions) [50]. We present examples of such brokers below.

HiveMQ is an Enterprise MQTT Broker conceptualized for commercial use,
developed in Germany by dc-square GmbH. The broker supports the pub-
lish/subscribeMQTT standard. It has a cluster functionality to scaleHiveMQdeploy-
ments (supporting millions of MQTT clients on different machines) in a horizontal
linear manner [58]. Developers can implement their own mechanisms for cluster
discovery.

An alternative for HiveMQ is the open-source implementation Mosquitto—an
open-source MQTT broker. Mosquitto is written in C and is a project of the Eclipse
IoT Working Group, which includes Bosch, Red Hat, and SAP [59]. Mosquitto also
runs on a Raspberry Pi device.

Another open-source MQTT broker written in Java is Moquette. Like Mosquitto,
it also runs on IoT devices such as on a Raspberry Pi [60]. Usually, Moquette runs
stand-alone. However, it can also be integrated into anOSGi container like Concierge
[61] or Kura [62].

Another alternative is Pivotal RabbitMQ, an open-source message broker. While
not developed specifically for MQTT, it has an MQTT adapter, thus offering a full-
fledged open-source MQTT broker as well [63].

The Eclipse Paho project provides open-source client implementations of MQTT
and MQTT-SN messaging protocols which are aligned with the new, existing, and
future IoT applications. The word Paho comes from the Maori language and means
to distribute or send. Paho is a broadcast messaging protocol for IoT. An MQTT
solution is often used by means of Paho (publisher and subscriber on client side) and
Mosquitto (broker on server side). Paho is set up as a standard messaging library in
the OSGi container Eclipse Kura [64].

1.3.5 Device Control, Integration, and Simulation
Frameworks

IoT solutions usually involve a diversity of IoT devices interacting with each other
and transmitting data to IoT-based applications. The device control, integration, and
simulation frameworks enable easy configuration of these devices and efficient man-
agement of their operation. We present examples of such frameworks below.

The Java-based framework openHAB (open Home Automation Bus) integrates
buildings automation components from different manufacturers in a single device-
independent and protocol-independent platform [65]. openHAB is continuously
adding bindings (which describe how to transport data in and out of a device) for end
devices, such asXiaomiMi smart homedevices, IKEATrådfri smart lighting devices,
and Gardena’s smart garden robotic lawn mowers [66, 67]. The technology-specific
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bindings communicate internally with the openHABCore via the openHAB event
bus. However, the external communication of openHABwith the outside world takes
place via an MQTT broker such as HiveMQ [66]. OpenHAB builds on the Eclipse
SmartHome project [66, 68] and is also connected to the Eclipse IoT Market, where
developers can find a connection to devices which are not included in openHAB (if
there are no open-source implementation or suitable licenses) [66]. There is also a
self-configuring Raspberry Pi setup called openHABian, which starts with an SD
card image and automatically installs Java, openHAB, Samba, and other software.
Industry giants like Z-Wave, KNX, Homematic, EnOcean and Insteon are already
integrating their smart home products (such as smart lights, thermostats, alarm sys-
tems, etc.) with openHAB in order to ensure smooth connectivity of their various
devices in smart home applications.

The Eclipse Edje project falls under the Apache license 2.0 and provides a hard-
ware abstraction Java API (application programming interface) for accessing hard-
ware features of microcontrollers such as the general-purpose input/output (GPIO)
interfaces [69]. As the smallest common point of Java SE, Java SE Embedded,
MicroEJ and Android, the Edje Device Configuration (EDC) provides a minimal
execution environment (which covers Java standard packages java.lang, java.util and
java.io) for a device compatible with Edje. Minimum requirements are a 32-bit pro-
cessor with a frequency of 16 MHz, 32 KB RAM and a 128 KB flash memory
[69].

Eclipse Ditto [70] provides access to digital twins (software abstractions of real-
world devices) and mediates between the physical world and the digital twin repre-
sentations. Digital twin is an IIoT solution that can be useful in understanding past
and current performance of real-world machines, optimizing the operation of the
machines, and predicting future operation and maintenance needs. Core aspects of
the Eclipse Ditto framework include device-as-a-service (a higher abstraction level
of the device in the form of an API, which is used to work with this device), state
management of digital twins (in terms of current state data as well as configuration
properties), and organization of the digital twins (geographic assignment and track-
ing of their geographical relationship, metadata assignment, and search functions)
[70].

1.3.6 Tools and Frameworks for Modeling, Development,
and Deployment

The development life cycle of IoT applications (specifying, modeling and developing
the system, and deploying it in production mode) is supported by specific tools and
frameworks, which we review below.

Eclipse 4diac is an Open-Source PLC (Programmable Logic Controller) platform
for distributed industrial automation and management systems that implements the
IEC 61499 standard [71]. The standard defines a domain-specific modeling lan-
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guage (DSL) for such systems. The platform includes four main components: a
runtime environment (RTE), a development environment (IDE), a function block
library (LIB), and sample system projects (SYS). The latter includes implementa-
tion of Intelligent Electronic Devices (IED) for smart grids which comply with IEC
61499 (model for distributed management systems) and with IEC 61850 (transfer
protocol for protection and control technology in electrical switchboards of medium-
and high-voltage technology for power supply system automation) [71].

Eclipse Vorto is an open-source tool for creating and managing abstract device
descriptions which are neutral in terms of technology (i.e., so-called information
models) [72, 73]. Vorto is operated by Bosch and as part of the Bosch Software
Innovations (Bosch-SI) Group. It contributes to the standardization of information
models for IoT devices. Device manufacturers can create these models with Eclipse
Vorto by means of a text-based DSL editor which provides auto-complete, syntax
highlighting and content assist (code hinting). The models are abstractions of real
devices in terms of status, attributes, and functionalities; they should facilitate the
communication between these devices.

Normally, the modeling is done by the device manufacturers. A meta-information
model along with Eclipse-based tooling has been developed for designing new infor-
mation models. Vorto provides a server-based repository for management, release,
and reuse as well as collaborative work on these models. Diverse code generators
create solutions for various environments such as for Eclipse SmartHome, openHAB,
OSGi-DAL, Bosch or Kura. These code generators are provided by the environment
providers.

There are numerous otherEclipse IoTprojects [74]. Someof these projects include
relevant tools, which have been incorporated in Eclipse’s Open IoT Stack for Java
[75].

Eclipse hawkBit is a domain-independent back-end framework for rolling out
software updates to constrained edge devices as well as more powerful controllers
and gateways connected to IP based networking infrastructure [76]. This industrial
provisioning system is built on the Spring Boot framework, which can be adapted to
any cloud platform. It also supports flexible deployment management for the rollout
of updates on a massive number of devices, clustered as per separate deployment
groups including, emergency shutdown, andprogressmonitoring for the entire rollout
and for each group [76].

Papyrus for IoT is a modeling solution based on Eclipse Papyrus and is a part
of S3P (Smart, Safe, and Secure Software Development and Execution Platform
for IoT) research and development project. Papyrus for IoT enables specification,
design, deployment, and monitoring of IoT systems and generates code for Vortex
from PrismTech and for IoT-device-operating system from MicroEJ [74, 77].

SensIDL is an open-source development framework that helps sensor develop-
ers to specify and implement communication interfaces of intelligent sensors. The
specification is done in the same way as Vorto via a DSL [74, 78]. SensIDL uses
DSL as standard specification language for defining data provided by sensors, where
this description serves as a basis for an automated code generation for the sensors
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as well as for the recipients. The generator integrated in SensIDL uses the interface
definition as input to generate a semantically enriched interface-specific API [79].

Reactive Blocks is a tool which facilitates the development of software for IoT
gateways using graphical modeling and code generation. The generated software is
based on Java and OSGi [74, 80].

Node-RED is an open-source tool for graphical modeling and execution of pro-
cesses in IoT applications—so-called flows. It serves to connect devices, APIs, and
online services with each other. The modeled flows are interpreted for runtime. The
tool is completely based on Node.js [74, 81].

Virtual Developer is a platform based on Eclipse for automation of programming
tasks through code generators. It serves for the development of IoT applications
by means of model-driven software development and generates software code for
sensors and actors. It also has a Cloud Connector that sends models to servers and
receives the generated code [82].

Resin.io is a container-based platform to develop, deploy, andmanage code on IoT
devices [83]. The platform serves for developing and deploying applications such
as environment monitoring, customized retail experiences, or drone deployment on
various devices (like Raspberry Pi, Arduino, etc.). Its features include fast itera-
tive development, lightweight and reliable deployment, and management of devices,
phased deployments, scheduled updates, etc. [83].

Eclipse Concierge is a lightweight implementation of the OSGi Core specification
(a framework for modular software development and deployment), optimized for
mobile and embedded devices [61, 84]. Thus, Concierge joins the OSGi framework
alongside Equinox, Apache Felix, and Knopflerfish. Concierge has a low footprint;
it provides itself as resources to the framework and its internal statuses via a REST
(REpresentational State Transfer) interface. Concierge can be integratedwith Eclipse
SmartHome and OSGi enRoute [61, 84].

The Eclipse Hono project, supported by Bosch and Red Hat, provides a platform
for scalable messaging in the field of IoT, where AMQP middleware is connected
between devices and back-end services [85, 86]. Devices not supported by AMQP
are connected with the protocol adapter, which is responsible for the conversion of
AMQP and non-AMQP messages. Moreover, Eclipse Hono collects and processes
telemetry data from remote devices centrally by enabling devices to send data to the
messaging cloud. Additionally, back-end services can store telemetric data and send
commands to the devices.

Eclipse Milo is an implementation of the OPC UA standard, which plays an
important role in the automation industry [87]. Therefore, Milo supports IIoT needs,
such as access to real-time data, monitoring alarms and events, access to historical
data and data modeling.

Californium [88] is a CoAP framework focused on back-end services and IoT
devices. It consists of five sub-projects. The Californium-core provides the central
framework for protocol implementation in order to develop IoT applications. The
sub-project Scandium provides security for Californium and is a pure Java imple-
mentation of Datagram Transport Layer Security (DTLS), an encryption protocol
[89]. Actinium is the app-server for Californium for implementing IoT mashups.
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The sub-project Connector abstracts from the various types of transport which can
use CoAP. The sub-project CoAP tools includes tools such as a browser, a command
line client, and the CoAPBench for benchmarking customized (CoAP-based) IoT
applications [88].

Leshan depends on Californium and presents a complete infrastructure for Java
and LWM2M-based IoT solutions. This includes libraries for server and client-side
device management, a device management server with web interface as well as a
bootstrapping server which is responsible for the security setup of the connected
devices [90, 91].

Eclipse Kura is an OSGi-based container for M2M applications which enhances
the OSGi and Java standard platforms with APIs and services, which are cus-
tomized based on the requirements of M2M applications such as I/O access, data
services, network configuration and telemetry [62, 92]. Kura is not installed on sen-
sors, but on stronger devices (e.g., Raspberry PI), which function as IoT gateway
(receiver/ingestor and distributor). Therefore, Kura undertakes the role of an IoT
gateway, i.e., it is responsible for collecting messages from IoT devices and for pro-
cessing, aggregating, and forwarding these messages. The rule-based routing and
mediation engine Apache Camel is set up in Kura, which is responsible for orches-
trating the flow of messages. The setup of Camel in Kura is very useful as Camel
already includes about 200 OSGi-enabled connectors including JMS, REST, CoAP,
AMQP, MQTT, etc.; it also has client-side load balancing. A Camel OSGi Bundle is
started from Kura [62, 92]. Kura also contains an Eclipse-based development envi-
ronment, in which theM2M applications can be developed in emulators and can then
be deployed in a target gateway and subsequently transferred on the real-end devices
in the field [92].

Eclipse SCADA (also called as Eclipse NeoSCADA) is a modular kit (including
extensive IDE) used by developers to implement their own SCADA solutions. The
kit includes different protocol adapters (including MQTT, REST, JDBC, Modbus,
Siemens S7) and middleware, in order to process data from devices as well as some
modules to cover basic functions of a SCADA system (e.g., alarms and events,
recording historical data). It also includes user interface components, libraries, and
a configuration framework [93, 94].

Eclipse OM2M is an open-source service platform for the interoperability of
M2M based on the one M2M standard. OM2M follows a REST-compliant approach
with open interfaces in order to facilitate the development of services and applications
irrespective of the underlying network. The platform provides a modular architecture
above the OSGi layer, which can be enhanced through plug-ins. It supports several
protocol connections like HTTP and CoAP. Various proxies interacting smoothly
enable seamless communication with manufacturer-specific technologies such as
ZigBee [95].

Eclipse Wakaama, like Leshan, is an LWM2M implementation for the client or
device side. However, it offers a C-based implementation (and not a Java library),
which is portable on POSIX-compliant systems [96].

Temboo is a cloud-based platform with complete software stack for development
of IoT applications through code generation. It provides generated code fragments,
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which a developer adds in his program code with “Copy & Paste” and processes it
further. The code fragments support devices, APIs, databases and online services,
where the generated code is dependent on the Temboo SDKs, which are available
for different programming languages [74, 97].

Eclipse Ponte is anM2MBridge Framework for RESTdevelopment [98]. It serves
for the creation of a reusable solution for bridging multiple M2M protocols as per
REST. This means that developers formulate a REST-API to read, write and access
the history of sensors, actors and other IoT devices. In addition, developers release
theMQTTand/or CoAPmessages outside using aREST-API. They define an internal
API for easy addition of new protocols via plug-ins [98].

1.3.7 IoT Cloud Integration Platforms

Several cloud providers offer IoT integration platforms to facilitate the collection,
processing, and analysis of IoT data using scalable computing. We review the main
platforms below.

AWS IoT is the Amazon cloud platform that allows connected things to collabo-
rate easily and securely with cloud applications and other devices. This platform is
designed to reliably and securely support billions of connected devices and process
trillions of messages, forwarding them to AWS end points or other smart devices.
AWS IoT also provides a separate MQTT Message Broker and MQTT Client [99].

Microsoft provides an equivalent cloud platform called Azure IoT, which func-
tions as a hub for reliable and secure bidirectional communication between millions
of IoT devices and a solution back end. It also includes an IoTSuite end-to-end imple-
mentation of this communication architecture for specific IoT scenarios along with
remote monitoring of device status, predictive maintenance and connected factory
features for industrial installations [100].

IBM Watson IoT services facilitate easy and efficient application access to IoT
devices and data, as well as real-time monitoring and analysis. These also enable
the easy building of analytic applications, visualization dashboards, and mobile IoT
applications [101].

1.4 Conclusions

In this chapter, we summarized and analyzed the components necessary for an inte-
grated end-to-end IoT solution and highlighted specific IIoT components as appro-
priate. Our analysis goes beyond existing studies, including our own previous work,
by specifically focusing on all IoT solution components—rather than just subsets—
relating to both solution development and operations. To our knowledge, this is the
first attempt to provide such an examination of the state of the art. By highlighting
the advantages and disadvantages of choosing different IoT components, we hope
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that our analysis is helpful to IoT practitioners designing IoT systems with diverse
requirements. We also hope that this analysis can help students as well who are
interested in learning about IoT, as well as researchers interested in understanding
the current IoT landscape and its limitations, to support them in the creation of new
standards, tools, and frameworks.
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Chapter 2
Industrial Internet of Things (IIoT):
Principles, Processes and Protocols
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Abstract The Industrial Internet of Things (IIoT) is a paradigm shift, primarily in
the domain of manufacturing industry. The concept is highly attractive for a major-
ity of the industrial sectors due to better operational efficiency capabilities in the
production process, smart objects identification mechanisms by embeddedness tech-
nologies, intelligent automation abilities and around the clock monitoring abilities.
Importantly, it reducesworkforce intervention in risky industrial environments. Some
of the best practicing places and activities for the IIoT employment are factory shop
floors, materials handling, assembly lines, production processes, finalising goods,
and other inbound and outbound logistical tasks. The basis for the IIoT phenomenon
growth is the Internet of Things (IoT) technologies, which have currently been ensur-
ing efficient work execution in many spheres, industrial as well as commercial and
social. This chapter provides a discussion on IIoT concepts and definitions, on busi-
ness drivers behind the growth of this technology, and the evolution process of this
phenomenon. This contribution also discusses the fundamental underlying princi-
ples, related technologies, deployment approaches in different areas and associated
frameworks. The chapter also explore Japanese Industry-specific case studies, where
the industries have already been employing the IIoT-related practices. These include
Zenitaka Corporation, Tsuchiya-Gousei, Toyota and Hitachi. This book chapter pro-
vides a broader overview in crystal clear and sets the background for the rest of the
chapters in this book.
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2.1 Introduction

Technologies play an important role in our day-to-day life, as well as for business,
government agencies and industries such as entertainment, tourism, aviation, trans-
portation, healthcare and manufacturing, especially from 1960 onwards. Most of
the Industrial Internet of Things (IIoT) technologies are helping in many ways in
terms of identifications of objects, monitoring events, automation and monitoring
of risky processes and environments, and in general, making available the services
for people around the clock and securing people and things from anthropogenic and
natural calamities. Under the realm of the IIoT technologies, the IIoT, also known
as ‘Industry 4.0’ (or I4.0) is now seen in the context of industrial transformation
across the globe. Smart manufacturing is the dramatically intensified and pervasive
application of networked information-based technologies; so are the supply chain
and logistics enterprises [1].

The current fourth industrial revolution (Industry 4.0) is gradually manifesting
itself in all global industrial firms. It is based on the Internet of Things paradigm
and service-oriented concepts relating to manufacturing and other industrial sectors,
which has led to vertically and horizontally integrated production systems [2]. The
underlying understanding is that smart machines with embedded IoT technologies
are better than manually operated processes at correctly capturing, analysing, storing
and communication of data from/to the other interconnected objects in real time and
around the clock. This phenomenon is gradually taking hold in all industry sectors
including oil and gas, energy production, coal mining, chemical plants, manufac-
turing units, pharmaceutical companies, logistics processes, shipping handling and
aviation business, etc.

Manufacturers and industrialists in every sector have a significant opportunity at
hand, to not only monitor but also automate many of the complex processes involved
in their industries. While there have been systems that can track the progress of
manufacturing and production, the Industrial IoT provides far more intricate control
to the managers. Under the umbrella of IIoT, many technologies are getting embed-
ded in the factory machines, materials and methods, including machine learning,
artificial intelligence (AI), machine-to-machine (M2M) communication, distributed
computing, cloud computing, edge computing and data analytics. Hence, the IIoT
technology is an amalgamation of different technologies like machine learning, big
data, sensor data, M2M communication and automation, which have existed in the
industrial backdrop for many years.

A typical IIoT system consists of intelligent systems like software applications,
microcontrollers, sensors and system security mechanisms. Government policies on
Industry 4.0, Smart Factories, Make In India, Make In China 2025, Smart Cities
and Japan’s Industrial Value Chain Initiative Forum along with enlightened support
for green initiatives, rising energy and crude oil prices, favourable FDI, regulatory
bodies, etc. have propelled the IIoT evolution to its current favourable state.

With this background, this book chapter aims to discuss, in some detail, the IIoT
principles, processes and protocols.
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The next sections discuss in detail the concepts of Industrial Internet of Things
and the evolution in automation. In addition, this book chapter explores certain IIoT-
based test cases in Japan.

2.2 Industrial Internet of Things (IIoT)

The Industrial Internet of Things, or IIoT, is the use of IoT technologies to enhance
manufacturing and industrial processes. The IIoT (also known as the Industrial Inter-
net, Industry 4.0 and Smart Factory) incorporates machine learning, deep learning
and big data technologies to harness the sensor data, machine-to-machine (M2M)
communication and automation technologies that have existed in industrial settings
for several years. This concept includes all the physical materials of the factories,
with the aim to enhance the operational efficiency of processes.

In recent years, there have been great advances in the IIoT and related domains,
such as industrial wireless networks (IWNs), big data, and cloud/fog computing, etc.
These emerging technologies bring greater opportunities for promoting industrial
upgrades and allowing the introduction of the fourth industrial revolution, namely,
Industry 4.0 [3]. Industrial Internet helps to develop connected enterprises by merg-
ing the information and operational sectors of the industry. This improves visibility,
boosts operational efficiency, increases productivity and reduces the complexity of
process in the industry. Hence, the Industrial IoT helps with transformative manufac-
turing and production strategies that further help to improve quality, productivity and
safety of the workforce. For instance, a machine can give advance notification to the
owners or operators about an imminent breakdown or onset of an unacceptable envi-
ronment (e.g., temperature rising beyond a critical limit). In other scenarios, smart
glasses can allow field technicians to work hands-free while remote supervisors walk
them through solutions. Intelligent factory floors can be connected to a cloud plat-
form to obtain the status of raw material progress in real time. Such examples reflect
how a manufacturing unit can be transformed with the aid of IIoT.

A typical IIoT system consists of intelligent system applications, micro con-
trollers, wireless sensors, and smart security mechanisms, plus fully connected high
speed data communication infrastructure including cloud computing and edge com-
puting provision, etc. Moreover, data analytics are used to support business intelli-
gence and corporate decision-making processes, not to forget themost critical human
element aspect. The benefits that Industrial Internet of Things (IIoT) promises include
enhanced safety, better reliability, smartmetering, inventorymanagement, equipment
tracking and smart facilities.

A research studybyGenpact [4] concludes that almost 81%of global organisations
believe that successful adoption of Industrial Internet of Things is critical to future
success—even more so for high-tech and large enterprises. It is well recognised
that this latest wave of technological change will bring unprecedented opportunities,
alongwith new risks, to business organisations and the society at large. Itwill combine
the global reach of the Internet with a new ability to directly control the physical
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world, including the machines, factories and infrastructure that define the modern
industrial landscape.

However, like the Internet was in the late 1990s, the Industrial Internet is currently
in its early stages. Many important questions remain unanswered, including how it
will impact existing value chains, business models, workforces, and what business
actions and government leaders need to take now to ensure long-term success. While
the IoT affects among other sections such as transportation, healthcare and smart
homes, IIoT refers in particular to industrial processes and environments [4].

2.3 The Driving Factors

Today, the manufacturing and production environment for Industry 4.0 is mostly
characterised by fast-changing processes, short development periods, abrupt tech-
nological evolutions and a growing necessity for individual demand and customised
products. Consequently, significant changes are occurring in firms, not only for
the physical plants but also for future technological manufacturing skills and com-
petencies required for driving Industry 4.0 forward [5]. Industrial and IP-enabled
low-power wireless networking technologies are emerging, resulting in the further
advancement of IIoT [6]. In general, the growth of the IoT is making an emphatic
impact on homes and industries.

While the IoT influences transportation, healthcare and smart homes, the IIoT
refers in particular to industrial environments. IIoT is a new industrial ecosystem
that combines intelligent and autonomous machines, advanced predictive analytics,
andmachine–human collaboration to improve productivity, efficiency and reliability.
It is bringing about a world where smart, connected embedded systems and products
operate as part of larger systems. The IIoT is already revolutionising manufacturing
by enabling the acquisition and accessibility of far greater amounts of data, at far
greater speeds, and farmore efficiently than before. Some innovative companies have
started to implement IIoT by leveraging intelligent and connected devices in their
factories. The prime driving forces of IIoT across the globe can be considered and
discussed as follows:

• The driving philosophy behind Industrial Internet of Things is that smart machines
are better than humans at accurately and consistently capturing and communicat-
ing real-time data. This data enables companies to pick up on inefficiencies and
problems much sooner, and thus saving time and money and supporting business
intelligence efforts.

• Technology of smart sensors, robotics and automation, augmented/virtual reality,
big data analytics, cloud integration, software applications, mobile, low-power
hardware devices and scalability of IPv6-3.4x 10ˆ38 IP address, etc. are also the
major drivers for the industrial internet.
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• The edge that IIoT gives to enterprises over their competitors helps them achieve
better customer satisfaction and retention through value addition that IIoT inher-
ently provides.

• Government policies on Industry 4.0, Smart Factories,Make In India, Smart Cities,
Make In China 2025, and Japan’s Industrial Value Chain Initiative Forum, sup-
porting the green initiatives, rising energy and crude oil prices, and favourable
FDI, etc. are all helping to fuel the IIoT evolution.

Thus, there are several factors that contribute to the growing global popularity
for Industrial Internet of Things practices. Clearly, IIoT is not limited to one par-
ticular country or a particular industry type, as it is popularised across healthcare,
pharmaceutical, transportation, R&D, aviation, mining and many more sectors.

2.4 Evolution of IIoT

The IIoT may be considered as the twenty-first century’s industrial revolution, hence
the term ‘Industry 4.0’. Phenomenally, Industry 4.0 is rapidly changing firms’ man-
agement, organisational systems and competencies, even if they are becoming more
complex than in the past [5]. However, the IIoT phenomenon is growing fast. Indeed,
the advent of IIoT-related technologies can be traced to the steam engines andmoving
tomass production, and electronics embeddedness in themanufacturing process, and
then to the popularity of the Internet. It is indeed a long journey for today’s Industrial
IoT since the Industry 1.0 of 1776. The following lists present a brief summary of
the development of the IIoT paradigm.

• Industry 1.0 (1784)—This was the first phase of industrialisation. However, the
invention of steam engines kick-started the Industry 1.0 phase. The manufacturing
was purely labour-oriented and tiresome at this stage.

• Industry 2.0 (1870)—The first assembly line production was introduced during
this phase of evolution. This stage was a big relief for the workers as their labour
was reduced to some extent. Henry Ford introduced the assembly line to automate
processes in car manufacturing, and elsewhere as well, to improve the productivity
using conveyor belt mechanism.

• Industry 3.0 (1969)—The third phase of the industrial revolution started in around
1969. It involved the advancement of electronic technology and industrial robotics.
Miniaturisation of electronic circuit boards through programmable logic con-
trollers and development of industrial robotics simplified, automated and increased
the production. However, in Industry 3.0, the operations remained isolated and
independent within the entire enterprise.

• Industry 4.0 (2010)—This evolution started around 2010, but gained popularity
only from around 2016. The vision of connected enterprise through the intercon-
nection of industrial assets through the Internet was fulfilled with the introduction
of Industry 4.0. The interconnected smart devices communicate with each other,
and cloud paradigm and data analytics created valuable business insights. IIoT
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brought the advantages of asset optimisation, production integration, smart mon-
itoring, remote diagnosis, intelligent decision-making and most importantly, the
predictive and autonomous maintenance. Industry 4.0 thus presented a paradigm
shift from automated manufacturing towards intelligent manufacturing. Unlike
the previous industrial revolutions, the current fourth revolution aims to be more
decentralised, automated and controlled via interdependence [9].

In November 2016, the International Society of Automation (ISA), Process Con-
trol and Safety Forum (PCS) in Houston Texas, and ISA’s Communication division
convened a panel to focus and discuss on the Industrial Internet of Things. In the
panel, experienced industrial and control engineers shared their views, concerns and
reservations with IIoT [7], in spite of the fact that the Industry 4.0 offers enormous
and radically new market approach and segmentation [8]. Their deliberations and
recommendations helped move the IIoT agenda further.

2.5 IoT Applications in the Industry

The Industrial IoT phenomenon is a magic wand for any national economy. The IIoT
covers many industrial applications. It yields plenty of opportunities in automation,
manufacturing, transportation, pharmaceutical, mining and chemical industry, just to
name a few. Potgieter [10] states that the IIoT ecosystem comprises data generating
equipment like sensors, actuators and gateways, which sit atop platforms that inte-
grate and feed the required data to applications through dashboards or other reports,
where decisions are made and controlled at the central server [10]. Another study
by Dujovne et al. [6] reported that the industrial and IP-enabled low-power wireless
networking technologies have converged, resulting in today’s IIoT [11]. A number
of industry-wide applications are now discussed in the following subsections.

2.5.1 Manufacturing

Manufacturing has the largest IIoT market. It is a major industry, from the perspec-
tive of IoT depending on software, hardware, network connectivity and services.
Manufacturing is among the industrial sectors that is directly impacted by the dis-
ruption from the Industrial IoT. A smart production unit may consist of a large
interconnected industrial system of materials, parts, machines, tools, inventory and
logistics that can relay data and communicate with each other. IIoT connectivity
drives the convergence of operational technology like robots, conveyor belts, smart
metres and generators. In the manufacturing sector, intelligent sensors, distributed
control and secure software are the crucial elements. Forward-thinking manufactur-
ers connect their products to IIoT. They will position themselves as future leaders,
while those that fail to act will risk being left behind. In manufacturing specifically,
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IIoT holds great potential for quality control, sustainable and green practices, supply
chain traceability and overall supply chain efficiency. In an industrial setting, IIoT
is key to processes such as predictive maintenance (PdM), enhanced field service,
energy management and asset tracking. The IIoT can be regarded as an industrial
machine connected to the enterprise cloud storage area for data storage as well as
data retrieval and processing [12].

2.5.2 Transportation

The Industrial IoT includes a network of smart power, manufacturing, medical and
transportation [13]. The transportation domain represents the second largest IIoT
market from the perspective of expenditure on IoT applications. Today’s transporta-
tion infrastructure is stressed to the breaking point. Many cities have begun smart
transportation initiatives to optimise their public transportation routes, create safer
roads, reduce infrastructure costs and alleviate traffic congestion. Especially, the air-
lines, rail companies and public transit agencies can aggregate enormous quantities of
data to optimise operations. Smart cards, online reservations and in-vehicle Google
mapping are some of the industry-specific applications to transportation. IIoTmay be
considered an amalgamation of ‘Intelligent Enterprises’ and ‘Intelligent Machines’
to manage the vehicular machines such as cars and trucks [14].

2.5.3 Energy and Utilities

Increasing cost and demand for energy have led many organisations to find smarter
ways for monitoring, controlling and saving energy [15]. Hence, the oil and gas,
smart grid and other related developments in the energy and utilities sector also
forms a central part of the IIoT vision. According to the data from International
Data Corporation (IDC), utilities represent the third most attractive industry, on the
basis of expenditure in IoT, having reached a total of $69 billion in 2016. One area
of investment that emerges as especially important is the smart grids for electricity
and gas, which accounted for a huge $57.8 billion in 2016. Many industries are
attempting to use better and smarter sensor-based management systems with the
help of the Industrial IoT vision.

2.5.4 Healthcare

IoT provides new opportunities to improve healthcare systems. Having been pow-
ered by the IoT’s ubiquitous identification, sensing and communication capacities,
all objects in the healthcare systems including people, equipment, medicine, etc.
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can be tracked and monitored constantly. Enabled by its global connectivity, all the
healthcare-related information in logistics, diagnosis, therapy, recovery, medication,
management, finance and even daily activities can be collected, managed and shared
efficiently. For example, a patient’s heart rate data can be collected by sensors at
frequent intervals and then sent to the healthcare practitioners, e.g. doctors. By using
personal computing devices like a laptop, mobile phone, tablet, and computer inter-
net access, the IoT-based healthcare services can be mobilised and personalised to
provide better care. The widespread mobile Internet service has expedited the devel-
opment of IoT-powered in-home healthcare services. However, security and privacy
concerns are two major challenges.

Health IIoT is a combination of communication technologies, interconnected
apps, smart objects and people that would function together as one smart system
to monitor, track and store patients’ healthcare information for ongoing care [16].
Several healthcare-related IIoT applications are expected to widely utilise the evolv-
ing 5G communication technology. This 5G-inspired Industrial Internet of Things
paradigm in healthcare enables users to interact with various types of sensors via
secure Wireless Medical Sensor Networks [17].

2.6 IIoT Use Cases in Japanese Industry

Japan is well-known for her industries, firms and manufacturing units across Asia
as well as the globe. Some of the big organisations that embraced the IIoT paradigm
include: ToyotaMotors, TheLollipopRoad,MitsubishiUFJ Financial, Luxatic, Sum-
itomo Mitsui Financial, The Business Times, Nippon Telegraph & Tel, Wiki-media
Commons,HondaMotors, Sakura, Softbank, technobuffalo,MizuhoFinancial, Japan
Times and Nissan Motors.

Interestingly, Japan is a very small country in terms of geographical area with a
low population; however, it is a fabulous manufacturing hub for automobile, bank-
ing, telecom, media, technological, service sector, agricultural and much else. Their
culture and customs are unique from the rest of the world.

Recently, the Japan government has made concentrated attempts to promote
research and development in the three key research areas: IoT, big data analyt-
ics and AI. Refer to the white paper 2018 [18] developed by the Japan Ministry
of Internal Affairs and Communication. It suggests that, in order to realise pro-
ductivity improvement and rich secure living in Japanese society amid the fierce
competition in the era of IoT, BDA and AI, the technology Strategy Committee,
Information Communication Technology Subcommittee of Information and Com-
munications Council has already compiled the third interim report in July 2017. The
report points to the Next Generation AI Commercialisation Strategy and the Next
Generation AI with ICT Adaptability Strategy to ensure commercialisation for util-
isation of super mass data that will further enhance the commercialisation. In order
to study medium to long-term technology strategies for technological problems and
promotion of technology development and commercialisation towards solution of
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future social challenges (including the ageing society and vitalisation of local com-
munities), the review meeting to study ICT technology strategies has already been
held since December 2017.

Riding the wave of IoT research, Japanese companies are doing very well in
terms of Industrial IoT products, services and manufacturing practices across their
industries as well as exporting their IIoT products and services to the rest of the
globe. In the Japanese industry, utilisation of IoT is spreading along with IoT for
individuals as well as businesses. IoT for industry brings many contributions such as
improvement of company productivity, improvement in the quality of manufactured
goods and reduction in labour costs. Specific fields of application include agriculture,
construction, tourism, transportation, healthcare and many others.

Internet of Things has provided a promising opportunity to build powerful indus-
trial systems and applications by leveraging the growing ubiquity of Radio Frequecny
Identification (RFID), wireless, mobile and sensor devices. A wide range of indus-
trial IoT applications have been developed and deployed in recent years as reported
in [19]. As an activity group to promote IoT for industries in Japan, the Smart IoT
Promotion Forum was established in 2015, and more than 2400 organisations such
as Sony Corporation, Toyota Motor Corporation and Japan Microsoft Corporation
joined them. In Europe, Japan and Korea, governments are playing an important role
in IoT planning and deployment [20].

In this section, we discuss some of the Japanese companies who have successfully
embraced the IIoT vision.

2.6.1 Smart Agricultural Crop Management—UPR
Corporation

Crops produced in a vinyl greenhouse duringwinter are sensitive to cold temperatures
and may undergo quality denaturation if the temperature fluctuates. To avoid such
catastrophic losses, Japanese company, UPR Corp., developed an Internet of Things
system [21] that facilitates temperature control and management. With this system,
when unacceptable variation is detected in the temperature in an agricultural house
(such as disconnection of the power supply to a remote system, thermostat actuation
or shutdown of agricultural boiler), a mail message is transmitted to a supervisor’s
smartphone. Introduction of this system has reduced agricultural crop management
costs and promoted realisation of an efficient temperature management.

2.6.2 Smart Agricultural Water Management—Vegetalia Inc.

Agriculture is considered to be ‘climate-smart’ when it contributes to increasing
food security, adaptation and mitigation in a sustainable way [22].Hence, Vege-
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talia Inc. is now providing water management support for paddy rice via a system
called ‘PaddyWatch’ [23]. It is a monitoring system capable of determining CO2, soil
temperature and other parameters at the farm fields. This system can confirm crop
conditions and notify a supervisor by a smartphone or a tablet without mandating a
visit to the farm field. Growing conditions of crops can also be confirmed at a remote
location through analysis of parameter data (such as environmental data, cultivation
andmeteorological data) obtained using sensors of various kinds, and boosted by pro-
cessing using artificial intelligence. By remote control, workers preferentially patrol
an area where crops have not grown as expected—this ensures efficient operation
and a reduction of production costs.

Checking of water levels in the paddy fields in real time contributes to great
reduction in the patrolling hours. In addition, proper water management prevents
a reduction in quality due to high-temperature heat generation, thereby exerting
considerable influence on yield and crop quality. With systems such as this, smart
agriculture is slowly gaining attention across the globe.

2.6.3 Industrial Production—Tsuchiya-Gousei Limited

Themain business of Japanese company, Tsuchiya-Gousei Co. Ltd., is plasticmould-
ing of parts for automobiles and clocks as well as stationery items such as ballpoint
pens. A large variety of goods need to be produced efficiently. Therefore, production
lines are often operated 24 h a day, every day. However, the availability of workers
during the night-time and on holidays can become a serious issue for the manage-
ment; the consequent trouble-shooting imposes a heavy burden on the management.
Tsuchiya then introduced a relevant Internet of Things system [24].With this system,
the operational activities/schedules of all moulding machines (e.g. time for mould-
ing, operating time, etc.) can be determined. Cameras connected to the network are
distributed in the factory and office. The status of a moulding machine that becomes
issue of concern can be examined via a smartphone or similar smart device. Using
the system mentioned above, confirmation of emergency situations and operating
systems can be confirmed promptly, even during night-time. The resultant increase
in efficiency is impressive [24].

2.6.4 Industrial Production Management—Hitachi Limited

IIoT also focuses on safety–critical industrial applications [25]. In terms of produc-
tion management, a digital twin type solution ‘IoT Compass’ [26] is provided at
a production site, supplied by Hitachi. This solution was applied in advance at an
automobile manufacturing factory in 2017.

The IoT Compass facilitates the resolution of difficulties, involvingmore than one
process, providing cause analysis at locations where possible defects may occur, and
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improving the order production, taking into account the constrained conditions. This
system is constructed based on the idea of a digital twin. This concept reproduces
events in the physical world relating to the factory in a real-time manner, using
digital equipment. Using this concept, a simulation space is constructed representing
a factory where actual production is conducted and fromwhere products are shipped.
Data scattered in the factory are also linked. Such data are displayed with a treasure
map function. This function allows digital data to be used with ease; additionally, it
enables all production jobs to be optimised for enhanced effectiveness.

2.6.5 Industrial Printing—New Mind Co. Ltd.

Edible ink printers are manufactured and sold by New Mind Co. Ltd. Such devices
can print fully coloured information on foods such as cookies and rice crackers, and
thus, used on food production lines. To date, no means were available to ascertain
how their foods are used after they were sold to customers. Given that edible printers
are related to food manufacturing, considerations related to hygiene aspects are also
required. Therefore, the remaining amount of ink and status of use need to be often
checked. Accordingly, proper support should be provided to customers. To resolve
any related issues,NewMindCo. developed a framework to handle edible ink printers
using Internet of Things in collaboration with another company known as Infocorpus
Inc. [27]. Now, the remaining amount of ink and its status can be monitored from
a remote location. It is also feasible to provide appropriate verification of the cause
of issue of a product at the customer’s premises. Customer support is now fulfilled
by the timely provision of advice and supplies such as ink based on use status of
customers’ edible ink printers.

2.6.6 Construction Electricity Saving—Zenitaka Corporation

The Zenitaka Corporation (in Japan) was founded in April 1931. The company
provides general contracting services in Japan as well as internationally. As a part
of power saving, e.g. at a work site in a tunnel, electrical equipment such as large
machines, tunnel illumination, ventilation fans for dust removal and for prevention
of reduction in oxygen concentration and of temperature rise are operated day and
night. In this case, consumption of massive amounts of electrical power becomes
an important issue. Another concern is ascertaining the precise position of every
worker in the tunnel to enhance hazard prevention. To resolve these issues, an IoT-
based system called ‘Tunnel Eye’ [28] was developed. Using this, the site status
can be known and monitored using various instruments and RFID tags. In this way,
the electrical equipment can be controlled automatically based on the information
received.



46 S. Madakam and T. Uchiya

This system was introduced on a trial basis in 2016 in the Shido Tunnel of the
Takamatsu Expressway. Results demonstrate that power consumption was reduced
by 20% compared to the conventional level, while still securing worker safety in
the tunnel. Results confirmed the practical utility of resolving problems occurring at
construction sites in mountain tunnels.

Regarding the safety aspects, even if an emergency state such as occurrence of
fire or rock fall happens, the whereabouts of the workers can be easily traced from
their work activity history.

2.6.7 Garbage Collection Related Solutions—KDDI
Corporation

The KDDI Corporation is a Japanese telecommunications operator formed through
themerger ofDDICorp. (Daini-Denden Inc.), KDD (KokusaiDenshinDenwa)Corp.
and IDO Corp in October 2000.

KDDI Corp. (Designing the Future) developed an IoT system [29] for the reso-
lution of garbage collection related issues on Kokusai street in Naha City and Oki-
nawa. The garbage bins have an embedded mechanism such that garbage could be
collected before overflowing. A distance sensor, a temperature sensor, RaspberryPi
and an LTE-M communication module are provided to the IoT-based garbage bin.
The amount of garbage accumulated is measured by the distance sensors, with cor-
rection done by using a temperature sensor and RaspberryPi. The obtained data are
sent to the server to monitor when the garbage bin might overflow.When the garbage
in the bin exceeds 80% of the available space, the person in charge of collection will
receive a notification. At the garbage bin monitoring centre, the bin status can be
checked by colour and by numerical figures from the data received.

A verification test of this system was performed in September 2017. The con-
structed ‘Overflow prevention garbage bin’ was placed on Kokusai street. Use of
the technology was tested and verified on site under actual environmental conditions
to assess the quality of communications between relevant sensors to ascertain its
feasibility, validity and practical realisation. Results demonstrated that garbage bin
information and position information of the collection team were known in the real.
The resultant sightseeing solutions to garbage collection system, designed by KDDI
Corp., were highly encouraging.

2.6.8 Inspection of Products—Yamato System Development
Corporation

The logistics outsourcing division of Yamato System Development (in Japan) spent
many labour hours and much time on the inspection of catalogs, brochures, manu-
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als and package inserts of pharmaceutical products, without product identification
information such as barcodes. It has been pursuing efficiency improvements for
sometime. Previously, several experienced operators equipped with ‘eye for inspec-
tion’ checked productsmanually during final inspection before shipment, performing
read-throughs twice, sometimes thrice. Eventually, a shipping instruction and a slip
were attached with a string for shipment.

Yamato System has now introduced an IoT system [30] to improve the efficiency
of these previously manually executed procedures. With the IoT-based new system,
each item is identified by verifying an image of a product captured by a camera
mounted on the working bench with image information of the item registered in
advance. At the same time, object weight is measured by a weight scale mounted
on the working bench, which verifies the weight information of goods registered in
advance. Using the system, the company estimates that it is possible to reduce the
number of workers by 20%; and monetary costs and time also by around 20% [30].

2.6.9 Logistics Management of Machinery—Toyota Motors
Limited

Toyota Motors Ltd. had about 2700 machine tools and 2000 industrial machines.
So, they introduced a ‘Factory IoT’ system [31] aimed at strengthening the busi-
nesses logistics solution through a unification of an IoT forklift database, having the
integrated management of forklifts working at several hubs in the world and realisa-
tion of services involving predictive maintenance. Using this system, the time band
of forklift operations, battery efficiency and other important information are deter-
mined and displayed. Using this information, customers can work out improvement
plans to be carried out at various sites—plans such as effective utilisation of fork-
lifts, reallocation of machinery and personnel at the sites. Result was an impressive
improvement in logistics management activity.

2.6.10 Medical Care—Tokyo Women’s Medical University

At the TokyoWomen’s Medical University, a smart dispensary [32] collects medical
information and presents and displays it as ‘Time-series medical treatment record’ to
allow medical doctors, and engineers outside the operating room, to share informa-
tion, thereby helping to contribute to the improvement in efficiency of treatment and
safety. Information collected by this system can be analysed employing big data ana-
lytics. It is beneficial for maintenance and management aspects such as prevention
of operational mistakes, early detection of equipment malfunction and cost manage-
ment. Besides, remote operations based on data collected by other medical doctors
can also be made possible by it.
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2.7 Literature Analysis

Over the recent years, many informed discussions have taken place during business
meetings, conferences, doctoral colloquiums and symposiums on Industry 4.0. An
enormous volume of information is available in the form of research articles, book
chapters, books, corporatewhitepapers, audios, videos and blogs on the use of the IoT
paradigm. However, the published academic literature is predominantly valued for
its empirical evidence, rather than numerical, for this highly attractive phenomenon.

The use of Scopus and Google Scholar, in addition to Web of Science, helps to
reveal a more accurate and comprehensive picture of the scholarly impact of contri-
butions [33]. As per author’s own investigation, by the end of 2018, there were 3045
results on smart factories, IIoT or Industry 4.0 from the Web of Science database.
Out of these, journal papers are 1167, conference proceedings 1786, review papers
83, editorial material 46 and one book review. Moreover, every country is encour-
aging new academic manufacturing process literature, as is clear from country-wise
analysis. Largest number of papers from various countries (Fig. 2.1) is as follows:

• People of Republic of China (307)
• United States of America (192)
• Germany (124)
• South Korea (102)
• Italy (81)
• England (77)
• Spain (68)
• India (48)
• Sweden (48)
• Taiwan (47)
• France (40)

Fig. 2.1 IIoT countrywide publications—analysis chart
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• Australia (34)
• Portugal (33)
• Finland (31)
• Canada (28).

This analysis has been represented in Figs. 2.1 and 2.2. Figure 2.1 depicts the con-
tributions of authors on the IIoT phenomenon based on the aforementioned database.
It clearly shows that the authors from China were engaged to research and rigorously
publish. The chart given given as Fig. 2.2 showcases the 15 most active authors in
this domain. This has been generated from the ‘Web of Science’ database analysis
report.

Apart from the Web of Science academic and research database on IIoT, we have
also drawn patent analysis using the ‘Relecura’ tool [34, 35]. From the analysis, we
found that, since the inception of IIoT, there has been a tremendous growth in terms
of patents. This is illustrated in Figs. 2.3 and 2.4.

Figure 2.3 represents the patent analysis with respect to various subject areas,
e.g. security, power supply, automatic transmission, etc. Among the patents, the blue
colour (in Fig. 2.4) refers to the total filed patents since 1988 while green colour
indicates the total number of published patents over a while. The yellow coloured
line represents the number of patents grants by the authorities. Sky blue coloured
line represents expired patents. The graph analysis shows that from 2014 onwards,
the Smart Factory concept captured the market due to its research & development
and promotional activities.

Fig. 2.2 IIoT—authors-wise publications—Top 15
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Fig. 2.3 Relecura patent analysis—subject-wise data analysis

Fig. 2.4 Relecura patent analysis: year-wise data analysis
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2.8 Methodology

This chapter aims to address the global audience including academicians, researchers,
business people, industrial engineering students, mechanical engineering graduates,
and manufacturing management professionals, who are looking for in-depth knowl-
edge of the IIoT paradigm and its usage. The fundamentals were observed from
different research manuscripts, blogs, corporate white papers, and subject videos.
The major databases considered were Scopus, Google Scholar and Thomson Reuters
[36]. The main keywords used to search were Industrial Internet of Things, Industry
4.0, smart factory, Industrial Internet, IIoT, and Digital factory.

The book chapter was authored in collaboration with an esteemed Indian-Japan
academicians. This collaboration has led to the article exploring the fundamentals of
Industrial IoT and illustrating a few novel test cases from Japan.

Almost 7–8 months were taken to compose this book chapter with detailed tech-
nical discussions on subject interoperability helping to shape it. The collected data
is secondary and qualitative, and the manuscript has been composed and narrated
thematically. Hence, themain themes discussed here are Industrial Internet of Things
evolution, definitions, applications and test cases from across the globe, though
mainly from the industry in Japan.

2.9 Conclusion

Technologies play an important role in our day-to-day activities aswell as for business
and industry. Similarly, the new dawn of Industry 4.0 or Industrial Internet of Things
(IIoT) is aiming to embed technology into all the various industrial processes and
machinery for automation and operational efficiency.

The IIoT paradigm is widely considered to be one of the primary trends affecting
industrial businesses today and in the future. Industries are pushing to modernise
systems and equipment to meet new regulations, to keep up with increasing market
speed and volatility, and to deal with disruptive technologies like the IoT. Businesses
that have embraced the IIoT have seen significant improvements towards safety,
efficiency, and profitability.

It is expected that this trend will continue as IoT technologies are more widely
adopted. Indeed, the IoT Technologies are serving as bases for this paradigm shift,
for example, robotics, sensors, actuators, controllers, RFID, and other electronic
computational devices to tag the material, methods, and people in the factories.
Various algorithms are at work behind this phenomenon which were developed in
C, C++, C#, Java, R, Python etc., using AI and machine leaning processes.

The IIoT brings new growth opportunities to many companies. However, there
are technical challenges and important hurdles to overcome, as well, particularly
in relation to device connectivity, security of networks, and international standards.
Still, global standard institutes like IEEE, ITU, ISO and ANSI are working towards
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technological standards and especially device interoperability, including security of
data at the time of production of such data. The emerging Industrial Internet will,
no doubt, add new energy to the world of industrial products and services in the
forthcoming years. However, to be a viable stakeholder as well as a partner in the
digitally contestable future and to generate new avenues, companies will need to
further evolve to become more technologically based.
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Chapter 3
Systems Development for the Industrial
IoT: Challenges from Industry R&D
Projects

Nuno Santos, Francisco Morais, Helena Rodrigues and Ricardo J. Machado

Abstract Industrial paradigms such as Industry 4.0 (I4.0), also known as Industrial
Internet of Things (IIoT), provide an insight into the use of underlying Internet of
Things (IoT) technologies in an integrated manner. In order to follow the IoT vision
and gain the inherent benefits, industrial information systems providers have been
modernizing their solutions. However, the complexity of such systems has been prov-
ing an obstacle in developing efficient solutions. Following the trends of the indus-
trial IoT including Smart Manufacturing, Connected Factories, and Factories of the
Future, industrial and academic projects have also been aiming at developing better
solutions for IIoT-related projects. Such solutions typically heavily rely on interop-
erability requirements between sensors, actuators and other IoT-based diverse smart
devices toward, for example, supply chain and productionmanagement services such
as ERP, MES, and SCADA. This chapter identifies challenges in developing IIoT
solutions, based on recent R&D projects. Such identification, in turn, contributes to
proposing opportunities, challenges, methodologies, and approaches for the analy-
sis, design, implementation, and deployment of R&D projects. This is specifically
so when developing interoperable solutions for the IIoT domain, mainly concerning
the applications of the IoT and services to the manufacturing industry.

Keywords IIoT · I4.0 · Information systems · Information systems development ·
R&D challenges · Connected factories · Smart manufacturing · ERP · SCADA

3.1 Introduction

Digitization is becoming a business reality for many organizations in sectors such as
manufacturing, logistics, oil and gas, energy, transportation, mining, aviation, and
many more. As the industry is becoming increasingly more pervasive, the Internet
of Things (IoT) in the industrial sector, known as the industrial IoT (IIoT), is now
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a reality in the context of industrial transformation. The driving philosophy behind
IIoT is that smartmachines are better than humans at accurately capturing, analyzing,
and communicating real-time data. The underlying technologies include sensing
and actuation technology, machine to machine (M2M) communication, distributed
computing, machine learning, and artificial intelligence.

A typical IIoT system consists of intelligent systems (applications, controllers,
sensors, and security mechanisms), data communication and computing infrastruc-
tures (cloud computing, edge/fog computing, etc.), data analytics (to support busi-
ness intelligence and corporate decision-making), and most importantly, the human
element. The benefits that IIoT promises include enhanced safety, better reliability,
smart metering, inventory management, equipment tracking, facilities management,
and smart environments, etc.

In this scenario, industrial information systems may be seen as complex systems
that emerge from technological and business opportunities. They are a fusion between
the operational and information computing domains in industry capable to realize
the so-called fourth industrial revolution, the Industry 4.0 initiative [1].

This digitalization of business processes within the industrial sector has led to
an increase in complexity in technological solutions. IIoT system designers and
providers also face new challenges of different natures along the entire product
development life cycle, from requirements elicitation and system quality to develop-
ment and deployment. Requirements elicitation, communication, and maintenance
must face complex systems with thousands or even more requirements that involve
many new factors and the dynamic participation of multiple stakeholders. This leads
to the need for new software architectures that must accommodate heterogeneity of
systems, capabilities, domains, and competencies. A common approach to initiate
these developments is by using domain reference architectures and standards.

Recent years have seen a rapid increase in the number of reference architectures
designed to guide IIoT applications development [2]. Reference models like indus-
trial internet reference architecture (IIRA) [3], industry 4.0 reference architecture
model (RAMI 4.0) [4] and NIST smart manufacturing (NIST SM) [5] provide stan-
dardized organization of concepts within the modernized industrial environment.
Additionally, NIST cloud computing reference architecture (NIST CCRA) [6] is a
widely adopted reference architecture toward the deployment of cloud solutions.

To summarize, IIRA, RAMI 4.0, and NIST SM are popular reference models
for developing industrial architectures. IIRA and NIST encompass several indus-
trial domains while RAMI 4.0 is focused on manufacturing [7]. Since RAMI 4.0
and IIRA provide their functionality as services by implementing a service-oriented
architecture (SOA), industrial digital thread (IDT) , and asset efficiency (AE) testbeds
are semantically interoperable from a functional point of view between these two
architectures [8, 9]. These testbeds relate to real implementations of these reference
architectures.

Adopting these reference architectures, however, is not sufficient for providing
technical and architectural requirements necessary for developing IIoT systems [10,
11]. Additionally, design and development of such systems should be complemented
by architectural design approaches. Model-driven development is already popular
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for the development of cloud computing solutions [12], and more recently within the
design of fog computing related architectures [13]. Additionally, successful imple-
mentation, as reported in literature, relates to specific use cases where industrial
internet technologies are being applied, i.e., testbeds based on IIRA and RAMI 4.0.
Even though the IDT and AE testbeds allow architecture implementations, using
these reference models does not provide technical specifications in an abstraction
level for conducting organizational projects, as there is still a lack of proper align-
ment of technology with the business requirements.

In this chapter, we aim to discuss assumptions, challenges, and approaches with
respect to analysis, design, implementation and deployment of IIoT systems for
three R&D projects from academia. To support this analysis, we chose a reference
model characterized by three design dimensions: requirements elicitation, architec-
ture design, and interoperability. With this approach, we aim to provide a more
structured and representative view of the most fundamental design decisions in the
chosen projects.

The aforementioned design dimensions have direct implications for the design of
IIoT systems and correspond to fundamental issues that any IIoT system needs to
address [1, 14]. Very briefly:

• The requirements elicitation dimension is derived from the need for applications
developers to contextualize and delimit user actions in a given domain, e.g., engi-
neering. It is a project stage that allows an in-depth knowledge acquisition of the
context, say industrial, where the project will be carried out. Such knowledge is
advisable due to the complex ecosystem of IIoT projects, e.g., large variety of
sensors and devices, machinery (and related controlling systems), communication
protocols, data formats, data value, etc. Thus, addressing such complexity without
a proper context and domain knowledge will likely lead to a project failure [14].

• The second dimension, that of architecture design, is derived from the need for soft-
ware architects to model high-level design that satisfy stakeholder requirements
and give guidance for application design and development [1].

• The third dimension refers to technical and semantic interoperability. Technical
interoperability is derived from the need for software engineers to deal with the
integration of different domains with differing communication requirements and
with technological heterogeneity of IIoT applications [15]. Semantic interoperabil-
ity is derived from the need for software engineers to deal with the heterogeneity
of IIoT ecosystem’s entities and intersection of different IIoT domains [5].

For each of the three dimensions, we review three Portuguese funded research
and development (R&D) projects for the IIoT domain. The projects being:

• Integrated management platform 4.0 (IMP_4.0).
• Unified hub for smart plants (UH4SP).
• Solutions for the industry of the future (PRODUTECH-SIF).

IMP_4.0 is intended mainly for the textile domain (namely milling, weaving, and
clothing processes), UH4SP for the cereal and cement operations (e.g., logistics),
and PRODUTECH-SIF for the rock industry (cutting and polishing processes). All
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these projects aim at developing interoperable solutions for the industrial market.
The focus is on how each system addresses a particular dimension as mentioned
above.

The remainder of this paper is organized as follows. In Sect. 3.2, the three Por-
tuguese R&D projects are presented and discussed regarding their industrial settings.
In Sects. 3.3, 3.4 and 3.5, we analyze the chosen design dimensions (requirements,
architecture, and interoperability) as described above, ranging from introducing
the concept and typical challenges to describing their addressing in the presented
projects. Finally, in Sect. 3.6, we summarize our conclusions.

3.2 Overview of the Three IIoT Related R&D Projects

In this section, the three R&D projects (viz: IMP_4.0, UH4SP, and PRODUCTECH-
SIF) are briefly described, where the focus is not on the thorough presentation of the
project’s artefacts or developed tools, but rather on the presentation of the systems
development in the context of IIoT with a view to discussing the related challenges.
The projects are described in their industrial settings, using widely adopted industrial
standard models such as the following:

• ANSI/ISA-95.00-2000 enterprise-control system integration or ISA-95, in short
[16].

• Industrial reference models like IIRA [3], RAMI 4.0 [4], and NIST SM [5].

There aremappings and overlaps between the layers and viewpoints of the referred
models. Such discussion is presented in the research reported in [9] and [17]. The
mapping from these works is summarized in Fig. 3.1, so they are not thoroughly
described in this section. Rather, they are used in order to allow a clear understanding
of the industrial setting where IMP_4.0, UH4SP, and PRODUCTECH-SIF projects
were conducted.

We believe that using the architectural layers as defined in the standards allows to
understand the involved systems that compose the smart manufacturing ecosystem in
these projects. Since the standard layers can be mapped with each other, the systems
are presented in layers that are familiar to a wide-range of domains (for instance,
while RAMI 4.0 is more oriented to European manufacturing industry reality, IIRA
is more oriented to a wider range of industries generally from North American
region, and finally, ISA-95 focuses more on system interoperability). Thus, in this
section, each project is presented by classifying the developed industrial systems
within these layers. Finally, when different layers communicate, the required inter-
operability needs between them are derived. For this reason, the projects description
includes the adopted interoperability strategy. We start by briefly presenting each
layer or view point of this model viz: ISA-95, IIRA, and RAMI 4.0:

• ISA-95: This model is hierarchical and composed of five business process levels,
labeled 4 to 0. viz:
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Fig. 3.1 Layer mapping between ISA-95, IIRA and RAMI 4.0 (adapted from [9] and [17])

– Level 4 “Business Planning & Logistics”: typically associated with enterprise
resource planning (ERP), customer relationship management (CRM), product
lifecycle management (PLM) systems, among others.

– Level 3 “Manufacturing Operations Management”: typically associated with
manufacturing execution systems (MES), material resource planning (MRP),
among others.

– Level 2 “Monitoring, supervisory control and automated control of the produc-
tion process”: typically associated with supervisory control and data acquisition
(SCADA) and human-machine interface (HMI) systems.

– Level 1 “Sensing and manipulating the production process”: associated with
programmable logic controller (PLC) systems.

– Level 0 “The actual production process”: referring to themachines, devices, and
the resources that physically transform raw materials to the desired product.

• IIRA: This is composed of business, usage, functional, and implementation view-
points. However, the projects classification only fits within the functional view-
point, which relates to “Business,” “Operations,” “Information,” “Application,”
“Control,” (sense or actuation) and “Physical Systems.”

• RAMI 4.0: This model presents a three-axis classification, composed of vertical
systems, facilities and products lifecycle, and hierarchy levels for different func-
tionalities within factories or facilities. Only the vertical axis is used for describing
the projects.

NIST SM is composed of product, production, and business viewpoints, which are
merged in the formof a “manufacturing pyramid.” This pyramid relates to a hierarchy
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of systems, which follows the ISA-95 levels, thus for that reasons it was not included
in Fig. 3.1. Whenever the systems are classified under different levels, it implies that
there is a need for addressing interoperability between levels. The detailed discussion
of IMP_4.0, UH4SP, and PRODUCTECH-SIF projects now follows in the following
subsections.

3.2.1 Integrated Management Platform 4.0 (IMP_4.0)

The IMP_4.0 platform enables a software-house (F3M information systems, SA,
located in Braga, Portugal) to optimize the development process of delivering solu-
tions to their customers with tools to support decision-making processes. The solu-
tions are based on public and private clouds, which are interoperable with devices in
an IoT and Cyber–Physical Systems (CPS) approach.

The IMP_4.0 project is about an ERP system for the textile production domain,
where the focus is on support milling, weaving, and clothing processes, by provid-
ing a set of reusable and integrated software modules. Additionally, the platform’s
development includes establishment of generic modules and variability management
for enabling its extension to textile, footwear, cutlery, metal-mechanic, glassware,
and other related sectors. In terms of the development, the IMP_4.0 project includes
development of the following:

• a set of management ERP-based features for the manufacturing sector to be deliv-
ered to customers

• cloud-based microservices for process execution
• shop floor software services for manufacturing processes, e.g., control of produc-
tion lines, and instructions for cutting machines.

For the ERP-based features and supporting microservices architecture, we are
referring to the business layer of IIRA and RAMI 4.0, and level 4 of ISA-95. Regard-
ing the shop floor services, which deal with the production data generated within the
processes performed at the production lines, we refer to the control layer of IIRA,
integration layer of RAMI 4.0, and levels 2 and 1 from ISA-95. The specification
and design strategy of these features and services are discussed in Sects. 3.3 and 3.4.

Communication between them is based only at technical interoperability strategy,
involving developing the APIs and using REST protocols between ERP features and
microservices; and AMQP messaging between production orders and production
actuators. A broader discussion is presented later in Sect. 3.5.1.

3.2.2 Unified Hub for Smart Plants (UH4SP)

This project aims at developing a platform from distributed industrial unit plants,
with focus on the cement production domain, allowing the use of data acquired from
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IoT systems for enterprise-level productionmanagement and collaborative processes
betweenplants, suppliers, forwarders, and clients. Theproject aims at developingnew
solutions regarding the control of trucks arrival/departure as well as the load/unload
activities, and for communicating with the plant’s ERP system and the industrial
hardware. These solutions are validated within a proof of concept performed in an
ecosystem of industrial unit plants using production management systems developed
by Cachapuz Bilanciai Group, located in Braga, Portugal, as they are the leading
entity of the UH4SP project consortium.

The UH4SP project arose from the need of overcoming Cachapuz solution’s lim-
itations in adopting the IIoT paradigm. Initially, the current solution was deployed
on-premises. It has a considerable scaling and complexity, which made it inadequate
and inflexible to enable the development and deployment of cloud services based on
modules and external access. The on-premise deployment poses a difficulty for pro-
moting a corporate-levelmanagement, since in order for the industrial groupmanager
to have an integrated analysis of the group’s plants, the manager is only able to access
the individual plant’s ERP one at a time using a remote virtualized environment. The
remote business analysis is also impossible to perform in some contexts, e.g., within
the plants that are located in poor Internet connectivity spaces. The current solution
did not enable the incorporation of remote technical interventions. Thus, the current
solution was not able to respond to a previous need of enabling third-party access
(e.g., forwarders, customers, suppliers) to the inclusion of collaborative tools in pro-
cess execution and analysis. To reiterate, the UH4SP project is aimed at developing
the following:

• new functionalities for providing management of corporate-level production
• tools for supporting new collaborative processes within the supply chain
• a microservices architecture
• production management services that rely on previous synchronization of Cacha-
puz’s systems (at the industrial unit level).

The management of corporate-level production, tools for collaborative processes
within the supply chain and the microservices architecture refer to business man-
agement support. Hence, these are classified under the business layer of IIRA and
RAMI 4.0, and at level 4 of ISA-95. The production data at the industrial unit level
are acquired from aMES; hence, this is classified under the operations layer of IIRA,
functional layer of RAMI 4.0, and at level 3 of ISA-95.

The communication between these systems is addressed in UH4SP via the tech-
nical interoperability strategies. Here, communication between the web applications
and the microservices is based on RESTfull invocations between the APIs. Here,
the project’s middleware (an API gateway) is responsible for acquiring the data at
the industrial unit level and providing it to the cloud-level microservices. Synchro-
nization between the cloud and the industrial unit level is implemented using MQTT
protocols. A broader discussion appears later in Sect. 3.5.1—further detail can also
be found in [18].
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3.2.3 Solutions for Industry of the Future
(PRODUTECH-SIF)

The umbrella project “programa mobilizador PRODUTECH-SIF—Soluções para
a Indústria do Futuro” (Solutions for Industry of the Future) embodies a compre-
hensive response toward the development and implementation of new production
systems, embedding advanced production technologies that contribute to the chal-
lenges and opportunities of the fourth industrial revolution (I4.0). It is a program
for the Portuguese industrial sector, aimed at the development of new production
technologies for multi-sectorial applications. The program is composed of a set of
projects, encompassing the following:

• Networked production systems
• Innovative technologies for new cyber-physical production systems
• Development, management, and improvement of cyber-physical production sys-
tems (CPPS)

• Key enabling production technologies, automation, and advance robotic systems
• Integral sustainability and efficiency of production systems
• Energy-related technologies
• Advanced tools for the development of products and services.

This chapter focuses on the network production systems (NPS) project. NPS
results from the need to create adequate conditions for the networking of production
systems, respective industrial equipment, and business information systems, allowing
interoperable, coordinated, and/or integrated operations. This activity contributes to
the overall scope of the project through a clear and comprehensive identification and
characterization of architectures and reference solutions supporting the realization of
an integrated network production environment and the exploitation of the information
made available through CPPS. This project outputs a NPS semantic interoperability
platform (cf. Sect. 3.5.2), contributing to two typical IIoT testbeds [9]: industrial
digital twin (IDT) and asset efficiency (AE).

The NPS projects are different from the previous projects, since the goal is to
develop a platform for integrating systems rather than providing solutions for sup-
porting the business of a specific organization. The current project defines a sce-
nario regarding rock cutting and polishing, consisting of defining the process needs
(within production orders), identifying product needs (from design specifications)
and monitoring and control of the production process to fulfill the orders (based on
data acquired from actuators in the production line). This project also includes the
integration of ERPs, MES, and Actuator devices.

For ERPs, the classification refers to business layer of IIRA and RAMI 4.0, and
level 4 of ISA-95. For MES, the classification refers to operations and application
layers of IIRA, functional layer of RAMI 4.0, and level 3 of ISA-95. For actuator
devices, which mainly control the process, they fit under the control layer of IIRA,
Integration layer of RAMI 4.0, and levels 2 and 1 of ISA-95.
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This was the only project, among the three included in this chapter, to address
both technical (cf. Sect. 3.5.1) and semantic (cf. Section 3.5.2) interoperability.

3.3 Requirements Elicitation

Requirements elicitation in IIoT projects, like any other projects from other domains,
provides information regarding the business needs that become the basis for further
design and implementation of the projects [14]. In complex ecosystems like the ones
relating to IIoT, proper analysis of functionalities, processes, data flows, etc. is highly
crucial.

In the requirements elicitation phase of system development, a characterization of
the “as-is” situation is performed and the needs determined. Typical examples of this
exercise are the modeling of an enterprise’s business processes [e.g., using business
process modeling notation (BPMN)], identification of technical and/or product glos-
sary, determining relationships between main domain concepts, and specifications
of the structure of the involved systems.

Even when the aim is to perform the characterization of the “to-be” situation, it
is advisable that the requirements elicitation is conducted first to include a proper
domain characterization, by analyzing the business processes, the information (data),
and the systems (hardware/software) that compose the ecosystem. The business pro-
cess analysis (using BPMN or any other business process notation) must reflect the
enterprise’s vision toward the IIoT paradigm and where the information to integrate
must be depicted.

In this context, process referencemodels have an interesting useful role in require-
ments elicitation. For instance, it is common thatmanufacturing sector follows supply
chain operations reference (SCOR) [19] for defining the processes for managing the
supply chain (plan, source, make, deliver, return, and enable processes). These refer-
ence models are often composed of processes, subprocesses, roles, tasks, operations,
that may easily be mapped in a business process notation language [20]. It is not
expected that an enterprise follows only one reference model. For instance, the GS1
global standard for traceability is widely adopted for carrying out tasks for product
traceability [21], and may be adopted as well.

Any software project is carried out in one of these contexts: a greenfield project
(i.e., from scratch), or alternatively, a brownfield project (i.e., with existing legacy
systems). If an IIoT project aims at replacing a given system or otherwise collab-
orating with it, the legacy system should be properly characterized, as well as the
current business processes and data flows that the system supports.

IMP_4.0 Project

Within the IMP_4.0 R&D project, the entire software product management, from
identification of market needs to assets identification to release/version manage-
ment, was considered the initial domain of engineering, where it was intended to
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characterize the processes of the spinning, textile and garment domains, in terms
of commonalities and domain variabilities. The software requirements for the iden-
tified processes resulted in a specification of UML use cases. The use case model
was composed of the following use cases related to the ERP’s modules: stocks sales,
purchases, production, planning, outsourcing, quality control, packing list, finances,
and stakeholder management. Additional use cases related to integration with cloud
infrastructures, based onNISTCCRA, were also included. Each use case was refined
in functional decomposed use cases, resulting in 86 low-level (also called leaf) use
cases, i.e., the ones that were not further divided.

UH4SP Project

Within the UH4SP project, the business information that serves as input for require-
ments was gathered: this being business needs, project goals, vision document, etc.
Techniques like interviews, questionnaires, and workshops were additional and com-
plementary approaches to the aforementioned document analysis for gathering inputs
on requirements. Reference models also served as inputs to the requirements phase.
Cloud computing reference models such as NIST CCRA [6] were also input for
cloud-related functionalities [22]. The fog computing issues were based in the archi-
tectural layers such as in [23], e.g., business applications, cloud management, fog
management, fog infrastructure, and IoT systems.

The requirements elicitation started at listing a set of stakeholder expectations
toward the product roadmap, encompassing the entire product. This task output 25
expectations categorized by environment, architecture, functional and integration
issues, which relate to business needs that afterward promoted the discussion of
scenarios. The stated project objectives referred to the following:

• defining an approach for a unified view at the corporate (group of units) level
• developing tools for third-party entities
• assuring in-plant optimization
• assuring system reliability.

This task output fifteen modeled scenarios, divided into four groups that relate
directly to the project’s four objectives. Then, a set of UML use cases were modeled
based on those scenarios and decomposed resulting in a total of thirty-seven use
cases.

PRODUTECH-SIF Project

The NPS platform of PRODUTECH-SIF is a service-oriented architecture (SOA)
for manufacture and based on the concepts of IoT and CPS. The platform focuses
on the collection of information based on a sensor installed in the equipment and
the bidirectional interaction allowing users to control the processing of materials.
The requirements elicitation task encompassed the definition of a main scenario that
described a rock cutting and polishing process in a “to-be” setting, where ERP, MES
and sensors communicate the production information with each other. In order to
properly define the scenario, the “as-is” specification was determined in terms of the
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functions performed by the equipment, specifications of the information (included
in each system concerning the cutting and polishing process), and eliciting the func-
tionalities for resources management by the platform.

3.4 Architecture Design

Now that the requirements phase is performed and the solution needs are identified
and properly specified, the next step relates to designing the system.

System design is typically performed using a model, e.g., an architecture. How-
ever, architecture design should be addressed as an iterative process, as design should
start at a conceptual level and refined until it is detailed enough; which is to say that
the abstraction level goes from higher level abstraction to low level abstraction dur-
ing this process [14]. This mechanism is in line with the design process proposed by
Douglass [24].

Architectural design defines the strategic decisions that affect software compo-
nents, such as concurrency model and the distribution of components across proces-
sor nodes. Mechanistic design elaborates individual collaborations by adding “glue”
objects to bind the mechanism together and optimize functionality. Such objects
include containers, iterators, and smart pointers. Detailed design defines the internal
structure and behavior of individual classes. This includes internal data structuring
and algorithm details.

Besides, IIoT projects may heavily rely on technology. However, the developed
system is of little use if it is unable to address the business needs. For this reason,
it is necessary that the architectural design is performed initially at a conceptual
level. At this point, some design decisions are made, e.g., to define separation of
concerns. Here, we have several architectural patterns that can be considered by an
IIoT system, for instance three-tier, Gateway-mediated edge connectivity, or layered
databus. The implementation viewpoint of the IIRA model is a valid example for
adoption at this point. It is the IIRA viewpoint that is oriented towards architecture-
related decisions. This viewpoint adopts the three-tier architecture, as systems and
services are deployed in an enterprise, platform, and edge tier.

Numerous enabling technologies also have reference architectures that allowmak-
ing architectural design decisions. The implementation of cloud computing archi-
tectures, for instance, may be based on the NIST CCRA [6] model. The building
of IoT systems in these settings often leads to developing intermediate systems, for
instance, fog computing architectures. In these cases, the OpenFog reference archi-
tecture (OpenFog RA) by OpenFog consortium [25] also allows the adoption of a tier
structure for separating concerns as cloud, fog, and edge computing. Additionally,
other reference models like ETSI MEC (Mobile Edge Computing), OPC UA, open
connectivity foundation (OCF), OpenNFV, etc. may also be adopted. It is also worth
suggesting that these models are complementary to IIRA and OpenFog.

A typical concern in architectures with such complexity in the IIoT context is the
alignment with the business requirements. Some known methods that support archi-
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tecture design with such alignment are: Reuse-driven software engineering business
(RSEB) [26], family-oriented abstraction specification and translation (FAST) [27],
feature-oriented reusemethod (FORM) [28], Komponentenbasierte Anwendungsen-
twicklung (or KobrA—that is German for “component-based application develop-
ment”) [29], quality-driven architecture design (QADA) [30], product line software
engineering (PuLSE) [31], and four step rule set (4SRS) [32].

As the architecting process aims at detailing the design, the goal is to specify the
behavior of specific components (or services) of the systemand how theymay interact
with each other. At this point, design decisions are based in terms of the architectural
style to adopt, the design of components behavior, and how components might inter-
act. Architectural styles relate to adopting, for instance, component based, event-
based, service-oriented, or microservices-based styles. The components behavior
relates to adopting existing architectural patterns, like object-oriented programming,
model-view-controller (MVC), entity-boundary-controller (EBC) or Data, Context,
and Interaction (DCI) patterns.Additionally, there are complimentary design patterns
that are adopted for specific situations.

There is also a plethora of available handbooks of patterns. For instance, the
pattern-oriented software architecture (POSA) introduces a set of design patterns
related to concurrency and networking (e.g., event handling, synchronization) [33],
resource management (e.g., caching, pooling, etc.) [34], and distributed computing
(e.g., message router, publisher-subscriber, broker, client proxy, reactor, etc.) [35].

IMP_4.0 Project

The architecture design within the IMP_4.0 project was based on the functional
decomposition of requirements using UML use cases, where the 4SRS method was
used to support deriving a logical architecture composed by UML components that
trace back to each functionality. The 86 leaf-use cases were used as input, which
allowed devising 140 components. These components relate the behavior of web
applications and a set of supporting microservices, namely: stocks, sales, purchases,
production orders, bills of materials, planning, outsourcing, quality control, pack-
ing list, checking accounts, banking, and stakeholder management. Each microser-
vice’s behavior is specified based on its constituent components. The 4SRS also
allowed identifying the required inter-service communication between the microser-
vices and web applications to perform the business processes. An example of the
stocks microservice using SoaML participants is depicted in Fig. 3.2.

UH4SP Project

Within the UH4SP project, after having all the requirements elicited, gathered, mod-
eled, and validated, 37 use cases (cf. Sect 3.3) were used as input for the logical
architecture design by using the 4SRS method. The architecture was composed of
77 components, grouped into five major packages, namely [13]: P1 configurations;
P2 monitoring; P3 business management; P4 UH4SP integration; P5 UH4SP fog
data. The logical architecture diagram was then used to specify microservices, using
SoaML service participants, capabilities, service architecture and service interfaces
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Fig. 3.2 Example of microservice within IMP_4.0

diagrams [13]. An example of one of the specified microservices responsible for
retrieving production data from local industrial units, is presented in Fig. 3.3.

PRODUCTECH-SIF Project

Within the PRODUCTECH-SIF (NPS) project, the goal was to define a high-level
architecture suitable for the elicited project scenario (cf. Sect. 3.3). For the architec-
ture design, the project considered the three-tier architectural pattern since it does not
excludemultiple implementations of the same layer or multiple connections between
layers, although each of them is represented once. Using existing literature on archi-
tecture compliance with IIRA and RAMI 4.0 [5, 9], the project used the three-tier
architecture pattern for guiding the architecture design.

The PRODUTECH-SIF (NPS) project architecture is composed of three layers:
edge tier, platform tier, and enterprise tier as explained below—also refer to Fig. 3.4:

• The edge tier includes the manufacturing assets, the edge devices, and edge gate-
ways (CPS developed in the project and sensor devices frommanufacturers) which
constitute the control domain. The edge tier gathers information from edge nodes
such as assets, sensors, or controllers of the system using the network. Edge nodes
can communicate with edge gateways thus leading the data to other networks. In
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Fig. 3.3 Specification of UH4SP services in SoaML (adapted from [13])

Fig. 3.4 PRODUTECH-SIF (NPS) architecture based on Three-Tier Pattern (adapted from [10])
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the industrial digital twin (IDT) testbed, the edge tier encompasses all the assets,
firewalls, and devices that integrate the digital thread, providing data related to
the asset performance and state that feeds the digital thread. Regarding the asset
efficiency (AE) testbed, the asset is integrated with sensors gathering state data
regularly and sent to a big datamanagement platform for further predictive analysis
of the data.

• The platform tier is the layer between the edge and the enterprise tier. It receives
information from the remaining tiers, processes, and forwards information from
one tier to the other. The platform tier integrates the assets, the data analysis, and
a big data platform to create dashboards, alarms, notifications, etc. In IDT and AE
testbeds, the platform could be an IoT system with data transaction supported by
machine to machine communications.

• The enterprise tier implements domain-specific applications associated with an
asset or factory, as well as decision support systems and interfaces for end users
or specific domain users. It receives data from both the edge and the platform
tiers and sends control commands to both tiers. The enterprise tier comprises an
application domain composed byweb portals and user interfaces (e.g., ERP,MES)
for communicating with the edge and platform tiers, and a business domain that
implements the business.

Just like the three-tier architectural pattern, the three layers of the PRODUTECH-
SIF (NPS) project architecture are connected using three types of networks: prox-
imity, access, and service network. The proximity network connects the edge nodes
to the gateways through TLS and OPC UA protocols (cf. Sect. 3.5.1). The access
network connects the edge and platform tiers using TLS communication protocols.
The service network connects the platform services with enterprise services. Addi-
tionally, the OPC UA protocol is used between the various devices and the corporate
systems.

3.5 System Interoperability

In this section, the third design dimension, namely the interoperability, is addressed.
Interoperability is one of the fundamental characteristics of IIoT/I4.0 projects; and
it is a common fact that many challenges in these projects relate to technical and
semantic interoperability. In terms of technical interoperability, Sect. 3.5.1 addresses
communication andmessaging protocols between cloud applications, cloud services,
and industrial applications within the three R&D projects. In terms of semantic inter-
operability, Sect. 3.5.2 addresses challenges in defining a standardized industrial
vocabulary in an ontology and how this ontological model is used within an inter-
operability platform, where namely, it was only addressed in the PRODUTECH-SIF
project.
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3.5.1 Technical Interoperability

According to the new European Interoperability Framework (EIF), included within
the Interoperability Solutions for European Public Administrations (ISA2) pro-
gramme of the European Commission, the dimension of technical interoperability
covers the technical issues of linking computer systems and services [36]. In the
context of IIoT/I4.0, and concerning Internet-based services, these interactions use
a common classification in four stages, viz: (1) online services, (2) online forms,
(3) individual transactions, and (4) multiple transactions within integrated services.
These also map to a layered architecture pattern of an information system, ranging
from the presentation layer to the persistence and data layers.

The scope of our work relates to the service layer that, besides interfacing with
data and presentation layers, also interfaces with a service layer of other computer
systems and services, performing precisely the technical linking. To achieve inter-
operability among systems, technical standards facilitate the continuous exchange
of data and provide the structure for moving data across the entire domain system.
The applications that use standard languages take advantage of parsers and APIs that
provide syntactic manipulation capabilities. SOA and mediators are the commonly
used solution to ensure this linking.

The ubiquity of Internet-based technologies, based on universally open standards
and specifications, has enabled a high degree of technical interoperability. The Inter-
net is a good example, where computers and data links present data in a universally
readable format simply using protocols of the TCP/IP stack.

Requirements for a good software application design follow the advantages given
by the common quality attributes of a software system, concerning scalability, porta-
bility, separation of concerns. Objects mediators do not communicate directly with
each other but instead communicate through the mediators. This reduces the depen-
dencies between communicating objects enabling these quality attributes.

Implementations in the industrial domain of the mediator pattern are the basis of
the IIoT, which enables to achieve technical interoperability between ground floor
assets (Edge tier), and the cloud and IT infrastructure tiers (when considering an
architecture pattern from referencemodels like IIRA). IIoT promotes the supervision
of manufacturing and maintenance operations, as well as the automation of ERP
production orders and logistics activities.

Industry is also moving from verticalized organizations by functions and depart-
ments to product-oriented organizations. All this points to the need for heteroge-
neous systems to communicate with each other. In addition, due to the technological
advances, the systems are located in different places from edge to the cloud. Based
on architectural decisions (Sect. 3.4), geographically distributed components or sys-
tems face the interoperability challenges in order for the processes to run properly. It
should also be considered whether a system will communicate with another system
at the same level or at a different level (e.g., same or different levels of ISA-95).
The technological implementation of this kind of challenges in IIoT/I4.0 has been
through digitization of processes and resources (i.e., digital twins), “cloudization”
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of architectures, adoption of SOA/microservices and development of APIs, so that
services are able to outsource functionality whenever requested by communicating
through appropriate protocols.

Messaging between systems is via the implementation approach for the technical
interoperability. In order to implement such messaging mechanisms, adopting rele-
vant patterns is useful for supporting proper design decisions. In this case, enterprise
integration patterns (EIP) [37] focus on implementing integration solutions based
on messaging components e.g., message channels, message construction, routing,
and endpoints. In terms of implementing these patterns, some middleware software
products do exist in the market, thus assuring patterns adoption.

Three of the most common and industry favorite standards for IIoT at the appli-
cation layer are the following:

• ISO/IEC PRF 20922 standard—commonly known asMessageQueuing Telemetry
Transport (MQTT)

• ISO/IEC 19464 standard—generally known as Advanced Message Queuing Pro-
tocol (AMQP)

• IETFRFC 7540 standard—widely known asHypertext Transfer Protocol (HTTP).

These three protocols help to cover the device management for the business
processes landscape. What differentiates between them are the quality attributes,
which influence their own applicability in use case scenarios, or qualify restric-
tions on the elicitation of systems requirements. AMQP and MQTT have a pub-
lisher/subscriber architecture running over TCP, with a small message size and with
reduced response time. MQTT offers low communication overheads and power con-
sumption (lightweight protocol), and makes a good fit for simple push messaging
scenarios. AMQP is designed for reliability and ismore oriented tomessaging. HTTP
has a client/server architecture that runs over TCP/UDP protocols, enabling large
message sizes, with a one-to-one data distribution and comparative higher response
time.

IMP_4.0 Project

In the IMP_4.0 project, it was necessary for the process in the cloud environment to
work in the same way as in the factory shop floor. Services in the ERP (Sect. 3.4)
were required to communicate with the factory shop floor, which had to perform
required tasks and ensure the state of the process to be digitized at the level of cloud
layer representation. In this sense, microservices must use APIs of the manufac-
turing systems at the factory shop floor, as well as the services themselves must
provide APIs capable of receiving results from the factory floor. The scenario for
this project was defined such that the information of a production order would serve
as input to systems that design and specify the manufacturing operations. The project
included analysis of the data structure used by the system for manipulating the cut-
ting processes, the identification of the respective mappings for the information of
the production orders, analysis of the manufacturer’s APIs and subsequent specifica-
tion and development of the information communication services. Technologically,
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it refers to the invocation of services responsible for registering (in the manufactur-
ing systems) the necessary information implementing the required API methods, as
well as installing the middleware responsible for the communication of the service
with the manufacturer system. In summary, the implementation of technical inter-
operability came to perceive: (1) the data structures of the systems to be integrated,
(2) the ways to get information into the APIs, and (3) the adoption of AMQP as the
most appropriated standard protocol for this mission in a publish/subscribe pattern.

UH4SP Project

In the UH4SP project, a set of microservices (Sect. 3.4) were developed at the cloud
services layer. For themiddleware layer, anAPI gatewaywas installed to offer a single
point of entry for a defined group of microservices, as well as the management of
service endpoints of each registered factory. On the side of the industrial units, a
communication process (via middleware located at the edges) was responsible for
synchronizing the factory data and the respective digital twin. Technologically, the
architecture included a set of microservices communicating with each other using
RESTfull API, using the HTTP protocol, and usingMQTT publish/subscribe pattern
for synchronizing device measurements to be consumed by a business presentation
layer.

PRODUTECH-SIF Project

In the PRODUTECH-SIF (NPS) project, the main concern was to measure the asset
efficiency (AE) of a computerized numerical control (CNC) equipment, using a prod-
uct life-cycle digital thread and digital twin. The platformwas called NPS (following
the NPS project of the PRODUTECH-SIF program). For the management of system,
devices, and actuators, an infrastructure based on an open source IIoT platform was
deployed and configured. Messaging between the platform and the system, devices,
and actuators used MQTT protocol. The NPS platform was used as a middleware
layer between ERPs, MES and actuator devices, providing APIs that allow the sys-
tems to query the NPS platform. TheNPS platform thus included anAPI for allowing
software services to query the ontology and retrieving the outcome using RESTfull
HTTP web services (cf. Sect. 3.5.2). The APIs used SPARQL queries to assure
semantic interoperability between the systems (cf. Sect. 3.5.2), based on the OWL
ontology aggregating ISA-95 and STEP (AP-203, AP-214), so it could generate
STEP domain instructions to the asset machine, but also to promote interoperability
between heterogeneous MES and ERP systems using ISA-95. As proof of concept,
stress tests of the cluster were performed, which registered an average response time
of 73 ms for a total of 300 simultaneous devices, publishing one value per second for
each. This allowed digital twin build using near real-time data, enabling a physical
system to perform real-time optimization if needed.
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3.5.2 Semantic Interoperability

The semantic interoperability ensures the information sharing between services to
keep the semantics flow. This concept within the IIoT setting arose from the fast
increasing of entities within the smart manufacturing ecosystems. As stated by NIST
SM [5], the smart manufacturing ecosystem ranges from product lifecycle, produc-
tion process, and supply chain and results in amanufacturing pyramid toward vertical
integration of manufacturing systems within the factory. Additionally, the horizon-
tal integration and the end to end processes promoted by smart manufacturing and
IIoT result in more entities to be included and integrated within this ecosystem.
Here, integrated processes face interoperability obstacles due to lack of a unified
terminology.

Despite the standardization efforts of several entities like OMG, OASIS, W3C,
WfMC, ASC X12, UN/CEFACT, APICS and MESA, such broad ecosystem makes
the standardization tasks very difficult due to the plethora of existing, but still grow-
ing, concepts. Some studies propose frameworks where the standards are interrelated
with each other [5, 38]. However, companies are not able to implement interoper-
ability with third-party entities if they do not properly address interoperability at the
semantic level.

Addressing the semantic issue requires defining common taxonomies that are
technologically addressed by defining ontologies. The ontologies can be seen as an
abstraction of the data models in the context of a database. However, ontologies
allow abstraction of knowledge about entities, their attributes, and their relation-
ships, making it possible to model the domain independently of the data structure.
Ontologies describe a domain at the “semantic” level as the databasemodels describe
the domain at the “real” level. Having a description at the semantic level, ontologies
allow communication between different data sources. So, ontologies are used for
various purposes such as defining a common vocabulary on the domain of inter-
est to permit sharing of knowledge between different entities; enabling the reuse of
the knowledge domain or providing people with an easy understanding of different
domains.

A possible approach to address semantic interoperability [5] is to use an ontology
as a conceptual layer for a more meaningful description of the database, providing a
simpler and more efficient form of query. The ontology-based data access (OBDA)
framework [39] is composed of the ontology that describes the domain: the database
that stores the application data and the mapping responsible for the communication
between the conceptual layer and the data layer. In the IIoT context, many current
scenarios present large amounts of data available in various formats.

As previously stated in Sect. 3.2, only the PRODUTECH-SIF (NPS) project has
addressed semantic interoperability. Thus, projects IMP_4.0 and UH4SP are not
discussed in this section.
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PRODUTECH-SIF Project

The PRODUTECH-SIF (NPS) project intends to use ontology descriptions based on
STEP, namely the application protocol (AP) 238—STEP-NC [40], which allows han-
dling of information regarding the production processes. The STEP-NC allows the
modeling of necessary information about the products to be exchanged between com-
puter aided design (CAD), computer aided engineering analysis (CAE), computer
aided manufacturing (CAM) and computerized numerical control (CNC) systems.
So far, the provided ontology only implemented AP-214 and AP-203 standards,
covering the geometric data of the products (CAD). Having a CAD file in STEP
(AP-203 or AP-214 formats), the whole file is parsed and all instances declared in it
are replicated as individuals and properties in the ontology.

Enterprises need to maintain a huge amount of legacy ERP, MES, and SCADA
systems, with data in different formats (DBMS, XML, text files, etc.). The new
data and new formats have to coexist with the old ones. In the PRODUTECH-SIF
(NPS) scenario, the data is provided by the data model from ERP/MES, contain-
ing the business planning, logistics, and the manufacturing operations management,
and CAD/CAM software with the manufacturing process management (MPM) data.
Hence, the project required addressing how to integrate manufacturing process man-
agement expertise in the design and industrialization process for mechanical parts
with the ERP logistic chain and manufacturing supervision process.

While interoperability between design and simulation phases of an industrial-
ization process is currently addressed by STEP, interoperability between CAM and
CNC and ERP/MES has been little addressed. Additionally, main solutions still
remain proprietary. Semantic interoperability in the PRODUTECH-SIF project was
addressed by OBDA architecture embedded in the IT infrastructure tier, accessible
to query ERP/MES data sources (SQL Server or non-RDBMS relational databases,
e.g., Excel, CSV, XML, etc.) without the specific knowledge of how they were stored
in their sources.

The ontology development within the PRODUTECH-SIF (NPS) project was
based on ISA-95 and ISO10303 in order to define a vocabulary compliant with indus-
try standards. ISA-95 was used for the concepts relating to interoperability between
ERP (level 4), MES (level 3), and the shop floor systems (levels 2 and 1). The ISO
10303, informally known as STEP (Standard for Exchange of Product Data), covers
a wide range of products (electronic, electromechanical, mechanical) and stages of
product development (design, analysis, manufacturing).

The true interest of having a “replica” of the STEP file in an ontology is that
information can be manipulated. For instance, a lot of information is present in a
CAD file that can be useful to fill fields, for either theMES or ERP. Such information
can be captured into the ontology. Hence, CAD files that use simple language can
be transformed into ontology elements.

The first step in constructing an ontology is to define which concepts the ontology
must describe. These concepts are part of the vocabulary used in the domain. In
this scenario, we built into the ontology, the STEP vocabulary (AP-203, AP-214)
to include the information for CAD, and the ISA-95 vocabulary for dealing with
interoperability requirements and process control systems.
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Besides developing an approach for defining an ontology for IIoT/I4.0 settings
based on ISO 10303 and ISA-95, the project also aimed at developing a semantic
interoperability platform for allowing different systems to interoperate based on the
developed ontology. For addressing the semantic interoperability, the NPS platform
used an open source framework for OBDA-based querying of the ontology, namely
by allowing SPARQL queries to virtual RDF graphs defined by RDBMS.

TheNPS platformwas usedwithin the scenarios enabled by a software component
that used JavaAPI from theopen source framework.The software component allowed
users accessing an OWL file relating to the ontology and another file relating to the
mappings between SQL and RDF. Thus, any input data from users using SPARQL
allowed querying an ontology compliant with the ISA-95 or STEP domains, and
collecting the corresponding data from the MES and ERP RDBMS. This data was
used in the PRODUTECH-SIF (NPS) project to instantiate a STEP-NC file template
data source and use it within the vertical integration processes performed in the NPS
platform (cf. Sect. 3.5.1), namely betweenMES and ERP systems and the shop floor.

Thus, the NPS platform was successfully implemented in a specific semantic
interoperability scenario. The concept was proofed within design and manufacturing
processes from planning logistic chain and manufacturing supervision process.

3.6 Conclusions

Requirements elicitation, architecture design and system interoperability are impor-
tant dimensions of IIoT-based systems. For the requirements elicitation, the main
challenge is to find the appropriate methodologies for characterizing business pro-
cesses, information requirements, and hardware and software components that com-
pose the overall ecosystem. Through experience, we have identified two alterna-
tives for requirements elicitation in relation to the three R&D projects viz: IMP_4.0,
UH4SP, and PRODUTECH-SIF.On the one hand, the specification ofUMLuse cases
has been applied to the IMP_4.0 project resulting in a set of low-level (also called
leaf) use cases related to the ERP’s modules and to the integration with cloud infras-
tructures. On the other hand, the UH4SP and PRODUTECH-SIF projects shared the
same objective of building systems that replace and/or collaborate with existent ones.
In this situation, the requirements elicitation task encompassed the definition of a set
of scenarios representing key processes in a “to-be” setting. Reference models, such
as the NIST CCRA and fog reference models were also used as inputs for cloud and
fog computing scenarios specification within the UH4SP project.

The role of an architecture designer is to model high-level design that satisfies
previously identified requirements and gives guidance for application design and
development. The system architecture should identify the system’s key structural
elements and their relationships. For this reason, as we have already pointed out, it is
necessary that the architectural design is performed first at a conceptual level at which
point core designdecisionsmust bemade.The architecture designwithin the IMP_4.0
project was based on the functional decomposition of requirements (using UML use
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cases), whereas the 4SRSmethod was used to derive a logical architecture composed
by the UML components that trace back to each functionality. The same approach
was applied to the UH4SP project, for which a set of use cases were accordingly
specified. Both exerciseswere the basis for generatingmicroservices-oriented logical
architectures using SoaML service participants, capabilities, service architecture,
and service interfaces diagrams. On the other hand, within the PRODUCTECH-
SIF project, the development team defined a high-level architecture compliant to
the elicited project scenario. Considering the characteristics of the scenario settings,
which integrated decisions on location of legacy system components, the project
used the three-tier architecture pattern for guiding the architecture design compliant
with IIRA and RAMI 4.0 architectures.

In this chapter, the design dimension for technical interoperability was also
addressed in the aforementioned three projects. Technical interoperability require-
ments were derived mainly from the need for integrating loosely coupled microser-
vices at different tiers of the architecture. RESTfull APIs, using the HTTP protocol,
and MQTT/AMQP publish/subscribe middleware have been adopted to allow com-
munication between the relevant services.

Semantic interoperability (that is the ability of interacting systems to interpret the
exchanged data to produce the required results) was addressed in the PRODUTECH-
SIF project. Semantic interoperability requirements were derived mainly from the
need of exchanging data between legacy components with different data models. For
that, the project team developed an approach for defining an ontology for IIoT/I4.0
settings based on ISO 10303 and ISA-95 and a semantic interoperability platform
for allowing different systems to interoperate based on the developed ontology.
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Chapter 4
Internet of Measurement Things: Toward
an Architectural Framework
for the Calibration Industry

Mahdi Saeedi Nikoo, M. Cagri Kaya, Michael L. Schwartz
and Halit Oguztuzun

Abstract Many improvements have been realized in various domains,whether com-
mercial or societal, through the use of the Internet of Things (IoT) vision, since the
introduction of the IoT concept some two decades ago. Nowadays, the benefits that
IoT technologies promise are becoming highly attractive for the industrial domain,
in particular. There is no doubt that manufacturing of products, processing of big
data produced in the production phases and gathering of customer behavior profiles,
increases the efficiency of production, reduces the time to market and decreases the
operational costs. This newapproach that uses IoTbased smart devices and intelligent
sensors is called the Industrial Internet of Things (IIoT). Major global companies
from various sectors such as manufacturing, automotive, mining and aviation are
all taking advantage of the IIoT paradigm. The related technologies also provide
limitless opportunities for the calibration industry. In turn, the world of IIoT needs
to be provided with accurate and timely calibration information to increase the effi-
ciency of processes. Having many sensitive measurement devices from customers
to be calibrated by certified experts calls for networked and automated solutions.
This chapter proposes an IIoT-based solution that could evolve into an architectural
framework for the calibration industry.
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4.1 Introduction

We are experiencing a new industrial revolution, sometimes referred to as Industry
4.0. By exploiting the benefits of the Internet of Things (IoT), big data, machine
learning and cloud computing technologies in the industry, efficiency in production
is achieved andmanufacturing processes are improved [1]. This emerging approach is
called the Industrial Internet of Things (IIoT). Its usage spreads to different domains
wherever connecteddevices are used.Thus, it gives a lead to connected infrastructures
to support innovative services [2]. Considering these characteristics of IIoT and
related technologies, they appear promising for solving the issues in the area of
calibration.

Calibration contains test and measurement devices that are manufactured with
known specifications. They can lose their accuracy because of several reasons includ-
ing: aging, heat, corrosion, accidental damage and so on. Furthermore, errors can be
propagated to products tested with these devices. This can result in wrong decisions
made, such as falsely accepting a substandard unit and mismatched parts. To ensure
these devices continue functioning properly, their measurement accuracy must be
verified regularly. Without proper calibration of measurement devices and without
proper dissemination of calibration information, industrial automation simply could
not work, since calibration is crucial for nearly all industrial applications areas.

There is a broad array of calibration disciplines such as electrical, life science and
physical [3]. The focus of this chapter is on electrical devices. Electronic test equip-
ment provides a communication interface [4] through which calibration automation
can be done. Despite the fact that a big portion of calibration in industry is done man-
ually, there have been advances in automation solutions. National Instruments (NI)
LabVIEW [5] and Keysight VEE (visual engineering environment) [6] are two of
the widely known examples of modern test and measurement automation platforms.
They provide calibration engineers with integrated environments for developing cal-
ibration automation systems. However, these software applications typically work
with local configurations of equipment at a lab setting and have less emphasis on
distributed environments.

An example of a distributed automation platform for calibration automation sys-
tems is Metrology.NET® [7, 8]. This platform allows for running more than one cal-
ibration job on a single test agent. It also allows for running automation on several
test agents simultaneously. The system architecture allows for distributed calibra-
tion automation management. It can be used locally in a single lab to network all
the UUTs and reference equipment in the lab or it can be used across several labs
where the system can manage and monitor all the units available in these labs. It
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also presents a separation of concerns approach for storing test data points in a data
structure separate from test procedures.

The area of calibration involves several entities. There are industrial units, equip-
ment manufacturers, calibration labs, accreditation bodies (AB) and calibration soft-
ware companies. There are also working groups that deal with calibration data in
various ways either by producing or by using such data. Usually, each of these units
use their own data format which results in incompatibilities in data transfers between
them.Measurement information infrastructure (MII) initiative is one of the few active
research groups inmetrology that aims at standardizing these data types so that all the
domain stakeholders use a common language of communication. Developed applica-
tions compatible with MII standards are then supposed to interact with one another.
The main objective of the IoT is to provide inter-connectivity among the network
of connected things, which leads to smarter environments. Similarly, our aim in this
work is to present a framework for the application of IoT in the calibration domain.
The framework is aimed to get its power through the MII.

In this chapter, we introduce the notion of “Internet of Measurement Things
(IoMT)” that is inspired by theMII initiative andour experiencewithMetrology.NET,
anMII-aware automationplatform.We showhow this idea canbe realizedbyutilizing
a layered IIoT architecture that separates physical equipment, cloud-based services
and applications. The idea is elaborated with two proofs of concept case studies: a
test point editor and a scope of accreditation editor.

In the rest of the chapter, a brief background information about IIoT alongwith the
required background for Metrology and specifically the area of calibration including
its key concepts is provided. The following section explains the shortage of automated
solutions for calibration and discusses the advantages of IIoT in problem description.
Related works that comprise some solutions are introduced in the same section.
Metrology.NET and MII, main inspirational works for this chapter, are explained
in later sections. Then, an IIoT based solution for automation and standardisation
of calibration, IoMT, is elucidated through the proposed architecture. Remaining
sections of the chapter provide a discussion that evaluates the suggested solution and
sets some open problems and present conclusion from our study.

4.2 Background

In this section, a brief background of the IIoT is given. Also, the required background
for the area of calibration and its terminology is provided.

4.2.1 Industrial Internet of Things (IIoT)

IIoT can be described as a digital environment that provides benefits of connected
machines in a broad set of industrial sectors to improve productivity and reduce
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time to market and costs. With respect to the Internet and the IoT, IIoT is the latest
and newly emerging paradigm. Although the IoT concept and its potential have been
widely known, it took some time to effectively use it in the industry. This was because
of the uncertainties of how this noveltywould affect the businessmodels, value chain,
workforces, productivity and products [1]. However, the advantages of using new
technologies such as big data management, cloud storages and advanced machine
learning techniques in the industrial context were well recognized. Some of these
advantages are increased productivity, short development periods, easily developed
customized products and resource efficiency [9]. Cutler [10] argues that IoT can help
increase efficiency in manufacturing for many aspects including productivity, asset
health, profitability, quality and safety. This branch of IIoT can be called the Internet
of Manufacturing Things (IoMT).

The terms IIoT and industry 4.0 (or I4.0) are sometimes used interchangeably.
Beyond the geographical effect on their usage, industry 4.0 is more common in
German-speaking countries, where they have alternative meanings by indicating
different focuses. Industry 4.0 is a term that is more relevant to manufacturing while
IIoT is related to a wider set of concepts such as manufacturing, agriculture, health
care, transportation, logistics, aviation and many more [1]. Further differences are
on stakeholders, geographical focus, and representation [11]. Also, IIoT is about a
technology movement whereas Industry 4.0 is more about economic concerns [12].

4.2.2 Metrology and Calibration

Metrology, originating from Greek, means the science of measurement. The Inter-
national Bureau for Weights and Measures (BIPM) defines metrology as “the sci-
ence of measurement, embracing both experimental and theoretical determinations
at any level of uncertainty in any field of science and technology” [13]. Although
it is a wide area, its main activities are defining internationally accepted units of
measurement, to realise these units of measurements practically, and to apply trace-
ability chains to establish links between measurements and reference standards.
These concepts correspond to three main fields of metrology: scientific metrology,
applied/technical/industrial metrology and legal metrology.

Calibration is a part of metrology. It refers to the accuracy and quality of mea-
surements made on a particular application area using some equipment. Over time,
there may be drifts in the measurement results for various reasons, such as some
external factors or misuse. So, the devices must be calibrated at regular intervals to
ensure they remain accurate and reliable for repeatable measurements within their
lifetime. There is a margin of error in each measurement which is called “measure-
ment uncertainty”. The purpose of the calibration is to minimize this uncertainty and
to ensure that it is at an acceptable level.

Calibration ensures that systems and relevant devices are operational and reliable.
Most calibration processes are carried out behind the scenes, generally without users
being aware. For example, for the industries in daily life (e.g. telecommunications)
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and mission-critical systems (e.g. flight safety and nuclear power plants), calibration
is done regularly both for production and maintenance of the systems [13].

Calibration is critical for every domain that has a need for measurement. The
confidence of the monitored and recorded data is ensured through calibration. The
calibration is done by comparing the reading of equipment (or a system) with another
more accurate equipment (or a system) that has been calibrated by even more accu-
rate equipment. Also, the reference equipment itself must be directly traceable to
equipment that is calibrated, based on the national standards.

Calibration is performed to determinewhether there is an error on the device under
test (DUT) or to verify the accuracy of the measured value. For example, calibration
of a DUT thermometer can be done by measuring the temperature of the water when
it is at the known boiling point. In this way, the error rate of the thermometer can be
checked visually. However, determining the exact moment of the boiling point by
only observing can be imprecise because it can change based on barometric pressure
and purity of the water. Instead, a more accurate result can be obtained by placing
a pre-calibrated reference thermometer in the water. The next step of the calibration
process is to adjust the DUT to reduce the measurement error if there is a need [14].

4.2.3 Calibration Domain Terminology

Calibration has its specific terminology used by the scientific community and the
industry [13, 15]. Here we give definitions for the related calibration concepts used
in this work.

Performance Test

Every piece of equipment is expected to perform some specific tasks with an accept-
able accuracy, based on the specified functionality specifications from its manufac-
turer. Electronic test equipment is accompanied with test manuals in which man-
ufacturers provide detailed explanations on performance tests that are supposed to
be performed during calibration of the equipment. These manuals provide instru-
ment setting parameter values along with the actions to be taken step by step by the
calibrator.

Test Point

Calibrationmostly consists of a repeating set of steps or cycles for a set of parameters
with different values for the instruments in that specific test setup. These values for
parameters are provided in the test manual of the equipment. A test point refers to
one of the mentioned cycles. In other words, at a specific test point, the calibrator
sets a set of known parameters for the involved equipment to get a value by doing
some measurement. The measured value then specifies if the test passes or fails at
that specific test point.
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Measurement Uncertainty

Every measurement is subject to some uncertainty. It is a non-negative parameter
that characterizes the dispersion of the values regarding a measured quantity. A
measurement result is considered complete if it is accompanied by a statement of its
associated uncertainty. There can be different sources for measurement uncertainty.
It can come from the measuring instrument, from the item being measured, from the
operator, from the environment, and from other sources. Some statistical analysis
of a set of measurements and other types of information about the measurement
process are used to estimate these uncertainties. There are known rules used to reach
an overall estimate for uncertainty using these pieces of information. Factors such
as careful calculation, traceable calibration, good record keeping, and checking can
decrease measurement uncertainties [16, 17].

Testing Terminal

One way to perform calibration of electronic test equipment is through automation
software. This normally takes place at calibration lab settings. The automation soft-
ware operates in a computing machine that is physically connected to test equipment
that is part of the test setup. The machine responsible for this is called a testing
terminal.

Test Setup

In order to calibrate a unit under test (UUT), we need to test it against a corresponding
standard or reference equipment which we trust its functional accuracy. Depending
on the UUT being calibrated, wemay need one ormore than one standard equipment.
All the equipment and their physical connections to operate a specific performance
test of a UUT form the test setup for that specific test. Calibration manuals provide
detailed explanations on how to configure a test setup. The configuration in Fig. 4.1
shows a sample test setup with Keysight PSA and PSG reference equipment with a
DUT.

Device/Unit Under Test

The terms device under test (DUT) and unit under test (UUT) are interchangeable
and used to refer to the equipment on which calibration task is to be performed.
Figure 4.1 shows the DUT as a box.

Standard Equipment

Standard or reference equipment is a piece of equipment that is functioning within
acceptable limits. In other words, it is the equipment that we are sure of its functional
accuracy. Reference equipment is used against device units we want to test (UUT)
their functionality. For example, if we had a signal generator as UUT and we want to
test it to see if it outputs correct signals, we would need a reference signal analyzer
that would read the generated signal. If the read value is the same or close enough to
the one generated by the signal generator, we could say that our UUT is functioning
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Fig. 4.1 A sample test setup with Keysight PSA and PSG reference equipment with DUT

properly; otherwise, we would need to adjust the signal generator to make it work
properly.

GPIB/IEEE-488

IEEE-488 is a digital communication bus specification. The Institute of Electrical
and Electronic Engineers (IEEE) gave 488 specification number and consequently,
it is sometimes referred to as IEEE-488 bus. The bus was originally named as HP-IB
(Hewlett-Packard Interface Bus) as it was first introduced by HP for controlling their
test equipment. Later, the test equipment arm of HP separated from the company
and adopted the name Agilent. The name changed to GPIB later which is now most
commonly used to refer to the bus. GPIB is the standard bus that is mostly used in
calibration labs for communication between instruments. With GPIB, it is possible
to connect multiple instruments to a single connector [4].

SCPI/IEEE-488.2

Standard commands for programmable instruments (SCPI), which are mostly pro-
nounced as “skippy,” is standard that defines syntax and commands to be used in con-
trolling programmable test and measurement devices. It was defined in IEEE-488.2
specifications and originally intended to provide a common language of communica-
tion with electronic equipment, but later different equipment manufacturers started
to customize parts of it. It is still the dominant language used for programming and
communicating with such instruments [18, 19].

Types of calibration

There are two typical ways for calibration: manual and automated. The manual way
is the traditional way of calibration, which is tedious, error-prone, energy consuming
and thus costly in most of the time. The same task could be done through automation
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software if the equipment supports data communication with computing machines.
Almost all electronic test equipment support such data communication mechanism.

There are several software systems available in the market to be used to perform
testing and calibration for testing equipment. Some of these software systems such
as Keysight N7800 Software TME [20] are automation systems to be used in the labs
directly by technicians to run the preloaded tests on equipment while others such
as Keysight VEE [6] and NI LabVIEW [5] allow domain experts to write and add
their own test modules. These tools all have their own positives and limitations but
the main downside that they all have in common is the difficulty of developing test
scripts for technicians and even experts in the domainwhodonot have a programming
background.

Scope of Accreditation

The scope of accreditation (SoA) of a calibration lab is the official and detailed
statement of the activities for which the laboratory is accredited. The formulation
and assessment of the SoA encompass the main part of the accreditation process.
The AB, with a degree of confidence, ensures that the laboratory qualifies for the
services stated in the scope [21]. SoA serves two purposes:

• To define the specific activities of a labwhich are covered by the lab’s accreditation
• To provide the users of the accredited lab with a clear statement of the specific
calibrations represented by the accreditation.

A laboratory’s SoA is a key element of ISO/IEC 17025 [22] accreditation and an
important asset to its customers. ISO/IEC 17025 is the main international standard
used by testing and calibration labs.

4.3 Problem Definition and Related Work

The requirement of standards and protocols, networked, and atomised applications
in the calibration industry is explained in this section. Related works that have partial
solutions or suggestions towards an integrated solution are also mentioned.

4.3.1 Problem Definition

Metrology, similar to many other domains, deals with a huge amount of data. There
are several national institutes such as ABs, e.g., NIST (National Institute of Stan-
dards and Technology), enterprise entities such as equipment manufacturers, e.g.,
Keysight, calibration labs, and customers who use or produce metrology data every
day. This data includes equipment specifications, measurement data, calibration lab
scopes, calibration reports, and certificates. If the power of this data was harnessed
appropriately, all these entities would benefit from the results.
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As a result of the industrial revolution taking place in the twenty-first century,
many industries are adopting several technologies such as IoT, big data, machine
learning, and cloud computing. These technologies improve their business perfor-
mance, thus reducing the overall cost of their business.Metrology needs to be adapted
to such new technologies. In order to take advantage of these technologies, there is
a need for standards to be introduced to the domain.

There is a need for solutions to apply these standards and provide an architecture to
encompass all metrology data in a comprehensive way to be used by all shareholders.
Our work presents such an architecture.

4.3.2 Related Works

The studies that combine metrology with the concepts of IoT have started fairly
recently. One of them is conducted by Lazzari et al. [23] that discusses the term
“smart metrology.” They point out that the big data collected in the industry cannot
be meaningful if it is unreliable. At this point, metrology comes into play. Smart
metrology is a new interpretation of metrology based on reliability. With the help
of smart metrology, the calibration interval can be re-evaluated instead of regular
calibrations enforced by law. Although useful notions and ideas are presented in this
study, a particular solution is not proposed.

Daponte et al. present measurement applications based on IoT in a survey [24].
They classify the related work in the domains of intelligent transportation systems,
smart and connected health, smart energy, smart environment, smart building, and
smart factory.

Monnier discusses smart grid solutions in a white paper [25]. Although the study
is not directly related to the calibration industry, it combines smart meters with IoT.
In the study, the smart grid connection approaches in the literature are discussed.
Then, the solutions of the author’s company to provide smarter and more connected
smart grids are presented.

Angrisani et al. propose a platform based on LabVIEW for remote programming
of automatic test equipment [26]. Especially when training technicians, it may not
be possible to have all the necessary devices in the same lab. In such a case, it is
important that a lab with the necessary devices share its resources with the other labs.
This platform allows connecting to a device remotely and programming it.

Other related works were carried out in different industries. Masetti et al. use IoT-
based measurement devices to monitor the wine fermentation process [27]. Tessaro
et al. present a synchronization protocol with an online clock calibration method for
wireless sensor networks [28]. D’Emilia et al. present a procedure for analysis of the
variability causes affecting the control flow and use a mechatronic system as a case
study [29]. Addabbo et al. use an IoT framework for monitoring chemical emissions
in industrial plants [30]. In their work, measurement devices are used to determine
the toxic gas levels.
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4.4 Metrology.NET

The Metrology.NET automated calibration system [8] is a distributed platform for
the testing and calibration process. It presents a modular approach for data manage-
ment and metrology automation. It is designed to be a system of systems to bridge
the gap between various types of metrology software applications currently used at
calibration labs. The system follows the Lego® analogy, in which the whole system is
decomposed into smaller system blocks, with a connector layer between Legos. The
connector layer is supposed to join together each block of the system, which allows
users to configure and build up the total solution by putting together the smaller block
pieces.

Figure 4.2 depicts an overview of the Metrology.NET system and its components
with the interactions among them. Metrology engineer is the one who is in charge of
the server side. Testing terminal (agent) is the computer system that has direct phys-
ical interaction with UUT and standard equipment and runs the calibration process.
In this example, the agent and the equipment are all connected to one another via the
GPIB bus that is the most commonly used communication port for this purpose in
the calibration industry.

Fig. 4.2 An overview of the Metrology.NET system
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The Metrology.NET platform follows a client-server architectural model. The
application service of the platform is hosted by the server side. Each testing work-
station is configured as a calibration agent. Technicians use either the local agents or
remotely use application services to interact with the calibration process.

The server side of the platform can be physically placed in any location. Itmight be
located locally inside a lab setting to connect to the local agents in the lab andmanage
their calibration tasks. Testing agents act like worker bees that do the calibration
process in a collaborative way, which are all controlled through the central local
server. Another option is to have a remote server for the same purpose. The remote
server can have its own obvious advantages if there are no concerns related to the
distance, security or other issues. The aim of the server is to hold all data related
to calibration in a centralized database and provide centralized monitoring of the
data and processes, which can also be used to have shared jobs and communication
among different labs. Another option for the server is to deploy the server on to the
cloud, which would be similar to the remote server option and also take advantage
of the cloud services.

Metrology.NET seeks separation of concerns in terms of how it handles calibra-
tion data and processes. From a calibration technician perspective, a calibration job
consists of a set of test points related to specific equipment. From an abstract point
of view, a calibration task is the process of collecting results of a specific set of
test points. Once test results are collected for all test points, calibration job can be
considered complete and the system can review the collected data and certify the
instrument.

Fully automated calibration increases repeatability, productivity, and accuracy in
calibration labs. The aim is to provide users a high level of flexibility in the automation
process. In the system, every calibration task consists of smaller reusable testmodules
which are developed to test specific functionalities of a UUT using specified standard
equipment configuration. Subsets of test points are passed to different test modules
to accomplish the automation. Each test module collects measurement results for the
set of test points it receives and sends back the results up to the application server.

4.5 Measurement Information Infrastructure

Standards are an important part of metrology. These are measurement standards,
normative standards, standard measurement practices, etc. to achieve trustworthy
quality results. To remain competitive, similar to other industries, metrology requires
automation and standardized interoperability to gain and improve that quality at lower
costs. There is a long history of automated calibration software and the more recent
laboratory management software. However, metrology covers more than calibra-
tion and workload management: Consider documentation, conformance testing, risk
analysis, uncertainty analysis, service procurement, accreditation, inter-laboratory
comparisons and proficiency tests, product inspections, specification use and devel-
opment, etc. Here are some relevant questions:
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• How many tasks have we standardized and automated and how many consume
resources at every repetition?

• Why do we still maintain paper calibration certificates or their soft copies as PDF
files and do manual search in accreditation scopes?

• Why don’t our certificates contain full traceability chains?

Consider a set of normative standards that define data structures, taxonomies,
service protocols and security for locating, communicating, and sharing measure-
ment information. Such data standardization and protocols would eliminate ambi-
guity from human-readable documents, streamline many tedious and error-prone
tasks, provoke new service opportunities and value streams, improve traceability,
and enhance measurement quality throughout the measurement economy. Some of
the benefits we would get include:

• No more tediously searching for the right instruments and service vendors
• No more manually writing, sending, interpreting documents
• No more transcribing, entering and updating information
• Our computers do it all unambiguously and automatically.

There have been different attempts and proposals on data standardization and pro-
tocols for measurement information. One of the first efforts was by the German Engi-
neering Society (VDI) in 2006. In their document (in translation), “Format for Data
Exchange inManagement ofMeasuring and Test Equipment—Definition of Calibra-
tion Data Exchange-Format (CDE-Format)”, they proposed a data exchange format
for calibration domain. It seems to focus on automated calibration procurement, test
equipment management, and calibration data transfer. The document describes an
XML data format [31]. The document has been maintained since then and was last
updated in 2012.

Fluke Calibration [32] has proposed a standard calibration data format. They
claim their work is an expansion on the work done by the VDI to be used in future
software packages to unify the industry and providemetrological data in an improved
way. In another study, Cardoso, in her master’s dissertation, proposes an information
structure for calibration certificates to make it easier for calibration labs to handle
certification activities [33]. The work also includes an implementation prototype in
XML to represent the idea.

Mark Kuster introduced the MII concept in January 2013 in the NCSLI (National
Conference of Standards Laboratories—International) Metrologist magazine in the
work titled “Toward a Measurement Information Infrastructure”, originally called
“Metrology Information Infrastructure” [34]. In June 2017,NCSLI created theMII&
Automation Committee (MII&AC) to support, develop and document the MII [35].
MII is aiming at standardizing data types in metrology. Some measurement infor-
mation that can be structured includes:

• The scope of capability (SoC) or the scope of accreditation (SoA),
• Instrument spec sheets,
• Calibration and testing certificates.



4 Internet of Measurement Things: Toward an Architectural … 93

It is important to note that the MII itself encompasses only open standards and
infrastructure. It is the MII-aware software that brings metrology into the modern
world that airline, banking, investment, online retail, and B2B industries already
benefit from. It would seriously affect any business if its organization’smeasurement,
analysis, andmanagement computing systems communicated thisMII languagewith
other worldwide measurement-related systems. Following are part of the MII vision
[35]:

• Create a globally standardized infrastructure for creating, locating, communicat-
ing, and processing measurement information.

• Replace manually processed documents with unambiguous machine-readable
data.

• Augment static web sites with smart web services.
• Open new automation horizons and empower developers to take measurement-
related software to whole new levels.

• Lower the information barriers between testing & calibration labs, instrument
manufacturers, vendors, ABs, and measurement consumers.

Figure 4.3 shows the measurement information flow among some of the major
metrology entities. The middle layer shows the different types of metrology data that
are shared among entities. The arrows represent the flow direction of the informa-
tion. For example, instrument specs are provided by manufacturers to measurement
consumers.

A great amount of progress has been made towards the goals of MII. Here we
mention some examples. AnMII SoA format was created and a search tool for it was
developed. A measurement taxonomy standard is also presented by the MII group.
Measurement taxonomy allows metrology systems to talk to each other. The taxon-

Fig. 4.3 Small excerpt from a vast network of metrology information flow
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omy aims to categorize all possible measurements in different units in a hierarchical
format, e.g., Source.Volts.Sinusoidal and Source.Volts.DC.

The measurement taxonomy can be applied by different MII-aware software sys-
tems such as calibration automation systems, SoA editors, and calibration lab search
engines (such as Qualer search engine [36]).

4.6 Internet of Measurement Things (IoMT)

This section proposes a conceptual model to combine the MII and new-generation
metrology software ideas with IoT. For this purpose, a layered architecture approach
is adopted that contains the physical layer, theMII cloud services layer and the appli-
cation layer. The proposed architecture is depicted in Fig. 4.4.

This model is derived from the reference architecture for IIoT proposed by Indus-
trial Internet Consortium (IIC) [37], which puts forth a three-tiered architecture viz:
the edge tier, the platform tier, and the enterprise tier. The edge tier is where the data
collection occurs. The collected data is organized and analyzed in the platform tier

Fig. 4.4 Proposed architecture for IoMT
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where services are provided. The enterprise tier is where the applications reside. In
some sense, a similar architecture is used by Wan et al. [38] for software-defined
IIoT in the context of Industry 4.0. Their architecture contains three layers namely
physical, control, and application. Another similar layered model is provided in [24]
focusing on data flow point of view. There are two layers between the topmost appli-
cation layer and the lowermost physical layer; data exchange layer and information
integration layer.

Zhu et al. propose an architecture to aggregate data of a certain product which is
distributed to data nodes for the IIoT applications [39]. They use semantic technolo-
gies to handle the heterogeneity of the data produced by data nodes, such as various
manufacturers or different stages of production that the product arrives in a supply
chain. The solution proposed by the authors can be used in the calibration domain in
terms of aggregating the calibration data considering scalability and efficiency. How-
ever, in this chapter, our approach aims to decrease heterogeneity by standardizing
the data formats thus eliminating the need for an additional solution.

In Fig. 4.4, the physical layer of the model includes all physical equipment in the
domain that are data producers. The middle layer is the MII cloud services which
consists of various fine-grained services to be used by application developers of
the domain. The application layer encompasses any application developed for the
metrology domain. These applications share services from the lower layer. Double-
headed arrows between two layers indicate the flow of data.

In the calibration industry, there are various stakeholders with different connec-
tions to the domain. These are national and international metrology institutes, ABs,
equipment manufacturers, calibration labs, calibration software companies, equip-
ment end users (customers), and probably other working units. Different user types
are shown at the top of the application layer. These users can use MII services
through software tools in the application layer. The arrow directed from users to the
application layer indicates the “uses” relationship.

In designing the proposed IIoT architecture, we also got inspired by the Metrol-
ogy.NET platform design and we plan to adopt it for IIoT. The proposed architecture
and the platform are related in the following ways: The platform uses a networked
architecture that is composed of several sub-systems that serve different purposes.
The server side of the system has several services that are used by these sub-systems.
The calibration automation system, test point editor, and measurement uncertainty
calculator are examples of such sub-systems that fit into the application layer of
our proposed architecture. Test point, metrology taxonomy, and measurement uncer-
tainty calculations are examples of the services used by the platform that fit into the
service layer in the proposed architecture. The physical layer of both the platform
and the proposed architecture include equipment as a part of some test setup that
provides the measurement data.

In spite of the similarities between theMetrology.NET platform and our proposed
architecture, there are differences between the two in that the platform, with its sub-
systems, works as a single software solution. Nevertheless, the proposed architecture
in this chapter targets the whole domain of measurement and strongly aims at inter-
connectivity among different software solutions that may have commonalities or
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connections in any way. In the following sub sections, we discuss the various layers
and elements of the architecture.

4.6.1 Physical Layer

The physical layer is made up of all the physical infrastructure of the area of calibra-
tion that producesmeasurement data. The framework covers the physical constituents
at various scales and configurations. At the smallest scale, we can think of a single
calibration setup that involves UUT and reference equipment. This is the smallest
independent configuration for a calibration job. We can then scale up to a calibration
lab setting, where there might be from a few to tens of calibration setups running
tests simultaneously. A network of these tests setups would result in efficient lab
resource management compared to the independent test setups with no interaction
in-between.

In the largest scale, the physical layer encapsulates the whole domain people and
organizations. We can think of all of these connected to a network. There can be
intranets connecting the components within each of these units, with the Internet
supplying the inter-organizational connectivity.

4.6.2 MII Cloud Services

In order to encourage the different organizations in the domain to conform to the same
standards and protocols when they produce a piece of data or a software system, we
think there should be several robust working services based on the agreed standards
and protocols. These services provide all sorts of smaller solutions that can be used
in every software solution developed for the domain to create bigger solutions.

In order for these services to provide solutions for diverse applications, they should
work with MII-aware data. This means the data used by these services need to be
prepared in the formats defined byMII standards. The applications in the upper layer
that will use these services are also supposed to comply with the MII standards.

As examples of the MII cloud services, the following services can provide the
means to access the metrology data stored in the cloud to different applications on
the application layer:

• Test point service: provides access to test point data in the cloud.
• Metrology taxonomy service: provides the access to the standard metrology tax-
onomy for all different measurement types to applications using it.

• Measurement uncertainty service: provides calculations based on different types
of measurement uncertainties.

• Scope of accreditation service: provides access to calibration lab SoA data stored
in the cloud.
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• Equipment specification service: allows equipment manufacturers to enter their
equipment specifications and provides access to this data to users such as calibra-
tion labs.

• Equipment reliability service: provides reliability analysis for measurement data
stored in the cloud.

4.6.3 Application Layer

Application layer constitutes all different sorts of software that can be used by the
people in the broad field of metrology. Such software could target specific groups
of domain users or a broader audience. The software such as calibration automation
systems are used at calibration labs, asset tracking systems can be used both by labs
and customers, and SoA editors may be used by labs and ABs.

Software at the application layer may use different services from the MII cloud
services layer based on the software requirements. Also, a service may be used by
several applications from the application layer. For example, an automated calibra-
tion system would probably require services about test points, metrology taxonomy,
uncertainty calculations and so on.

Figure 4.4 shows some examples of possible applications. Although some of them
have already been implemented and are currently in use, they do not have an IIoT
perspective. However, they can easily fit into the proposed architecture by using the
MII cloud services and serve all kind of users in the domain. Below, brief explanations
of these applications are provided:

• Automated calibration system: This application is designed for running calibration
procedures in an automated way.

• Accredited lab search engine: This is a search engine for locating accredited cali-
bration labs based on specific criteria, such as their scope parameters.

• Asset tracking system: It is used for tracking customer equipment from the point it
arrives from a customer to a calibration lab until it is returned back to the customer.

• Scope of accreditation editor: This is an editor for creating documents and
reports about calibration lab scope, which provides data exchange between a cal-
ibration lab and ABs.

• Unit of measure editor: It is a tool for editing and maintaining all units of measure
for different types of measurements.

• Test point editor: A tool for creating and editing test point data to be used by
calibration procedures.
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4.6.4 Sample Scenarios

In this section, two sample scenarios are described that represent the use of the
proposed architecture in the real world. The scenarios are chosen to cover two dif-
ferent perspectives, in terms of information flow. One of the scenarios will consider
a technical aspect of metrology and the respective information flow among metrol-
ogy entities. For that, we will give the test point editor example. The other one will
consider a business aspect of metrology and the related information flow for that.
We will give an example scenario involving the SoA editor for this. To delineate
between the current scenario and the one that can be realized based on our proposed
architecture, we describe a common way of handling the job for each of the cases.

The Test Point Editor Scenario

Test points are device specific data that are provided by equipment manufacturers
for calibrators to use when their equipment needs to be calibrated. Considering the
current scenario, equipment manufacturers prepare calibration manuals that come
with the equipment for customers. Test point data are part of these manuals. An
important feature of these manuals is that they are written to be read by humans and
are not machine-readable. As there is no standard data format, each manufacturer
develops its ownwayof preparing these data.Consequently, the lackof such standards
usually results in a great amount of variation in how they are formatted.

In the case of manual calibration, calibration lab technicians must read and follow
the calibrationmanuals containing these data to perform the calibration job.However,
in case of automation, there are usually two possibilities: Either labs use off-the-shelf
software or they write their own calibration automation software. In the first case,
they would not deal with test point data as they are already in the software. In the
second case, however, they need to translate the data provided by manufacturers to
machine-readable data to be used in their automation. Such a translation usually
requires a great amount of time and effort for them as they need to understand and
translate such data to computable data.

Now we explain how diverse components from layers of the architecture may
collaborate to make it possible for test point data to be handled in a better way.
Considering the proposed architecture, we can think of such a scenario: Manufactur-
ers—as the entities responsible for the creation of test points, would use a test point
editor to store these data for a newly introduced equipment. This data would be stored
in the cloud to be used by them and other entity users. The test point editor would
use test point and metrology taxonomy services and probably some other services.
Calibration labs are the main users of test points as they use these data in the calibra-
tion process. These labs would use test point editor with a different interface or role
to access such data. Since the test point is central to calibration, there might be other
software systems in the application layer that will use test point service. Calibration
automation software is an example of such systems. They would also use the service
to access test point data stored in the cloud. All the data follow a standard format, the
service(s) provides access based on that specific format, different applications use
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the same service(s) to write or retrieve the data. Thus, we achieve interoperability
and data sharing among related entities.

The SoA Editor Scenario

We first consider the current steps for a calibration lab to get accredited for their
capabilities. As a first step, metrology engineers at a calibration lab need to perform
the uncertainty calculations for all measurements they take at the lab. The calcu-
lations are normally done using a spreadsheet tool. Next, they create a document
regarding these calculations and submit this document to a national AB. After that,
the AB experts analyze this document and do a thorough on-site analysis of the
lab. In the end, the AB officials get back to the lab with the certificate of accredi-
tation and publish the lab scope on their website in a free format. The information
regarding accredited capabilities is completely disconnected from the original uncer-
tainty calculations and the daily calibration product. Customers whowant to get their
equipment calibrated are not able to easily find a calibration lab that is best for their
needs.

Based on our proposed architecture, we explain now how relevant software from
the application layer, using services from theMII services layer provide solutions for
various problems regarding SoA requirements. The MII group has already proposed
an SoA data format to the community [40]. This data format captures all data used
to cover various aspects of SoA for calibration labs. All SoA data would be stored in
the cloud and there would be services in the MII services layer to provide access to
such data. One or more applications from the application layer would provide user
groups with interfaces to access these data. Lab capabilities would firstly be created
by calibration labs and uploaded to the cloud using the SoA editor. If a lab wants
to apply for accreditation, access to the lab’s scope data would be provided to the
AB. Then the AB can reach the lab data from the cloud, through the SoA editor. If
the capabilities get approved by AB experts, the lab becomes formally accredited
and a certificate is generated by the tool for the lab, and the lab scope data would be
preserved in the cloud. Now customers who want to get their equipment calibrated
can use other applications such as accredited lab search tool from the application
layer to look for different accredited labs with diverse capacities and choose the one
that best suits their needs. Such a search application would use the SoA service and
some other services from the MII services layer to access the SoA data stored in the
cloud.

4.7 Discussion

Despite its promise, theMII initiative is not quite mature. To reachmaturity, common
services of the area of calibration, e.g., services in the middle layer of the proposed
conceptual model should be implemented. Making these services globally available
is important. Also, building applications through basic graphical interfaces (such
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as drag and drop manner) will ease the development process by non-programmers.
Therefore, realizingMII can help the calibration industry to reap the benefits of IIoT.

Having standardized data formats and common services would be the ideal case.
However, adoption of these concepts by the industry may take a while. One rea-
son is that the calibration industry is worldwide and has many vendors, customers,
calibration labs, and accreditation bodies with their own characteristics.

The presented architecture is looking at the domain from the functional point
of view. There are also some nonfunctional concerns that need to be considered.
Some of the main concerns are confidentiality, reliability, traceability/provenance,
governance/community process, and usability. For the architecture to gain attention
and popularity, there is a need for these concerns to be researched and addressed
appropriately.

4.8 Conclusion

This chapter envisions how the calibration industry and IoT technologies come
together. In this sense, promising ongoing works to achieve this goal, namely, the
MII initiative and the Metrology.NET platform, are discussed. Inspired by these two
approaches, a conceptual architecture is proposed to introduce IIoT to the calibration
industry. This model assumes the use of the standards of the MII initiative by the
stakeholders in the calibration. The common services are provided by cloud servers
and application developers can readily use them to build their software.

The proposed framework, or some alternative thereof, should be implemented
in the future. Although some of the applications in the application layer are already
implemented and used locally by some labs, they are limited in terms of allowing data
exchange by the metrology community. After porting existing applications to web
services, new services should be added to appeal to more stakeholders. Moreover,
MII itself needs to keep evolving to address ongoing technological advances and
raised expectations of stakeholders.
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Chapter 5
Architecture Modeling of Industrial IoT
Systems Using Data Distribution Service
UML Profile
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Abstract The adoption of Internet of Things (IoT) in the industrial sector, that is the
IIoT, has led to a dramatic increase in the volume of data that is usually distributed
over multiple devices. To realize the distributed execution and management of IIoT
systems, various requirements and quality factors must be satisfied. To reduce the
effort for developing IIoT-based systems, a middleware seems to be a feasible solu-
tion. A middleware that is directly related to data-intensive systems in which quality
of service parameters are explicitly considered is theDataDistributionService (DDS)
software. The DDS has been applied for the development of high-performance dis-
tributed systems such as in the defense, finance, automotive, and simulation domains.
Yet, for modeling the DDS-based IIoT systems, the specific modeling abstractions
are missing which impedes the overall design. To overcome this problem, we provide
a UML DDS profile that can be used for modeling the architecture of DDS-based
IIoT systems. Along with the profile, we propose a systematic method for applying
the profile. We illustrate the application of the profile for modeling the architecture
of a smart traffic system.
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5.1 Introduction

The adoption of Internet of Things (IoT) in the industrial sector, that is the IIoT, has
led to a dramatic increase in the volume of data that is usually distributed over mul-
tiple devices. To realize the distributed execution and management of IIoT systems,
various requirements and quality factors must be satisfied. In general, a distributed
system consists of multiple software components that are located on networked com-
puters, but act and run as a single system. The computers that are in a distributed
system can be connected by a local network and be physically close to each other
or they can be connected in a wide area network and geographically distant. Dis-
tributed systems offer many benefits over centralized systems, including scalability,
concurrency, and redundancy.

To reduce the effort for developing distributed systems, common middleware
architectures have been introduced. The middleware provides common services
such as name and directory services, discovery, data exchange, synchronization,
and transaction services [6]. The publish–subscribe middleware adopts an event-
driven approach based on publish–subscribe communication pattern. This pattern
has gained broad attention in the development of loosely coupled, scalable large-
scale applications. One of the important and popular publish–subscribe middleware
is the Data Distribution Service (DDS) for real-time systems, which has been defined
by the Object Management Group (OMG) to provide a standard data-centric pub-
lish–subscribe specification for distributed systems. DDS has been applied for the
development of high-performance distributed systems such as in the defense, finance,
automotive, and simulation domains [7].

In this chapter, we focus on the adoption of middleware for IIoT-based systems.
Such systems are typically characterized by their data-intensive and asynchronous
behavior in which the quality of service parameters needs to be carefully defined.
A middleware that is directly related to data-intensive systems in which quality of
service parameters is explicitly considered is the Data Distribution Service (DDS)
middleware. A DDS-based system usually consists of multiple participant applica-
tions each of which has different responsibilities in the system. These participants
can be allocated in different ways to the available resources, which leads to different
configuration alternatives. Usually, each configuration alternative will perform dif-
ferently with respect to the execution and communication cost of the overall system.
In general, the deployment configuration is selected manually which is suitable for
small to medium-scale applications, but for larger applications, this is not tractable.
The OMG DDS specification does not provide an explicit approach to guide the dis-
tribution and allocation of the participants to optimize the deployment configuration
with respect to performance. The deployment configuration is usually selected man-
ually, which is suitable for small to medium-scale applications, but gets intractable
when larger applications are considered.

In this chapter, we describe the realization of a DDS UML profile that we have
extended to support the generation of feasible deployment alternatives. The design is
used to define alternative execution configurations that refine the number and param-
eters of the corresponding design elements. Based on the application design and the
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execution configuration, the feasible deployment alternatives can be algorithmically
derived. The presented approach is supported by corresponding tools that support the
application design, the execution configuration definition, and the automatic genera-
tion of feasible deployment alternatives usingmodel-driven development techniques.
We illustrate the approach for modeling a smart city parking system.

The remainder of the chapter is organized as follows. In Sect. 5.2, we provide
the background on publish–subscribe systems, and in Sect. 5.3 on DDS. Section 5.4
defines the case study that will be used in subsequent sections. Section 5.5 describes
the presented DDS UML profile. Section 5.6 discusses the architecture modeling
approach using the provided profile. Section 5.7 presents the relatedwork, and finally,
Sect. 5.8 concludes the chapter.

5.2 Publish–Subscribe Architecture

As stated before, current IIoT-based systems are typically characterized by their data-
intensive and asynchronous behavior. For this purpose, the so-called publish–sub-
scribe architecture pattern can be adopted. The architecture defines the higher-level
structure of the system that has a direct impact on the other development artefacts
[16]. A pattern is a generic solution structure to recurring problems. The publish—
subscribe pattern is one of the key architecture design patterns [1] and has been used
in several different standard infrastructures such as the Java Message Service (JMS)
[12], Data Distribution Service (DDS) [11], Distributed Interactive Simulation (DIS)
[2], and high-level architecture (HLA) [3]. Although the publish–subscribe pattern
has been applied in several applications and infrastructures, we can still define the
general reference architecture as shown in Fig. 5.1 [18–20].

A typical publish–subscribe system consists of a group of participants which are
deployed on a number of application nodes. Each participant defines a number of
publisher and subscribers that read/write data objects and events. Data objects and
events are elements of data exchange model of the publish–subscribe system.

Although the current publish–subscribe middleware systems share common fea-
tures, we can also identify differences. The common and variant features can be
expressed using a feature diagram as shown in Fig. 5.2 and which has been derived
from our earlier study [19].

Publish–subscribemiddleware systems can be distinguished based on the type and
the service model. Regarding the type, we can identify data-centric, message-centric,
or object-centric approaches as follows:

• In the message-centric approach, the middleware is not aware of the content of the
data; it is just responsible for transmitting the messages among participants.

• In data-centric approach, the middleware is aware of the content and can impose
quality of service parameter values on the data.

• In object-centric approaches, themiddleware is responsible for transmittingobjects
among participants.
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Fig. 5.1 Reference architecture for publish–subscribe systems
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Fig. 5.2 Feature model of publish–subscribe systems (adapted from [19])
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Table 5.1 Publish–subscribe middleware approaches

Pub/subtechnique Type Pub/subtechnique Type

DDS Data centric Data distribution Decentralized/unbrokered

HLA Data centric Data distribution Decentralized/unbrokered
or brokered

DIS Data centric Data distribution Decentralized/unbrokered

TENA Data centric Data distribution Decentralized/unbrokered

JMS Message centric Queue based Centralized/brokered or
centralized/multibrokered

CORBA event
services

Object centric Remote procedure call Centralized/multibrokered

The service model of a publish–subscribe middleware can be characterized based
on: (1) communications model, (2) architecture model, and (3) object model. Com-
munication model defines communication approach that is applied by the partic-
ipants. The communication approach, in turn, can be based on data distribution,
shared data, queuing, and remote procedure call. The architecture model of a mid-
dleware can be either centralized or decentralized denoting whether the data flows
through a central unit or not. Further, the architecture model can include a broker that
manages the data flow. The architecture can be unbrokered, i.e., there is no broker
defined or multibrokered, whereby multiple brokers manage the data flow. The final
distinguishing character of the service model is the adopted object model that defines
the type of middleware entities that is adopted in the interaction among participants.

Based on the feature diagram (Fig. 5.2), we can instantiate different publish—
subscribe systems. In Table 5.1, we list the publish–subscribe systems that we can
identify in the literature. These include DDS, HLA, DIS, and TENA and CORBA
Event Services. For further details about the comparison of these publish–subscribe
approaches, we refer to [18–20].

5.3 Data Distribution Service (DDS) Middleware

In this section, we describe the background for understanding and supporting the
approach that we present in this chapter. Detailed information on DDS can be found
in [4, 8, 10, 13]. Based on these studies, Fig. 5.3 shows the conceptual model for the
DDS specification that is adapted from the DDS specification [9].

The concepts in the DDS specification are defined as follows:

• Domain is a logical concept which represents the set of applications that can
communicate with each other.

• Within the sameDDSsystem,multipleDomains can be defined indicating different
sets of applications that communicate with each other.
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Fig. 5.3 Reference architecture for DDS-based systems (adapted from [9])

• A Domain includes one or more Domain Participants which represent the local
membership of the application in the corresponding domain.

• Domain Participant may participate in more than one domain at the same time.
• Each Domain Participant may include one Publisher and one Subscriber.
• Publisher represents the objects responsible for data production and updates.
• A Publisher includes one or more Data Writers that publish data of different data
types.

• Subscriber is responsible for receiving published data and making it available to
the participant.

• A Subscriber includes one or more Data Readers to access published data in a
type-safe manner.

• The communication between Data Readers and Data Writers is established via
Topics.

• A Topic defines a unique name, data type, and a set of quality services to the
published/subscribed data.

• DDS provides the ability to attach Quality of Service (QoS) parameters to all
these entities in order to specify the behavior of a service. Examples of these QoS
parameters are the data reliability, latency cost, how long the data is valid, etc.

• Applications communicate with each other based on topics. Communication
between applications can only be realized only if the topic names and the defined
QoS parameters match.

The conceptual model of Fig. 5.3 defines the so-called data-centric publish–sub-
scribe (DCPS) part of the DDS specification which is mandatory for DDS imple-
mentations. In addition to DCPS, the DDS specification also defines the data local
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reconstruction layer (DLRL) which is an optional layer that may be built on top of
the DCPS layer. The purpose of the DLRL is to provide a seamless integration with
object-oriented language constructs. For further details about these specifications,
we refer to OMG DDS Specifications [9].

5.4 Case Study

In this section, we define a case study that will be used to illustrate the problem
statement and the approach in further sections. The case study is within the context
of smart city engineering and includes smart traffic system (STS). The high-level
reference architecture of STS is depicted in Fig. 5.4. STS consists primarily of sensors
and vehicles. Sensors are the devices that monitor the environment and provide the
corresponding data. Vehicles use the sensor data and publish their position and other
relevant information to the STS. Within the case study, we distinguish between the
following sensor types: traffic light, incident detector, congestion detector, speed
camera, parking detection sensor, bicycle station, parking lot, and weather sensor.
Vehicles can be of the following types: car, truck, ambulance, taxi, bicycle, and bus.
The sensors and control units are thin clients which do not contain any business logic.
In this case, all the STS elements can communicate with the STS.

STS is, in essence, a data-intensive systemwith stringent demands forQoS param-
eters. As stated before, the OMG DDS middleware explicitly considers QoS prop-
erties and as such is very suitable to realize the STS system. In order to implement
STS using DDS, we need to map the application domain (smart city) concepts to
the DDS concepts viz: domain, domain participants, publishers, subscribers, and the
topics in the STS case study. The DDS concept within the smart city domain is traffic
domain. Domain participants might be grouped as vehicles, sensors, and managers.
Vehicles and sensors are the virtual entities of the corresponding physical entities as
we have described above. Managers define the domain participants that include the
communication and business logic necessary for executing the required services. As
stated before, each domain participant can have zero or one publisher and zero or
one subscriber.

Weather 
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Incident 
Detector

Conges on 
Detector

Speed 
Camera

Tra c 
Light

Car Truck Ambulance Taxi Bicycle

Network

Bicycle 
Sta on

Parking 
Lot

Bus

Fig. 5.4 High-level reference architecture of the smart city case study
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5.5 Data Distribution Service UML Profile

To support the analysis and design of object-oriented systems usingDDS technology,
the OMG has specified the Universal Modeling Language (UML) profile for Data
Distribution Specification [8]. The profile enables definition of all DDS artefacts
defined in the reference architecture as given in Fig. 5.5. This profile also enables
the definition of DDS data types which topics will be built on. The profile separates
DDS artefacts in three packages including data-centric publish–subscribe (DCPS),
data local reconstruction layer (DLRL), and DDS Common.

TheDCPS defines themandatory part of theDDS specification used to provide the
functionality required for an application to publish and subscribe to the values of data
objects. As stated before, the DLRL is the optional portion of the DDS specification
used to provide the functionality required for an application for direct access to data
exchanged at the DCPS layer. The DDS common package defines the distributed
data communications specification that allows quality of service (QoS) policies to
be specified for data timeliness and reliability. DDS UML profile is independent of
implementation languages. The dependencies between the packages are shown in
Fig. 5.5.

Figure 5.5 indicates that the DCPS andDLRL packages depend onDDS common.
Several tools that implement the draft specification of the aboveUMLprofile forData
Distribution Specification are already available and ready to be used (e.g., enterprise
architect [14]).

We realized the OMG DDS UML profile in the Eclipse Graphical Modeling
Framework (GMF) [15]. Eclipse GMF uses the EclipseModeling Framework (EMF)
as metamodeling infrastructure. We modeled OMG DDS UML profile metamodel
in EMF environment. For the sake of modularity and understandability, we divided
the profile to submetamodels that together form the OMG DDS UML profile.

Themetamodel for the common package is illustrated in Fig. 5.6. All other classes
are derived from these basic artefacts. Hereby, entity defines an abstract class, spe-
cialized by all entities defined in the metamodel. Specification defines a container of
properties and a constraint on the range of values represented by a typed element.

Common

DCPS DLRL

Fig. 5.5 OMG UML profile for data distribution specification top-level packages
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Fig. 5.6 Metamodel for DDS UML profile/common/core package

Finally, typed entity defines an entity that has a type that serves as a constraint on
the range of values the entity can represent.

Our modeling tool realizes the necessary parts of the UML profile for Data Dis-
tribution Specification to define the DDS types, the DDS topics, the domain partici-
pants, and the publish–subscribe relations. The relationships among domain, domain
participant, publisher, subscriber, data reader, and data writer artefacts are shown in
Fig. 5.7.

All entities in Fig. 5.7 extend a common parent class that is called the “DomainEn-
tity.” OMG DDS defines a set of quality of services (QoS) that can be associated
with different domain entities (Fig. 5.8).

Domain participants publish and subscribe “Topics.” The high-level metamodel
for topics is given in Fig. 5.9. Topics consist of topic fields.

The metamodel for topic fields is shown in Fig. 5.10. DDS enables associating
different QoS policies with topics and other domain entities at different levels such
as publishers, data readers, etc. We modeled the relations between domain entities
and QoS policies. For example, association of topic with applicable QoS policies is
given in Fig. 5.11. Finally, we also modeled all QoS policies as given in Fig. 5.12.
With the described models, we have provided a DDS UML profile that can be used
to design DDS-based IIoT systems.

5.6 Architecture Modeling Approach

In this section, we provide a systematic process for defining a DDS-based distributed
system. The approach is represented in Fig. 5.13.
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Fig. 5.7 Metamodel for DDS UML profile/DCPS/DCPS package

Typically, the architecture design phase follows the requirements analysis process.
We assume that the requirements analysis phase is performed using the approaches
as defined in the literature(e.g., rational unified process [5] and provides the input
for the DDS-based system architecture. The architecture of the DDS application is
designed using the DDS UML profile. This includes the definition of the DDS types,
the DDS topics, the domain participants, and the publish–subscribe relations.

Figures 5.14 and 5.15 show sample design diagrams for the traffic case study that
uses the developedDDSUMLprofile. Figure 5.14 shows the definition ofDDS types.
For example, an incident has three fields which are incident ID, incident latitude, and
incident longitude.

Figure 5.15 shows high-level design of the case study. Vehicles, sensors, and the
managers are the domain participants. The publish–subscribe topics all join to the
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Fig. 5.8 Metamodel for DDS UML profile/DCPS/domain package

Fig. 5.9 Metamodel for DDS UML profile/common/topic package
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Fig. 5.10 Metamodel for DDS UML profile/common/types package

same domain. Note that, in Fig. 5.15, the fonts are not meant to be readable. The tool
itself provides the functions to zoom in and out to analyze the specific elements.

5.7 Related Works

The work in this chapter is related to and enhances our earlier work. In [4], we
have provided a systematic literature review to describe the state of the art of the
DDS middleware and identified the obstacles in applying DDS. From this secondary
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Fig. 5.11 Topic definition metamodel

study, we observed that the application of DDS has been increasingly popular, and it
has been used in various application domains such as defense, finance, and medical
domain. In addition to its basic application, we can also identify the application and
integration of DDS to solve problems in technical domains such as cloud computing,
component-oriented development, mobile computing, and wide area network. Our
study further showed that DDS provides some important benefits for realizing real-
time distributed applications. Using the SLR, we also identified 11 basic categories
of problems that were discussed in the identified primary studies. The identified
problems included complexity of DDS configuration, performance prediction, mea-
surement and optimization, implementing DDS, DDS integration over WAN, DDS
using wireless networks and mobile computing, interoperability among DDS vendor
implementations, data consistency in DDS, reliability in DDS, scalability in DDS,
security, and integration with event-based systems. In this chapter, we have focused
on its application to IIoT and in particular the need for an explicit UML profile to
support the modeling. Hence, this study is new and complementary to the earlier
studies on DDS. Furthermore, we can state that most of the 11 problems that we
identified largely apply to DDS-based Industrial IoT.

In [19], we have provided a systematic method for architecture design of DDS-
based IoT systems. Here, we have adopted architecture viewpoints for modeling
DDS, IoT, and finally, DDS-based IoT systems. Since both the DDS and IoT are
often represented as layered structures, we have applied the layered viewpoint to
represent the DDS-based IoT. Further, we have also defined the deployment view
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Fig. 5.12 Metamodel for DDS UML profile/DCPS/QoS package

for DDS–IoT and succeeded to integrate and represent the architecture models that
can be used to model DDS-based IoT systems for various application domains. In
this chapter, we did not focus on the design aspects, but considered the modeling of
DDS-based IIoT systems. A pattern-based approach has been provided for designing
IoT-based systems in [17]. In our future work, we will consider the design of DDS-
based IIoT systems in more detail.

In [18], we address the problem of the selection of deployment alternatives given
the application model, the physical resources, and the execution configurations,
which is usually an intractable problem for the human engineer. Here, a system-
atic approach is provided that depicts the space of design alternatives and derives the
most feasible deployment. This chapter elaborates on and enhances the earlier work
but focuses on modeling. The adoption of the DDS UML profile will facilitate the
design process.
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Fig. 5.13 Activity flow of DDS-based application design

5.8 Conclusion

IIoT-based systems are typically distributed systems characterized by their data-
intensive and asynchronous behavior in which the quality of service parameters need
to be carefully defined. To reduce the effort for developing distributed systems, com-
mon middleware architectures have been introduced. A middleware that is directly
related to data-intensive systems in which quality of service parameters is explicitly
considered is the Data Distribution Service (DDS) middleware. The DDS provides
a standard data-centric publish–subscribe programming model and specification for
distributed systems. In addition, the OMG has provided the DDS UML profile to
support the modeling of the DDS applications.

We have provided an approach for extending the DDSUMLprofile for the context
of IIoT. The approach has shown to be useful in the modeling and the design of DDS-
based distributed applications. In particular, the direct focus on the data-intensive
characteristics and the explicit means for modeling the QoS parameters appear very
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Fig. 5.14 Defining DDS types

Fig. 5.15 High-level view of the DDS application design for the case study
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useful for designing IIoT systems. In our futurework,wewill discuss further research
work on extension and specialization of the suggested approach and elaborate on the
specific quality factors in the context of IIoT. Furthermore, we will focus on the
application of the profile in the overall IIoT design process.
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Chapter 6
Industrial IoT Projects Based
on Automation Pyramid: Constraints
and Minimum Requirements

J. A. López-Leyva, A. Talamantes-Álvarez, M. A. Ponce-Camacho,
O. Meza-Arballo, B. Valadez-Rivera and L. Casemiro-Oliveira

Abstract The industrial sector requires to improve the quality of processes to
increase competitiveness. In addition, interconnectivity has seen a huge develop-
ment based on teamwork related to hardware and software, which is the basis of
Industrial Internet of Things (IIoT) vision. In this context, the automation pyramid
concept defines the integration of relevant technologies, based on several hierarchi-
cal levels of automation, that working correctly together can improve the quality
of processes without high-end hardware and software requirements. Therefore, it
is important to clarify the relationship between all levels of automation in the IIoT
context, emphasizing that the backbone of the IIoT is the optimal design and imple-
mentation of hardware and software based on real constraints for particular users;
in order to increase the level of effectiveness and competitiveness. This chapter
presents the real constraints for IIoT projects related to the state of the art of each
level of automation of the automation pyramid. It also proposes the general mini-
mum requirements necessary to develop an optimum IIoT system. These minimum
requirements will promote the use of optional hardware and software to relax the
design and implementation of IIoT projects based on cost-effectiveness analysis.
Finally, the minimum requirements proposed and the detail description of the log-
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ical topology for IIoT projects can be used as a roadmap to increase the industrial
competitiveness based on efficient use of resources.

Keywords IoT · IIoT · Automation pyramid · Constraints · Cost-effectiveness ·
Competitiveness · Logical topology ·Monitoring flow · Control flow · Optimal
design ·Minimum requirements

6.1 Introduction

Nowadays, interdisciplinary projects have been of much interest in several sectors
of the society. For example, cybernetics is an important field which supports the
research and innovation of health sciences, themechatronic systems support a number
of industrial sectors, renewable energy technical proposals support many activities,
and all of these projects require efficiency management. In particular, the Internet
of Things (IoT) is a current interdisciplinary field where everyday objects (e.g.,
lamps, refrigerators, smartphones, computers, among others) are connected via the
Internet either through open or closed channels (e.g., wireless connection or copper
cables, respectively) in order to share relevant real-time information between them
or to send information to a central unit—all this without direct human intervention
[1, 2]. Thus, a huge amount of information is shared and concentrated to monitor
particular parameters to facilitate the analysis and decision making based on the
desired performance, and also, to create important opportunities for people [3, 4].

Considering the aforementioned, the industrial sector related to products and
services has adopted the IoT discipline to improve their own processes or resolve
particular issues, which leads to resource and time savings. Thus, IoT applied in the
industrial sector permits to improve the quality control, supply chain traceability, gen-
eral supply chain efficiency, manufacturing processes, management systems, among
other important advantages. Therefore, when the IoT concept is applied to indus-
tries, it is called Industrial Internet of Things (IIoT), also known as Industry 4.0 or
I4.0. In fact, IoT and IIoT concepts share features such as permanent availability and
intelligent devices connected in similar architectures and automation logic, which
use particular standards for industrial, domestic, personal, and metropolitan appli-
cations. However, an IIoT system intends to support the industry competitiveness
while the IoT system intends to increase the comfort level of people (although the
personal competitiveness may be related to the personal comfort level) [5–7]. Also,
any automation system proposal, including IoT and IIoT, can be represented using
the automation pyramid concept, which establishes five hierarchical levels (field,
control, supervisory, planning, and management) that describe how the technology
is being integrated into several applications, mainly for industrial applications [8].

The general purpose of the automation pyramid is to create awell-defined automa-
tion system according to the particular activities and performance required. However,
the theory described by the automation pyramid is very general, i.e., it is common to
find high-end hardware and software at different automation levels. In particular, the
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main problem is not the automation pyramid description, but the partial technical and
management interpretations of particular users, which are, generally, industries with
high acquisitive power. These industries carry out a rough analysis of the hardware
and software needed for particular processes and services to increase their compet-
itiveness, which means that systems with more or fewer capabilities than necessary
will be acquired. In this case, the problem is hypothetical because the high acquis-
itive power permits a slight lack of technical and management information so that
the negative effects can be minimized by the general profit. However, the scenario
presented can be an important problem for industries with low or reduced acquisi-
tive power. Sometimes, these industries analyze, in depth, the projects that involve
hardware and software to improve the competitiveness using the minimum technical
and management requirements. Clearly, the above mentioned does not generalize all
the industries around the world, but in our opinion, it is an adequate approximation.

This chapter explains the real constraints that should be considered when design-
ing and implementing an IIoT system in order to establish theminimumhardware and
software requirements for each industry, which means important support to adequate
the process to increase the competitiveness of users in particular conditions.

The chapter is organized as follows. Section 6.2 describes in detail the automation
pyramid and the state of the art of the hardware and software used at each automa-
tion level to determine the particular real constraints in the IIoT context. Section 6.3
describes the minimum technical and management requirements to improve com-
petitiveness. Finally, Sect. 6.4 presents the conclusion.

6.2 Automation Pyramid: Description, State of the Art
and Constraints

To achieve the chapter’s objective, it is important to define each level of the automa-
tion pyramid (see Fig. 6.1) to establish the requirements needed for IIoT applications.

• Thefirst level (Field level) involves the basic instrumentation required for the phys-
ical work necessary for the automation process, for example, sensors, actuators,
and other devices. In this case, these instrumentations are in direct contact with the
process and, in general, can be defined as “dummy” (i.e., not smart) infrastructure.

• The second level (Control level) is considered the first smart level of the automation
pyramid since it requires the information generated by theField level infrastructure
in order to make smart decisions. At this level, many control electronic devices
can be used according to particular technical requirements and work area charac-
teristics. For example, programmable logic controller (PLC), remote terminal unit
(RTU), among other devices with the corresponding monitoring.

• The third level (Supervisory level) describes all the activities related to data acqui-
sition from remote locations to perform high-level supervision and control from
a unique location. These automation levels mentioned are commonly classified as
Operational Technology.
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Fig. 6.1 Automation pyramid levels

• From the fourth level, we begin using the Information Technologies. Thus, the
fourth level (Planning level) uses systems to monitor the complete processes of
industry from the initial step (i.e., raw material supply) up to the end step (i.e.,
final product). In this case, articulated planning, that relates to manufacturing and
management processes, is required. The manufacturing processes report to the
Planning level the actual situation based on the interaction between the first three
levels. It is important to clarify that the Planning level uses the information of
all the production lines involved in an industry. This information is needed to
make smart decisions related to required material, shipment plans, maintenance
schedule, among others.

• Finally, the fifth level (Management or Enterprise level) is the highest automa-
tion level that integrates the monitoring and controlling of all the activities of
the industry, such as all manufacturing processes, sales, purchases, and human
resource details. Currently, some modifications or reductions to the automation
pyramid have been proposed based on the fact that some particular tasks can be
performed at various levels. However, the essence of the industrial automation
model proposal remains constant.

In the following sections, we discuss, in some detail, the five levels of the automa-
tion pyramid.

6.2.1 Field Level

In this section, the basic task for the Field level instrumentation is presented, and
based on that real constraints are shown. In addition, the state of the art is shown and
analyzed considering the basic tasks and constraints. Thus, all the instrumentation
used in the first automation level must be sensitive to all signals needed for a particu-
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lar industrial process, such as indoor/outdoor weather conditions at the industry. This
sensitivity means that the sensors produce an observable signal (mainly, electrical
signal). In this point, the real industrial needs of each user have to be considered to
determine the optimum instrumentation choice. Regarding the actuators, the techni-
cal capacity of each one is the principal constraint. Since the actuators and sensors
are designed using different physical and technological backgrounds (i.e., electric,
pneumatic, hydraulic, electromagnetic, mechanical, chemical, among others), it is
important to evaluate the capabilities and interoperability between them. Therefore,
the real constraints are highly related to the parameters and technical features accord-
ing to the quality level desired by the industry. Thus, the first real constraint for IIoT at
the lowest automation level is to clearly determine the quality desired for the process
and services in order to choose the optimum sensors, actuators, and manufacturing
machines. Clearly, this quality level is established from the highest automation levels
and the Field level only focuses on contributing to guarantee the quality. In general,
the minimization of errors and waste is desired to maintain or increase the quality
and competitiveness, which means to clearly define the real constraints related to
the parameters for the first automation level. Thus, the real constraints related to the
quality and competitiveness are presented and defined as follows:

1. Response time: it describes the speed of the sensors, actuators, and manufactur-
ing machines to do corresponding tasks. The principal trade-off regarding this
statement is that the dynamic business process imposes the response time per-
mitted so as not to delay shipments based on a particular order time and avoid
overfilling the inventory.

2. Precision: it is related to accuracy. It describes the closeness between mea-
surements. Thus, the entire infrastructure has to maintain adequate precision to
optimize production efficiency, reduce the use of resources, and increase quality
[9].

3. Accuracy: it describes the closeness of the sensor measurements, the action of
the actuator, and the manufacturing activities that have to maintain a standard
value close to the desired and designed value. Without ensured accuracy, it is
difficult to ensure the quality of products or services.

4. Intraoperatively: it is related to compatibility between devices and brands in
order to work together. In particular, compatibility means that different hardware
and software can broadly share information and connection techniques to make
an IIoT project more robust.

5. Extra resources: this considers the internal and external technical and opera-
tional support, maintenance, spare parts according to the lifetime of the element,
equipment or machine, etc.

6. Energy efficiency: it is related to the use of minimum energy to perform an
activity with the required quality of service. As support to industrial sustainabil-
ity, this constraint is primordial since it procures an equilibrium related to the
conventional sustainability concept and, in addition, among the other constraints.

All the real constraintsmentioned are inputs to a cost-benefit analysis to determine
the optimal resources that will be needed or used in the IIoT system. Based on the
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Table 6.1 State of the art of field level

Real constraints Scientific and technical contribution

Response time Time-sensitive networking [20], advanced algorithms [21], novel designs
[22], wireless actuators [23]

Precision Novel clock synchronization architecture [24], multilayer architectures [25],
high-precision prediction modeling for sensors [26]

Accuracy Advanced localization algorithms [27], distributed collaborative control [25],
sampling and filtering to increase the accuracy of heterogeneous data [28]

Interoperatively Reconfigurable smart sensor [29], optimizing mobile sensor and coverage
[30, 31], novel middleware for connecting multiple devices [32]

Extra resources Cross-layer infrastructure and cloud service [33], adaptive components for
extra capabilities [34]

Energy
efficiency

Novel codesign [35], cooperative industrial sensor [36], dense low-power
sensor network [37], data centers use [38], optimized energy efficiency
based on time-switching receiver design considering the maximum transmit
power and the minimum harvested energy per user [39]

real constraints mentioned, a vast amount of technology exists which intends to cover
the constraints. Next, a state of the art is presented to improve the performance or
solve particular problems (see Table 6.1). However, a cost-benefit analysis is always
needed because, perhaps, some state-of-the-art technologies are not required. If a
nonintelligent and nonoptimal decision is made at the Field level considering the real
constraints mentioned, all the higher levels of IIoT systems based on the automation
pyramid will be affected, and so, quality and competitiveness will be decreased.

6.2.2 Control Level

All the input and output signals used at the Field level are received and transmitted
by control units implemented at this level. These signals are used to make smart
decisions about the production process at the lowest level within the industry. In
general, some constraints mentioned for the Field level can be considered at the
Control level, however some principal trade-offs and issues can be present in the
devices and systems used at this level that impose particular constraints. In particular,
PLC, RTU, distributed control systems (DCS), among other technical options, are
suitable, although it is very difficult to distinguish the optimal uses with respect
to each one. Therefore, the real constraints for IIoT systems at the Control level
are highly related to the real constraints of the devices used at this level and the
competitiveness parameters of each industrial user. Next, some constraints are listed:

1. Analog or discrete process: it considers the real actions performed by the indus-
trial process. An analog process requires high-speed processing, which means
generally high costs, while in a discrete process, a lower processing speed can be
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tolerated. Although both analog and discrete signals are simultaneously embed-
ded in industrial processes by high-speed analog-digital converters.

2. Control techniques: it is based on classical ormodern control theories. Each pro-
duction process requires particular control capabilities, controller, compensator,
controller tuning, among other important actions to improve its performance.
Thus, an analysis is required for each particular production process before select-
ing the control unit that satisfies the performance of the control parameters.

3. Production information: it describes not only the required control action but
also the technical production information regarding all controlled devices for
an individual or collective processes working together. This information can be
reported and used as a first fire wall to detect and avoid future problems related
to productivity. In this case, access to information at a remote location based on
an Internet connection is highly desired.

4. Scalability: it refers to the amount of input and output signals that a device can
handle and process. In the same context, it is related to the capability to handle
other devices at the same automation level and at the lower level.

5. Processing architecture: it is related to the processing units used individually
or jointly to increase the performance of the processes. For example, processors
and field-programmable gate arrays (FPGA).

6. Power consumption: it describes the power consumed by a control unit in order
to perform particular processing. Specifically, there is a direct relation between
the complexity processing speed for the control algorithms and the power con-
sumption parameter.

7. Security for enterprise domain: it refers to the security options to protect the
information generated based on the production process. This information can be
used by higher automation levels and so, affect the complete business operation.

According to the speed of the industrial processes, some devices are suitable
for real-time applications. However, the response time of the second level is highly
related to the response time of the first-level devices, and more importantly, to the
required production time. In this respect, an important aspect is the lifetime of the
devices used at the Field and Control levels. For the second level, devices with a
long lifetime of 5–10 years are usually considered, while lifetime at the first level is
relatively short. This condition imposes an important financial analysis when the IIoT
systems are designed. Table 6.2 shows the state of the art related to each constraint
mentioned.

6.2.3 Supervisory Level

In general, according to the analysis performed by a particular automation level, con-
sidering the higher levels, more information related to the overall industrial process
is generated, and at the same time, more control information is required for the lower
levels. Thus, at this level, the unified information regarding all the process of lower



128 J. A. López-Leyva et al.

Table 6.2 State of the art of control level

Real constraints Scientific and technical contribution

Analog or discrete
process

High-resolution industrial monitor [40], improved electronic circuits,
and transmission lines for high-speed I/O [41]

Control techniques Nominal deterministic finite-state automaton-based model of the
PLC control process [42], multicontrol distributed levels [43],
optimal distributed elements control [44], output feedback
fault-tolerant control and predictive compensation strategies [45]

Production information Nontime-sensitive and time-sensitive data handled by fog computing
and cloud computing [46], data logger and data archiving cloud
storage for centralized data processing [47]

Scalability scalable hardware/software architecture for multi/many-core PLCs
[48], shared connecting areas (data aggregation and service
cooperation) to connect divergent devices [49]

Processing architecture Parallel programmable controller based on FPGAs [50],
multi/many-core PLCs to reduce the scan cycle time [51], wide
variety of processors such as Arduino Uno, Arduino Yun, Intel
Galileo Gen 2, Intel Edison, Beagle Bone Black, Electric Imp 003,
Raspberry Pi B+ and ARM mbed NXP LPC1768 [15]

Power consumption low-swing global interconnection [52], power management for
individual devices based on a powered center device [53], optimized
communication protocols [54]

Security for enterprise
domain

Mechanism to detect, analyze and remedy attacks [55], open source
PLC modified to encrypt all data [56], calculating the uncertainty
characterization of the PLC system [57], shifted time redundancy for
error detection and correction [58]

levels (first and second levels) is needed in order to perform overall supervision and
control in accordance with the productivity and the general performance parameters
related to competitiveness. For these tasks, a supervisory control and data acquisition
(SCADA) system is commonly used. In fact, the responsibility of the Supervisory
level is to cover the communication between the production and the management
levels (from the third to fifth level). For example, manufacturing operation manage-
ment (MOM) system and manufacturing execution systems (MES) permit to control
the production process performed at lower levels. These systems (MOM and MES)
are described in the next section. Thus, the Supervisory level has important require-
ments that impose real constraints in order to communicate and control the lower
automation levels and receive information from higher automation levels. Among
the more important constraints, we have the following:

1. Resilience level: as aforementioned, Supervisory level is the medium level, so
permanent use is required. Therefore, resilience level constraints mean that the
downtime has to be minimized (or ideally, avoided).

2. Connectivity performance: the bandwidth and latency parameters are important
to establish adequate communication between the devices and the systems of the
lower levels with the other systems of the higher levels. Reduced bandwidth and
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high latency can produce business decisions in nonreal time that affect produc-
tivity and competitiveness. In addition, availability is the primary requirement
for connectivity performance, so local/remote access and monitoring are needed
since the supervisory actions cannot be interrupted.

3. Real-time processing: it describes the processing speed related to the informa-
tion rate in transmission and reception. It is important to clarify that real-time
processing is somewhat subjective, i.e., the real concept should impose parallel
processing. However, the real-time processing parameter is established consid-
ering the speed of the business model that involves all the automation levels.

4. Secure access and confidentiality: these define the access rules according to
the risk level for a particular or overall industrial process. In fact, not all super-
vision processes need these features. In particular, unidentified interfaces, fire
wall management, unknown services provided by third-party software, logical
and physical configuration mismatch, and extended access to SCADA systems
are potential vulnerabilities.

5. Well-defined thresholds and keys: these are required for all lower automation
processes because this automation level performs supervision and control activi-
ties based on the acquired data. In particular, the key concept describes the impor-
tant aspects that can be related to the other constraints mentioned, for example,
authentication for users and systems at different levels, mutual communication
ensured, among others.

The state of the art for the real constraints discussed above is now shown in
Table 6.3.

6.2.4 Planning Level

This level needs enough information about different topics related to the com-
plete business system, i.e., production information and internal/externalmanagement
information. This information is required to plan the production, manage and track
the resources (material, people, tools, time), which are necessary to make specific or
general schedules related to quality control and generation of reports used to make
smart business decisions.

It is clear that, at this level, mathematical models based on a learningmethod using
data management are highly required. In particular, theMES technique helps to opti-
mize productivity based on strictly real-time tracking andmonitoring of all resources.
In fact, sometimes the MOM system is considered the intermediator between the
Supervisory and the Management levels. Next, some real constraints are presented
and described according to the relationshipwith the other automation levels. Table 6.4
presents the state of the art related to the Planning level constraints.

1. Monitoring features: these are related to the historical statistical analysis and
real-time data to determine the clear performance of the industrial processes,
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Table 6.3 State of the art of supervisory level

Real constraints Scientific and technical contribution

Resilience level Wireless sensor and actuator networks embedded into
conventional supervisory systems to improve the
dynamism, redundancy, fault tolerance, and
self-organization [59]

Connectivity performance Harmonize the standards to improve interoperability [60],
optimize performance based on load data analysis [61],
classify the type of information to be transmitted through
the network to handle the operations in order to optimize
the throughput network [45]

Real-time processing Hardware-in-the-loop techniques and software integration
[62], tracking states estimator for fast-rate processes and
slow-rate supervisory system [63]

Secure access and confidentiality Modern intrusion-tolerant protocols integrated to
conventional systems [64], monitoring of available
Internet-connected devices to avoid cyber attacks [65],
multilayer cyber-security based on multiple attributes
analysis [66], secure authentication protocols [67, 68]

Well-defined thresholds and keys Impact of SCADA data accuracy on real-time processes
[69], accuracy improvement based on frequency analysis
[70], advanced and robust machine learning for robust
thresholds calculated based on statistics [71]

Table 6.4 State of the art of planning level

Real constraints Scientific and technical contribution

Monitoring features Offline and online analysis using statistical process and complex event
processing models [72], oriented to provide useful information to the
users of the manufacturing service provider, manufacturing service
consumer, manufacturing service operator, among others [73], novel
techniques used in the virtual factory concept [74]

Information kinds Centering much information to improve the sustainability in industrial
operations scheduling [75, 76], a great amount of concentrated
information digitized increases the need for optimization techniques so
as not to create a bottleneck for competitiveness decisions [77]

Basis of decision Simultaneous and deterministic execution of control algorithms based on
open-knowledge-driven [78], data mining techniques to improve the
speed and robustness of processes [79], predictive scheduling based on
hybrid control architectures [80], algorithms that use information from
public cloud, private interenterprise cloud and manufacturing cloud
regarding inbound/outbound logistics and mainstream processes to make
smart decisions [20]
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quality of service and products, and overall optimization. Sometimes an offline
analysis is sufficient since the data variability is not extremely fast.

2. Information kinds: these refer to very large volumes of different kinds of data
regarding manufacturing and management processes. These data are centralized
and analyzed and considered as input signals to the complete business system.
Thus, all information must be correctly processed and presented in the user
interface without considering the information kind.

3. Basis of decision: it is related to the model used to produce output signals based
on particular input signals. It is important to keep the rules well defined and
available for a process of continuous improvement. Thus, proactive monitoring
permits to make smart decisions.

6.2.5 Management Level

At the top level of the automation pyramid is the Management level. Recall that
the lower automation levels perform particular tasks and, in general, higher levels
monitor and control the lower levels considering the particular real constraints and
requirements. In the same essence, the Management level uses all the information
regarding the lower levels, i.e., it has a full view of all operations within a company,
although it also requires external information. This action allows efficiency to be pro-
moted based on continuous improvement processes and thus, improve quality, which
leads to an increase in competitiveness. To perform these activities, ERP (enterprise
resource planning) is commonly used since it allows to increase the productivity
based on the information available (databases) at the same platform in order to save
time and reduce costs. In addition, ERP systems allow the use of business intelligence
tools to determine the actual enterprise status. The most important constraints and
state of the art (see Table 6.5) related to this level are the following:

1. Response time: it is related to the time required to make smart decisions at the
top automation level. It is clear that the response time is not the same as for
the lower levels. In this scenario, the response time at this level highly depends
on the dynamic of the market. Also, the connectivity status is highly related to
the response time. In particular, connectivity is related to the interconnection
capacity of the applications, software, hardware, and platforms used at this level,
not only for communication with lower levels but also to communicate with the
external infrastructure.

2. Infrastructure for integration: this is based on software, hardware, and
databases needed to monitor and control in an integrated manner at all lower
automation levels. If many platforms are used based on an in-depth technical
analysis, a low integrated level is highly possible and, therefore, the decision-
making process can require a lot of time with high uncertainty.
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Table 6.5 State of the art of management level

Real constraints Scientific and technical contribution

Response time Optimal update policy for the industrial database [81],
prediction of cloud capacities for unstable service demands
based on some algorithms to reduce service delays [82]

Infrastructure for integration Technical support for the expansion of applications in the cloud
for processes inside and outside the industry [83], optimized
cloud and enterprise application integration based on cloud
service bus [84], customized design of software for enterprise
based on particular features [85], transformation of workloads
using public/private/hybrid clouds [86]

Security Analysis of critical success factor related to compliance,
network, and security based on strict modeling [87]

Data accuracy Component-level asset granularity to obtain specific and
timeliness information required [81, 88], enterprise cognitive
computing industrial applications in order to make complex
decisions based on an ambiguous business context [89]

3. Security: this is extremely important because all the lower levels (inside the
company) depend on the decisions taken at this level. In addition, information
from outside the company (e.g., finance, accounting, human resources, sales,
purchasing, payroll, etc.) cannot be available for arbitrary personnel.

4. Data accuracy: it is referred to the fact that all the lower automation levels
send different types of information (related to manufacturing, human resources,
finance, processing time, among others) to higher levels. Finally, complete or
partial information is stored and used by the top level according to the operational
rules established. Thus, degradation of accuracy based on particular problems
at different levels of automation is possible. Therefore, data accuracy is highly
required to make smart decisions according to industry reality.

Finally, the IIoT constraints (relating to the five levels) as already mentioned
can be related to the conventional management theory for organizations, where four
stages (control, direction, organization, and planning) are commonly used, as Fig. 6.2
shows. In fact, the IIoT system explained using the automation pyramid is a cyber-
netic system approach for industrial business management, which means that some
challenges presented in the context of conventional management are very similar to
the IIoT systems. Clearly, there are also some relevant differences between them,
mainly those related to hardware and software [10].
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Fig. 6.2 Automation pyramid levels

6.3 Minimum Requirements for IIoT Projects

Currently, IIoT projects can be analyzed using the conventional automation pyramid.
However, the cloud computing technique and high-end hardware and software are
suitable options that work through the Internet and impose a conceptual modification
of the physical topology automation pyramid to a logical topology automation pyra-
mid. Thus, all actions performed by each automation level must still be performed,
but now it is possible to use the Internet to generate a local/global link considering
static/dynamic data and services provided by different systems (see Fig. 6.3).

In particular, monitoring and control flows are still used, only security cross-layers
are added between conventional automation levels. Although there are some IIoT
architecture proposals that involve multilayer related to data acquisition, business
logic, identification, classification, communication, and control activities [10, 11].
However, the minimum requirements are not yet considered for these architectures.

Therefore, the minimum requirements are not completely related to the available
high-end hardware and software because this means that the IIoT projects are not
available for small and medium companies. In fact, the minimum requirements are
associated with some particular industrial features to reach a particular competitive-
ness level using IIoT technology at the same time, which is related to specific costs,
e.g., a cost-effectiveness analysis (CEA) for IIoT project is required to analyze the
desired industrial competitiveness. In order to clarify, the completeminimum require-
ments are related to the overall performance regarding the hardware, software, cost,
and effectiveness for a particular IIoT system to reach wanted competitiveness. Thus,
the minimum requirements are proposed as follows:
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Fig. 6.3 Proposal logical topology for the automation pyramid

1. Well-defined internal and external industrial processes: these are important
for the industry to clearly define the internal organizational structure. The clear
definition involves all the internal processes related to all the automation levels.
Also, for higher automation levels, external processes are required. If a company
does not fully define the processes, the IIoT project will be an impossible task
since the high-end hardware and software cannot fix the management mistakes
related to the internal/external organization. In this context, the size and kind of
the enterprise/company do not matter. In fact, there are small companies with
well-defined processes while other large companies do not give such importance.

2. Well-defined parameters for each hypothetical automation level: in general,
each internal/external process must have particular important parameters as input
and output data to perform their particular tasks. Next, these parameters have to
be classified and assigned to particular automation levels according to what was
mentioned in the previous sections (i.e., characteristics and real constraints of
automation levels).

3. Well-defined intraoperatively features and communication processes
between hypothetical automation levels: an overall and well-defined process
considers intraoperatively between all the stages of the process based on sharing
features and a communication process to share information. Thus, control and
monitoring information flows are defined. If a company has a well-defined par-
ticular process, but this process cannot communicate and understand with other
processes, the IIoT project will have a major problem.
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4. Well-defined lean production based on a systematic method for waste min-
imization: also called lean manufacturing, where the primary objective is to
reduce all waste in the production processes related to internal and external
industrial processes. In other words, it is not possible to make an overall IIoT
project considering the automation of waste, i.e., firstly, waste minimization is a
requirement. In order to do that, information, material, and personnel flows have
to be ensured [12, 13].

5. Competitiveness level desired: another requirement before the implementation
of an IIoT project is the competitiveness level desired to reach when the IIoT
system is implemented. In fact, this requirement may be the most difficult to
establish and measure by the company, since the parameters to measure the
competitiveness level are established according to the mission and vision of the
company. Usually, the industry does not consider this requirement based on a
low uncertainty related to the IIoT marketing. However, it is important to clarify
that not all IIoT projects implemented ensure an increase in the competitiveness
level when the planning project does not consider these parameters.

In general, the minimum requirements mentioned can be described using, e.g., the
Toyota house philosophy [14]. Thus, the minimum requirements establishment is the
first step in order to plan an IIoT project as shown in Fig. 6.3, where the basis of the
novel automation pyramid is the aforementioned requirements. On the other hand, the
minimum requirements and real constraints mentioned impose effectiveness related
to the competitiveness level desired at the cost related to the wanted competitiveness.
Therefore, any company that intends to begin an IIoT project have to consider the
cost-effectiveness analysis (CEA).

Figure 6.4 shows a graphical cost-effectiveness analysis where the parameters
mentioned are related (i.e., competitiveness and cost). Thus, there are four scenarios
as follows:

• competitiveness increase requiring more cost
• competitiveness increase requiring less cost
• competitiveness decrease requiring more cost
• competitiveness decrease requiring less cost.

In particular, the ideal scenario is when an IIoT project considers all the minimum
requirements and real constraints to increase the competitiveness with a lower cost,
which is highly desirable. However, another scenario close to the ideal is to reach the
desired competitiveness with a higher cost, which means that a depth evaluation is
needed to reduce the cost. In order to clarify, sometimes IIoT projects have a strongly
reduced probability of success because the proposed high-end hardware and software
do not take into account the minimum requirements and real constraints, and thus
increasing the cost and decreasing the IIoT effect, i.e., reducing the competitiveness.
These IIoT projects are most likely to be abandoned or rejected.

Considering the aforementioned, an important minimum requirement is also the
financial situation and investment budget that the company considered necessary to
increase its competitiveness.
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Fig. 6.4 Cost-effectiveness analysis for IIoT projects considering minimum requirements

What has been previously mentioned imposes minimum requirements for the
hardware and software used in IIoT projects in a logical topology for the automation
pyramid. It also considers the real constraints related to each automation level. For
example, the hardware and software classified asCommercial Off-The-Shelf (COTS)
and low-cost programmable controllers are the available options for Field and Con-
trol levels. Commonly, these options use freely available easy-to-use programming
software. However, these optionsmust be analyzed using the real constraints, asmen-
tioned in Sects. 6.2.1 and 6.2.2, according to the particular needs of the industrial
processes and the required competitiveness level.

Depending on the competitiveness level desired, some parameters of specific
devices should be analyzed in depth, such as clock speed, bus width, systemmemory,
supported communication, development environments, programming language, and
connectivity [15]. Regarding the three higher automation levels (Supervisory, Plan-
ning, andManagement), there is a large amount of multipurpose software with out-
standing flexibility and connectivity performance between others platforms [16–19].
Also, these options have to be analyzed using the real constraints as mentioned in
Sects. 6.2.3 and 6.2.5.

In order to further explain, some tasks performed at the higher automation levels
are defined based on internal and external industrial rules (e.g., warnings, thresh-
olds, operational and manufacturing management, planning information about all
the business industrial model, external information related to the customers, among
others), so it is difficult to be specific about these tasks.
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6.4 Conclusion

Nowadays, the roadmap for the implementation of an IIoT project is not clear at
all. Although the IIoT paradigm is a highly attractive topic for research as well as
for applications for the industry and academic sectors, it mainly refers to particular
research lines, e.g., improvement of the technical performance, integration level,
security, and management issues. Thus, the misconception that the IIoT directly
increases the competitiveness of any industrywithout performing a complete analysis
of the pertinence is the most important factor to reduce the probability of success of
any IIoT project.

This chapter has presented the conventional automation pyramid and its relation
with the IIoT projects. A summary of the state of the art and the real constraints
related to conventional automation levels has also beenprovided.The aforementioned
helps to determine the minimum requirements needed for any company in order to
implement an IIoT system to increase the competitiveness level. In fact, increasing
the competitiveness of any company is the main objective when an IIoT system is
implemented for the supply chain.

It is evident that if the competitiveness is not increased based on a previous formal
cost-effectiveness analysis, an IIoT system proposal is not suitable for a particular
application. Hence, conventional management and industrial techniques/tools should
be used first to improve competitiveness relating to the IIoT system planning.

Additionally, the minimum requirements needed to begin the analysis of a poten-
tial IIoT project are proposed and defined. Thus, well-defined internal and exter-
nal industrial processes, clear parameters for each hypothetical automation level,
detailed intraoperatively features and communication processes between hypothet-
ical automation levels, implementation of lean production based on a systematic
method for waste minimization, the establishment of competitiveness level desired,
and the financial support are the minimum requirements defined.

In this context, the use of the business process management maturity (BPMM)
model is highly recommended to determine the maturity of the organizational pro-
cess. Consequently, the maturity level can support the decision of whether an IIoT
project should or should not be started.

Our future work involves the investigation of a clear roadmap to implement IIoT
systems in the industry (or any particular company) based on well-defined stages,
real constraints, and minimum requirements to determine the probability of success
regarding the competitiveness level desired.
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Connectivity and Novel Technologies



Chapter 7
Blockchain Mechanisms
as Security-Enabler for Industrial IoT
Applications

J. Rian Leevinson, V. Vijayaraghavan and Muthu Dammodaran

Abstract The introduction and enactment of Industrial Internet of Things (IIoT)
have initiated a global revolution. The volume and variety of data that are collected
and processed in industries are ever increasing due to the widespread acceptance of
modern technologies such as Internet of Things (IoT), big data analytics, machine-to-
machine (M2M) communication, edge computing, and cloud storage. Conventional
systems with centralized architecture are not designed to handle the complexity and
scale of data that is processed in IIoT operations. Moreover, the threat of security
and privacy breaches also increases with the growth of IIoT-connected devices. IoT
devices often tend to have poor security defense systems due to low processing
power, limited storage capabilities, and poor manufacturing standards. In this con-
text, blockchain technology can help to eliminate the security vulnerabilities faced
by the IIoT systems and provides extensive protection from data thefts, cyberattacks,
and data corruption. Blockchain with its distributed architecture offers peer-to-peer
networking and enables auditable and transparent transactions. This chapter explores
the concept of IIoT and its limitations, and the need for deploying blockchain mech-
anisms in the IIoT paradigm. We further analyze blockchain technology and how it
can reinforce IIoT systems. Existing systems of blockchain in the IIoT ecosystems
and relevant use cases are also explored. As conventional systems struggle to handle
the scale of data operations handled by the IIoT, blockchain has emerged as a viable
solution to reinforce and reform existing systems.

Keywords IIoT · I4.0 · Industry 4.0 · Blockchain · Cybersecurity · Supply chain ·
Data privacy · Cryptography
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7.1 Introduction

The Industrial Internet of Things (IIoT), also known as Industry 4.0 or I4.0, refers to
the extension and use of the Internet of things (IoT) in the industrial sector to build
interconnected ecosystems. IIoT is used to integrate variousmachines, systems, actu-
ators, and devices using sensors and IoT gateways so that they can seamlessly collect,
process, and exchange data between each other. The introduction of IIoT and its sub-
sequent implementation in the industrial world has completely changed how factories
manage their systems and processes. IIoT is also one of the critical factors that drive
Industry 4.0 which is considered as the current industrial revolution. This new gen-
eration of industries has integrated systems with a centralized architecture where all
the systems are interconnected with IIoT. Data is collected using various sensors and
it is transmitted to the cloud-based systems where they are stored, processed, and
analyzed.

However, the swarm of interconnected devices generate massive volumes of com-
plex data that conventional centralized systems struggle to handle. Security threats
and vulnerabilities also tend to increase with the increase in the number of connected
devices. Since more and more data is collected, privacy becomes another concern as
any breach can compromise confidential information.

Blockchain, being a system of linked records, helps to overcome most of the
limitations faced by the IIoT. Since blockchain is resistant to modifications and
changes with sophisticated cryptography, it is considered extremely secure. The
distributed system is also essential in industries and factories as even if one node
fails, the rest of systemmust continue to function. This is not the case in conventional
systems where the failure of the central system can cripple the entire network. Since
the blocks in blockchain are secure by design, they offer excellent privacy and safety
features. Combined with the IIoT vision, blockchain delivers unparalleled solutions
that can empower and revolutionize industrial processes.

The flow of this chapter progresses as follows: Sect. 7.2 introduces the concept
of the IoT and the issues faced by current IIoT systems as well as their subse-
quent impact. Section 7.3 analyzes blockchain technology, explores its features, and
explains how blockchain helps to secure IIoT. Section 7.4 explores the architecture
of a blockchain-IIoT platform in detail and provides a brief overview of popular
blockchain platforms. Section 7.5 explores a few use cases of blockchain in IIoT.
The conclusion is presented in Sect. 7.6.

7.2 The Industrial Internet of Things (IIoT)

The Industrial Internet of Things (IIoT) refers to the implementation of the IoT
in the industrial sectors by integrating and interconnecting various machines and
devices. The machines are embedded with electronic sensors, actuators, and other
digital devices to collect, process, and store data. IIoT allows efficient and seamless
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transmission of data between devices. The implementation of IIoT has led to smart
factories, optimized production lines, smart environments, customized manufactur-
ing, and increase in overall efficiency. The widespread acceptance of IIoT-related
technologies is one of the major contributing factors to Industry 4.0 which is con-
sidered the fourth industrial revolution. This marks a new era in the industrial world
which is led by IIoT, cloud computing, big data, and advanced analytics [1].

IIoT technology has been implemented in industries for a variety of uses such
as the predictive maintenance, asset tracking, fleet management, warehousing, cus-
tomized manufacturing, and efficient production lines. It has been used over a wide
range of industries such as automobile, logistics, transportation, e-commerce, man-
ufacturing, mining, and shipping [2].

Although IIoT sees widespread usage in the industrial sector, it suffers a variety
of critical issues that are similar to those experienced by IoT-based systems. These
shortcomings are mainly related to the security aspects, privacy, trust, and interop-
erability. These issues act as major hindrance toward the full-scale realization and
implementation of IIoT technology in industries. Therefore, it is essential that these
issues are well understood and appropriate solutions are proposed.

7.2.1 Issues and Limitations of IIoT

The lack of robust security architecture in IIoT networks renders them susceptible
to cyberattacks [3]. This lack of security can be attributed to poor manufacturing
standards, lack of interoperability, limited processing capabilities, and small storage
capacity. Since industries involve confidential data like the design of new products,
assembly procedures, financial, and personal data, an attack proof security model
is essential [4]. Moreover, the data is most vulnerable when it is being transferred
and IIoT systems lack strong encryption layers due to constrains in computational
capabilities.

Privacy is also a major challenge in the IIoT paradigm. Protecting the privacy of
the stakeholders by securing the data is essential. Privacy concerns arise primarily due
to insufficient security measures in IIoT devices. Data is often transmitted with little
or no encryption and can hence be easily misused by anyone who manages to access
it. The large number of connected devices also poses a massive challenge to privacy
as it is difficult to monitor the integrity and security of all the devices continuously.
Moreover, since the devices are placed in remote locations at field sites in industries,
they are vulnerable to data leakages and eavesdropping. IIoT devices need privacy
by design to cope with global standards and increase adoption rates in industries [5].

System safety and reliability are the highest priority of many OT (Operational
Technology) platforms. This means preventing the system and its components from
causing unacceptable risk of injury or physical damage, protecting the environment
against harm, and avoiding interruption of safety-critical processes. As most OT
systems in the past were not networked, security and privacy were not a major
concern. With IoT being extensively accepted and implemented, it is fundamentally
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transforming this perspective in the industrial world. Networks of IoT devices are
used to digitalize conventional OT systems. With the current connection of OT and
IT (Information Technology) under IoT, remote attackers exploit the weaknesses in
industrial, consumer, and public sector IoT systems to break into the OT system and
drive it into an unsafe or unreliable state.

In addition, the employment of remote management that includes reconfiguration
and updating of devices as well as monitoring and operational reprogramming is
creating serious next-generation security and safety concerns. The introduction of IoT
systems with open ports and the potential interjection of malicious code, especially
on safety devices and systems such as transport, city public safety, and water are
creating new requirements for security and safety that are not currently addressed
appropriately.

IIoT systems face issues in integration and interpolation with existing operational
systems. These mainly stem from the fact that conventional mechanical and opera-
tional systems lack the flexibility to accommodate new additions such as IIoT-based
solutions.Moreover, the lack ofmanufacturing protocols and guidelines has led to the
production of IIoT devices that are not interoperable with each other. This remains
a key factor in the slow adoption rates of IIoT-based solutions in industries.

IIoT devices are often placed in inaccessible remote locations in industries that
render conventional regular maintenance services impractical. This makes reliability
a key factor in IIoT systems. Another issue with the placement of IIoT devices
in remote locations is the problem of connectivity. IIoT networks may also face
communication disruptions and interferences due to their close operational proximity
to heavy machines. These disruptions and disconnections could lead to the loss of
critical information and may cause system vulnerabilities.

7.2.2 Impact of Attacks on the IIoT

Asmodern organizations use IIoT networks to run their processes, they are exposed to
a variety of security threats including data leakages, cyberattacks, data theft, dangers
related with IT/OT assembly, and insider threats. IIoT ecosystems are especially
prone to such attacks due to their poor security standards. If the vulnerability of the
network is exploited, potentially catastrophic consequences like theft of critical data,
loss of production, crippling the system, and data loss may occur [6].

Conventional mechanical systems store data in physical form or in local storages
that provide a considerable amount of security. However, modern systems have huge
volumes of sensitive data stored and transmitted online that makes them extremely
vulnerable to security threats.

Modern IIoT networks are exposed to a variety of threats and the number of
security breaches and exploitations is continuously on the rise. The main types of
attacks include brute force attacks, hacked devices and networks, viruses, malware,
worms, physical tampering, system assaults, and encryption attacks.
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In the recent past, there have been successful attacks on extremely sensitive sys-
tems such as atomic power plants, water supply plants, and vehicles.Moreover, inves-
tigations have revealed critical vulnerabilities in existing IIoT applications such as
medical pacemakers and cars. If such vulnerabilities are exploited, they could have
dire consequences and can severely hamper the adoption of IIoT systems across
industries.

7.3 Blockchain

Blockchain is a distributed transaction ledger that is used to maintain records of
transactions and operations. It is a linked chain of blocks that contain the details
about the transactions. When a new transaction is performed, a block is created
with all the relevant transaction details and then connected with the other blocks.
It essentially forms a distributed system that has a high level of interconnection
between the transaction blocks unlike conventional blocks that have a central hub-
based design.

Since blockchains are distributed and decentralized, exchanges and transactions
in blockchain systems can happen without the verification of the central server. Thus,
blockchain can altogether reduce server costs (counting the cost of optimization and
operation) and alleviate the execution bottlenecks at the focal server [7].

Tampering data in a blockchain network is extremely difficult due to the fact that
the blocks are connected with each other and the entire set of blocks has to be altered
to change the data in any one block. Moreover, each communication block would
be approved by different hubs and exchanges would be checked. In this way, any
distortion in the network can be identified effectively [8].

Blockchain allowsusers to assumea considerable level of anonymity.Transactions
are recorded and monitored and their location is registered but the identity of the
individual is preserved. Moreover, the user can create multiple identities to evade
detection as well. Such a level of anonymity is possible due to the distributed nature
of blockchain networks although it is possible to determine the identity of the user
by observing network traffic and the public blockchain system [9].

Since all the exchanges performed in blockchain networks are approved and
recorded with a timestamp, clients can easily check and verify the integrity of past
records by getting to any hub in the respective system. In Bitcoin blockchain, every
exchange can be followed to past exchanges iteratively. It enhances the transparency
of the information stored in the blockchain and makes it easily verifiable.

7.3.1 Salient Features of Blockchain

Blockchains are fundamentally different from conventional transaction networks and
they have a variety of special features. Their key functionalities include cryptographic
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encryption (asymmetric cryptography), hashing, linked blocks, and smart contracts.
Due to their distributed nature, nodes can communicate with each other directly
without being processed through a central server. This considerably reduces the
time taken to process transactions and also improves the reliability of the platform.
The system can continue to function even if a few nodes fail. This is not the case
in conventional systems where the failure of the central hub can disrupt the entire
network.

Direct encrypted transactions enforce privacy and considerably increase the secu-
rity aspects of the system. Moreover, blockchains possess the advantage of being
easily auditable and hence all the historic transactions can be checked and verified
[10].

Cryptographic Hash Functions

Cryptographic hash functions are used in blockchain to mask and secure the data
transferred in transactions. Hashing essentially standardizes the data by taking in
various outputs, passing them through a mathematical function and giving output in
a fixed format. It produces a unique hash value for each input and hence the original
data can be easily retrieved. However, it is impossible to infer the input value from
only the hash value and is thereby essential in securing the original data.

Hashing functions do not modify the original message and hence there is no data
loss. Furthermore, hashing is entirely different even if there is a small alteration in
the input. Hashing is an essential component of any blockchain security system and
is extensively used in Bitcoin. Hashing is also used to check for integrity of the data
[11].

Blockchain Transactions

A transaction represents an interaction between two parties. In the case of cryptocur-
rencies, transactions represent transfer of cryptocurrency between blockchain users.
These transactions could also refer to the transfer of messages or recording activities
[12].

Each block in a blockchain can contain zero or more transactions. For some
blockchain implementations, a constant supply of new blocks (even with zero trans-
actions) is critical to maintain the security of the blockchain network; by having
a constant supply of new blocks being published, it prevents malicious users from
decoding the blockchain and altering the blockchain itself.

Asymmetric Key Cryptography

Asymmetric key cryptography (public key cryptography) involves the usage of two
distinct keys to encode the data. The original message is encrypted using the public
key which is openly available to anyone. However, the data can be deciphered only
using a private key which is securely shared among the stakeholders.

Asymmetric key cryptography is an essential part of blockchain cybersecurity.
It is a key factor in ensuring the integrity of the messages transmitted through the
blockchain system and securing various transactions performed through the system
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[13]. Moreover, digital signals are used to verify the authenticity of transactions to
ensure that the owner of the private key is the one performing the transactions [14].

Since modern IIoT systems tend to have thousands of devices connected together
and communicating with each other, conventional cryptographic techniques are not
capable of handling them. This establishes the need for advanced blockchain-based
public key encryption techniques especially while handling high volumes of client–
server interactions [15].

Blockchain Addresses and their Derivation

Blockchain systems utilize the concept of addresses as placeholders to enable trans-
actions between entities. An address acts like a unique and secure identifier that is
used to label and record transactions. Blockchain addresses are created by push-
ing the public key through cryptographic algorithms. The address essentially adds
a checksum to the pubic key to prevent wrong transactions especially due to typing
errors [16].

The addresses are usually generated usingECDSAcryptographic algorithmwhich
enables the user to sign transactions with a private key and verify it using a public
key. ECDSA ensures that the authenticity of the user is preserved by letting other
users verify the author of the transactions. However, the public key is very long and
inconvenient to use. Hence, the address is derived from the public key and is used to
perform transactions.

Blocks in the Blockchain

Blockchain systems are essentially made of a series of blocks that are connected with
each other. These blocks are an integral part of the blockchain system as they are the
main entities which perform transactions and store relevant data.

Exchanges are added to the blockchain when a distributing hub distributes a
block. These blocks contain data that is cryptographically hashed and also contain
information about the previous block that enables the connection between them. This
system can be used to assess and verify the integrity of the blockchain system by
tracing the previous block connections back to the source block. These blocks also
enable peer-to-peer data networking and data transmission as there is no centralized
block and the system is distributed.

Legitimacy and credibility are guaranteed by ensuring that the exchange is accu-
rately organized and that the exchanges have been cryptographically marked. Hence,
the private key is used to decipher the messages received by a block; and the other
full hubs will check the legitimacy and credibility of all exchanges in a distributed
block [17].

Smart Contracts

Smart contracts are modern promises/contracts that are coded in a digital form and
are governed by a set of rules. In blockchain, smart contracts act as decentralized
applications that facilitate the implementation of complex algorithms. These con-
tracts are generally governed by preset logics and mathematical functions to ensure
automation of contracts between users [18].
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A smart contract is activated by performing an exchange that invokes it. It executes
autonomously and consequently in a desirable way on each hub in the system, as per
the information that was incorporated into the exchange. They allow transactions to
be performed directly and eliminate the involvement of third parties. Smart Contracts
canbe traced and auditedbut they are irreversible asmaking changes in the blockchain
is very difficult [19].

7.3.2 How Blockchain Secures IIoT

Blockchain when integrated with an IIoT ecosystem increases the security prospects
of the entire system. Blockchain has excellent privacy and security characteristics
that are essential in IIoT systems. It is distributed, sealed, repetitive, and secure and
thus helps IIoT systems overcome their critical drawbacks. Since blockchains consist
of blocks of data that are interconnected and distributed, they are faster and more
resilient to attacks as the data is not stored in a central hub; it is spread throughout
the network. Besides, blockchains also use strong encryption algorithms and hashing
techniques and are hence extremely secure. Blockchain transactions are also trans-
parent and the identity of the users can be easily verified. This prevents malicious
users and devices from penetrating and contaminating the blockchain network.

In IIoT environments, large portion of the correspondence is machine-to-machine
(M2M) cooperation, with no human mediation at all. In such situations, setting up
trust among the partaking machines is a major test that IIoT still has not met broadly.
Blockchain improves trust among devices by ensuring the authenticity of the devices
and offering extensive cyber protection. Such networks can also proactively detect
[20].

Blockchain networks are tamper proof and extremely difficult to alter. This is
essential in the case of IIoT devices as any attempt to manipulate or alter the sensor
or gadget can be immediately identified and necessary proactive action taken [21]. If
the integrity of any device is compromised, it can be safely and swiftly disconnected
from the network as blockchain systems have a distributed design. They do not have
dependency on any specific node in the network.

A circulated arrangement of record for sharing information over a distributed
system enables fast transactions and thusmaking it almost impossible for the network
to shut down as the failure of any one node will have minimal effect on the overall
system. Hash-based securities, check of character, and provenance verification are
essential in identifying rogue devices and alleviating dangers.

By enabling registration and validation of devices to enroll against the system,
blockchain-coordinated IIoT arrangement can enhance the overall framework well-
being. Smart contracts also encourage programmed execution of business rationale.
In the absence of a focal framework to assault, dangers of system failure due to
potential attacks on the central node can be avoided altogether [22].
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7.4 Platform Architecture for Blockchain in IIoT

In this section, we explore blockchain platform for Industrial Internet of Things
(BPIIoT) as proposed by Bahga et al. [23]. The BPIIoT uses distributed architecture,
peer to peer network, and secure connectivity for usage in the industrial sector. This
network is based on smart contracts that act as agreements between the customers
and the manufacturers. These smart contracts are transmitted through the blockchain
system and are essential in building trust among the stakeholders. The blockchain
platform integrates the shop floor with the cloud and data services, thereby ensuring
a distributed system where the data is shared across nodes. This digitalization of
the shop floor is achieved through the use of integrated platforms that make modern
solutions faster, safer, transparent, and more efficient compared to their conventional
counterparts [23]. The IIoT devices attached to the machines enable them to trade
information on their tasks and progress to the cloud through the blockchain system.
The gadgets also enable machine to machine communication in the IIoT network
and hence machines can optimize their run time and tasks accordingly.

The IIOT devices used in the network primarily consists of two layers: The inter-
face board and a single-board computer (SBC). The interface board has digital and
analog I/O functionalities with which the sensors and actuators interact. The inter-
face board and the single-board computer are connected by serial ports and a series
of sensors.

The sensors and application drivers are installed in the SBC and they subsequently
enable the use of the sensors and actuators to their maximum potential as the drivers
are frequently updated and customized according to the current requirements. The
SBC can be edited and designed according to the requirements of the user using
gadget supervisor present in the SBC. This is possible using a web interface that can
also be used to monitor the status of the devices. Moreover, the I/O unit present on
the SBC can act as an interface to connect the blockchain-IIoT platform to external
networks.

Figure 7.1 depicts the architecture of the proposed blockchain-IIoT system [23]
that incorporates an interface board and a single-board PC. Sensors and actuators
interact with the interface board that has a sequential interface to the SBC and with
themachine. The sensors help establish a connection between the interface board and
the SBC and they enable the SBC to receive sensor information from the interface
board and send control signs to the actuators.

The blockchain administration on the SBC communicates with the blockchain
network by issuing and receiving exchanges to and from the system. Each IIoT
gadget has its own record on the blockchain network and maintains a blockchain
wallet on the SBC. These records can be easily accessed and their identity can be
verified to ensure integrity of the network. The controller administration is used to
monitor machine status, working condition, and transmit exchanges to the smart
contracts on the blockchain [24].

Figure 7.2 illustrates how users interact with modern industrial systems using
the blockchain-IIoT interface [23]. The industrial systems consist of machines and
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Fig. 7.1 Proposed blockchain-IIoT platform

devices that are connected and grouped together to form ensemble applications. The
proposed platform is connected to the cloud to store the data and perform analyt-
ics. However, the transactions between the user, cloud and the system are processed
through the distributed blockchain network which essentially acts as an intercon-
necting entity. This blockchain offers excellent scalability as more blocks can be
added as the network size and number of transactions increase. Furthermore, since
blockchains are essentially peer to peer networks, the chain scales with the increase
in the number of users.

7.4.1 Summary of Other Blockchain-IIoT Platforms

Although blockchain technology is relatively new, its benefits and applications have
been widely realized by organizations and they have developed blockchain platforms
in IIoT. These platforms are created by either integrating the technology with an
existing IIoT system or developing a new ensemble system altogether from scratch.
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Fig. 7.2 User interaction with blockchain platform

Some of these platforms implemented in the industrial sector are well established,
proven, and stable.

The hyundai digital asset company (HDAC) [25] applies blockchain technology to
rapidly and securely transmit data, perform verification and information stockpiling
between IoT gadgets. The innovation is connected to industrial facilities and devices
to facilitate machine-to-machine exchanges and activity between IoT gadgets. The
system consolidates a twofold chain framework (open and private) to build exchange
rate and volume, which makes it suitable for IIoT ecosystems. HDAC provides users
with the option to select their own transaction fees and allows them to create smart
contracts themselves. Moreover, this flexibility is further enhanced by the decen-
tralized approach used by the company in offering IoT data control systems. It also
offers transactions through other blockchain systems such as Bitcoin and Ethereum.

VeChain [26] is a global blockchain project that provides IoT-based solutions by
ensuring secure collection, management, and exchange of data. The blockchain is
utilized in an assortment of routes, with one spotlight being on IoT-based solution
in cold chain logistics by utilizing IoT devices to monitor key parameters. Among
other applications, the platform can hold car visas bymaking computerized records of
vehicles including fix history, protection, enlistment, and driver conduct all through
its lifecycle. Social insurance applications are additionally conceivable by utilizing
start to finish following of generation procedures of restorative gadgets; and enable
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patients to safely share their biometric information with their specialists to empower
constant checking. VeChain [26] utilizes IoT innovation for extravagance merchan-
dize by implanting smart chips in luxury goods for real-time tracking of sales.

Waltonchain [26] is a blockchain platform that is made through a mix of RFID
and blockchain advances for successful IoT integration. It is focused on tracing
procedures and items in the inventory network. The system involves the concept of
merging production line garments, applications, equipment, and managing asset by
embedding RFID labels and chips into items. Data with respect to the status of items
is then downloaded for examinations onto a protected blockchain.

Ethereum [27] is an open-source blockchain platform that allows user to deploy
decentralized and distributed solutions. It uses Ethereum as its crypto currency that
is used by miners to pay for transaction fees and services. Ethereum offers excellent
support for smart contracts and allows users to create their own applications to per-
form customized operations. It uses innovative computer software called Ethereum
Virtual Machine (EVM) that enables any user to run applications and programs in
the blockchain network regardless of the programming language. Ethereum can be
used to build decentralized autonomous organizations (DAOs) that are organizations
run by software on a system of smart contracts in the blockchain network. DAOs do
not have a single leader and are owned by everyone who contributes to it and interact
with it by buying tokens. Ethereum is also being used as a secure and reliable plat-
form to launch cryptocurrencies. This is possible, primarily due to the fact that the
transactions and digital assets are governed and tracked by special standards such
as ERC20 and ERC721. Ethereum is rapidly accelerating the decentralization of the
world’s economy with its user-friendly, reliable, and secure platform.

7.5 Use Cases of Blockchain in IIoT

Blockchain-IIoT integrated systems have already seen a variety of use cases in the
industrial world. Organizations have designed, tested, and implemented blockchain
and IIoT-based solutions in areas such as transportation, logistics, pharmaceutical
industries, and manufacturing factories. This level of acceptance and widespread
implementation of blockchain in IIoT systems are primarily due to its unmatched
security, transparency, and privacy. This is an especially important factor, provided
the volume of sensitive and critical data that modern systems tend to handle.

However, the lack of strong cybersecurity remains one of the major hurdles in
the full adoption of IIoT systems. Moreover, industries need auditability and trans-
parency to track and monitor their transactions and this is provided by blockchain.
With the integration of blockchain with IIoT systems, organizations are more confi-
dent and keener on shifting to such modern systems.
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7.5.1 Security and Privacy in Supply Chain Management

IIoT and blockchain can push the boundaries of supply chain management (SCM)
systems and enhance their operational efficiencies. In modern SCM systems, numer-
ous sensors track key parameters such as temperature, location, vibrations, humidity,
level, and orientation of the object, etc. Since these devices share information and
communicate with each other, they can use smart blockchain contracts to secure the
transmitted data, stored information, and record the transactions performed.

Blockchain systems depend on cryptographic calculations intended to avoid infor-
mation contortion. Since each block in a blockchain contains a hash to the previous
block, it is extremely difficult to alter the chain. Any changes made to a single block
have to be done on the entire network and hence, it offers excellent security to the
IIoT ecosystem [28].

Figure 7.3 shows an exchange between a purchaser and dealer in a store’s supply
chain network [29]. The interaction is processed through the blockchain network
and the transmission occurs in the form of smart contracts. The blockchain network
contains system information such as the inventory level, purchase order, shipping
manifest and invoices. When an input is received, it is matched with the records
stored on the blockchain platform and once verified, the transaction is performed.

The need for a viable data sharing method and trust in supply chains fuels the
enthusiasm for inventory blockchain networks. Moreover, blockchain networks have
enhanced information sharing and security protocols compared to conventional sys-
tems [30].

Fig. 7.3 Blockchain in SCM
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In blockchain, records are created and stored and they contain information about
everything from the stock, source, and destination to the details of the transactions
and the entities involved in the transaction.

Stakeholders can view and verify the details of the products at a retailer, such as
credibility, quality, quantity, models, reputation ofmanufacturer, reliability, cost, etc.
This also facilitates the continuous monitoring and tracking of shipments through-
out their journey. Moreover, due to the distributed nature of blockchains, it is less
demanding to access and process data as the data does not have to pass through a
central system every time.

The danger of shipment information being adjusted coincidentally or intention-
ally is a major issue in supply chain systems. Blockchain helps to recognize mistakes
or alteration in production network records. Blockchains are extremely resilient to
alterations and changes in the network and modifications can be immediately identi-
fied. Although blockchain frameworks enable users to view or add information to a
record, they cannot alter or erase existing areas in a record. Changes made to records
are identified and all the stakeholders are notified with a perpetual log of the changes
made.

7.5.2 Pharmaceutical Industry

The issue of counterfeit medicines in the pharmaceutical sector is increasing with
every passing day. The pharmaceutical industry is responsible for developing, man-
ufacturing, and distributing drugs. It is essential to monitor the complete journey of
the drugs from themanufacturer to the patient. This is to ensure that counterfeit drugs
are not mixed with authentic ones and also to monitor the effectiveness of the drug
on the general population. However, this is an extremely difficult task that is often
rendered impossible using conventional systems. But the transparent and auditable
nature of blockchain technology can help in monitoring the shipment of drugs from
its origin to the destination in the supply chain.

Blockchain and IIoT-based systems can be designed to track the legal chain of
ownership of prescription medicines. Transparency and traceability are essential
when it comes to monitoring sensitive healthcare products. The data stored on the
distributed ledger is immutable, time stamped, and secure. This data is accessible by
manufacturers, wholesalers, dispensers, and end-customers involved in the supply
chain. This ensures that individual drugs can be tracked and monitored throughout
their journey using blockchain [31].

7.5.3 Autonomous Vehicle Solutions

Autonomous vehicles are fitted with thousands of sensors that collect huge volumes
of data on the speed of the vehicle, nearby vehicles, pedestrians, wear and tear in
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Fig. 7.4 Blockchain-IIoT autonomous vehicle platform

the system, tire grip, proximity to objects, lighting condition, and so on. This data is
collected, processed, and analyzed to ensure a smooth driving experience. Figure 7.4
depicts such a system where an autonomous vehicle is embedded with sensors and
actuators [32]. The data from the sensors are transmitted to the blockchain network
using IoT and is processed to take appropriate decisions.

When the onboard sensors detect anomalies and identify component that could
potentially fail, the system can use that information to direct the vehicle to the nearest
repair garage. Vehicle manufacturers have plenty of historical data available in the
blockchain and this can be utilized for conducting predictive maintenance.

The IIoT layer interacts with the blockchain layer and fetches the appropriate
historical data from it, depending on the input from the IoT sensors. Transactions are
performed based on this information and are again recorded and stored. This enables
data to be stored and accessed in a secure manner and thereby increases the privacy
and security protocols in autonomous vehicles.

7.5.4 Manufacturing Process Management

Blockchain and IIoT-based integrated arrangements are used in the production sector
to manufacture and assemble mechanical parts and components. Sensors placed in
the machinery monitor key metrics such as temperature, pressure, and vibrations and
identify deviations from the normal expected behavior. Information received on the
blockchain from the sensors is utilized to identify patterns in the anomalous activity
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and derive insights from it. This helps in proactively identifying malfunctions and
subsequent breakdowns before they actually happen. Such systems are extensively
used in the manufacturing of gears where the machine is embedded with multiple
sensors that monitor the cut angle, cut depth, temperature, coolant flow, vibrations,
and cutting speed.

The information derived from these sensors is transacted through the blockchain
system and is subsequently used to monitor the processes. This leads to optimized
performance, improved manufacturing quality, and higher reliability throughout the
lifetime of the gear. Maintenance workers can monitor the performance of any
component in the system by screening the data in the blockchain and can per-
form preventive maintenance. These observations are also recorded and stored in
the blockchain to be used as historical data for further analysis [11].

7.6 Conclusion

IIoT facilitates automated and computerized exchange of data, and this data often
has sensitive and proprietary information. IoT devices also tend to have poor pro-
cessing power, very simple architecture, and minimal storage capacities. This causes
available resources to be focused on the core functionalities and thereby overlooking
security and privacy vulnerabilities. Attackers tend to utilize these vulnerabilities to
compromise the security of the system and gain access to confidential data. Conven-
tional security defense systems tend to have centralized security architectures that are
computationally expensive, difficult to audit and vulnerable especially as the number
of connected devices increases. These issues can be addressed by blockchain with
its secure, distributed, and decentralized approach.

Blockchain with its distributed block system ensures that transactions are swift,
secure, and private. It provides excellent resilience to attackers as blockchains cannot
be tampered or edited. Its continued integration with the IIoT architecture is already
leading to significant transformations across multiple industries, bringing new busi-
ness models and facilitating reconsideration of how existing systems and processes
are implemented.

Moreover, blockchain can also be used to transfer information and allocate
resources between devices to efficiently control and manage them. Although there
are challenges in introducing blockchain into mainstream industries mainly due to
computational costs, transaction verification and issues of integration, its future in
the IIoT landscape looks extremely promising.
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Chapter 8
Visible Light Communications
in Industrial Internet of Things (IIoT)

Bugra Turan, Kadir Alpaslan Demir, Burak Soner and Sinem Coleri Ergen

Abstract Miniaturization of sensors and hardware for enabling technologies such as
wireless charging, energy harvesting, and low-power communications are foreseen
to play an important role in the future of various industries ranging from manufac-
turing to automotive. These industries are projected to become mainly data-driven,
as the data acquisition and manipulation capabilities are becoming the main compe-
tencies in these industries. Hence, the Industrial Internet of Things (IIoT) emerges
not only as a key paradigm for distributed control of actuators but also solidifies
the need for capturing and processing data. In this chapter, we discuss the use of
visible light communications (VLC) within the IIoT paradigm. VLC considers the
use of light sources and photodetectors operating in the visible band of the electro-
magnetic spectrum (e.g., light-emitting diodes) for communication purposes. Since
VLC works in the visible band, it does not further congest the already over-crowded
radio frequency (RF) bands. VLC is also secure, RF interference-free, low-cost, and
energy efficient. Thus, it has been considered for utilization in many application
areas such as intelligent transport systems, indoor localization, and communication
in RF-sensitive zones. In this chapter, while discussing the advantages and limi-
tations of using VLC in IIoT systems, we further explore the possible utilization
of bi-directional LED to LED communication within this scope for very low-cost
communication devices. Finally, we discuss current and possible future applications
of VLC in the IIoT context, identifying the following as potential future applica-
tions: LED-Based IIoT sensor data transmissions, LED beaconing for localization
and signaling, wearable VLC devices for safety, VLC for ubiquitous computing,
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VLC-supported augmented reality, VLC for smart farming, VLC-assisted energy
load scheduling, VLC-supported industrial Internet of Underwater Things, VLC-
offloaded telecom services, and VLC usage in the transportation industry.

Keywords Visible light communications · VLC · LED · Radio frequency · VLC
Intelligent Transportation Systems · Industrial internet of things · Industrial
internet · IIoT · Internet of things · IoT

8.1 Introduction

Technology is advancing at an enormous pace.Miniaturization of sensors and further
“enabler” technologies such as wireless charging, energy harvesting, and low-power
communications are foreseen to play an important role in the future of various indus-
tries. Moreover, in the future, different industries ranging from manufacturing to
automotive are expected to transform their approaches from a conventional product-
driven nature, into a data-driven and environmentally compliant one. As a result,
competency in these sectors is expected to be based on data gathering and process-
ing capabilities. Hence, the Industrial Internet of Things (IIoT) is a key paradigm not
only for the distributed control actuators but also for more meaningful data capture
and processing.

In the context of the IIoT, more refined data directly improve efficiency in terms
of serving customers or managing facilities since it enables a more through com-
prehension of the needs and benefits. However, a massive number of data-capturing
IoT sensors are also provisioned to generate new challenges such as infrastructure-
independent power (off-grid power) and problems for communications such as spec-
trum scarcity with contention. Various communication technologies with very low
power consumption will pave the way for increasing deployment and penetration of
such sensors.

Visible light communication (VLC) is one such communication technology since
it is low-cost, energy efficient, secure, and RF interference-free. VLC utilizes light
sources such as light-emitting diodes (LEDs) and laser diodes, and optical detectors
such as cameras and silicon photodetectors, all operating in the visible light spec-
trum. Typical setups consist of very low-cost and widely available LEDs modulated
via simple driver circuits. These LEDs transmit data to receiver circuits with pho-
todetector or camera front-ends that sense and demodulate the incident light inten-
sity. With the decreasing cost of LEDs and detectors, the simplicity and ubiquity
of such components have led to LED-based VLC systems being utilized for many
communication tasks in different industrial sectors. Current applications range from
automotive, where LED headlights can be used as communication beacons along-
side their illumination role, to indoor localization and navigation scenarios, which
utilize mobile phones or readily installed infrastructure in large public spaces such
as museums and hospitals. LED-Based IIoT sensor data transmissions, LED bea-
coning for localization and signaling, wearable VLC devices for safety, VLC for
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ubiquitous computing, VLC-supported augmented reality, VLC for smart farming,
VLC-assisted energy load scheduling, VLC-supported industrial Internet of Under-
water Things, VLC-offloaded telecom services, and VLC usage in the transportation
industry are just some of the prospective IIoT applications.

In this chapter, we discuss the use of visible light communication in the context
of the IIoT. We investigate the advantages and limitations of VLC, utilizing LEDs
as transmitters and low-cost photodetectors, cameras, and even solar sensors, as
receivers. We further explore the possibilities of the bi-directional LED to LED
communication as very low-cost communication devices for IIoT. Finally, we discuss
various future application areas of VLC in the IIoT context.

8.2 Industrial Internet of Things (IIoT)

The term “Internet of Things” was first introduced by Kevin Ashton in 1999 while
he was working on a standard for RFID tagging in logistics applications [1]. Since
then, the term and the concept behind the term gained incredible attention. Internet of
Things (IoT) may be defined as an information network of physical objects (sensors,
machines, cars, buildings, and other items) that allows interaction and cooperation
of these objects to reach common goals [2]. IoT is also defined as a paradigm in
which objects equipped with sensors, actuators, and processors communicate with
each other to serve a meaningful purpose [3]. The Internet of Things is the concept
of connecting any device to the Internet and to other connected devices. The IoT is
a network that connects things and people which collects and shares data about the
way they are used and about the environment around them [8].

Commonly, IoT is divided into two categories based on the application areas:
Industrial IoT and consumer IoT. Note that the principles and technologies behind
IoT are same whether it is Industrial IoT or consumer IoT. Industrial Internet of
Things (IIoT) is the IoT used for industrial purposes. It has many application areas
including: manufacturing, transportation, energy, healthcare, agriculture, automo-
tive, smart stores, smart cities, security and law enforcement, and defense and mil-
itary. Figure 8.1 shows the current and future application areas of the IoT for the
industry and consumers. From the figure, it is evident that the application areas for
industrial purposes outnumber that for consumer purposes. That is one of the reasons
why the IoT is tightly coupled with Industry 4.0 or I4.0 [4–6] or Industrial Internet.
The term Industrial Internet is used in North America and Industry 4.0 is common
in Europe [1].

The use of IoT devices with embedded sensors in the power grid lines enables the
acquisition of real-time data to better manage and distribute energy. The increased
availability of real-time data may help to achieve higher levels of energy efficiency.
The use of smart devices in transportation, logistics, and connected cars will help to
achieve efficiency in terms of energy and environment protection, reduce traffic, and
eliminate or decrease accidents. Healthcare and elderly care may benefit from IoT
real-time monitoring of people in need. Monitoring of supply chains is an important
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Fig. 8.1 Internet of things application areas

prospective area of IoT use. There is great potential for process efficiency and cost
savings via real-time tracking of materials, products, and equipment. IoT provides
better monitoring and control of products in smart stores. In the manufacturing sec-
tor, IoT may increase efficiency in production, provide better quality control and
increased process monitoring.

Internet of Things is not a technology per se, but it is a paradigm for some and a
concept for others. Therefore, a number of technologies support the development of
the Internet of Things. These are shown in Fig. 8.2. As these technologies and IoT-
based applications evolve, the concept of IoT will evolve simultaneously. Moreover,
as new application areas are discovered, the dominance of the IoT paradigm will
increase.

Smart devices are at the heart of the IoT paradigm. Such devices are composed
of embedded sensors, actuators, processing, and communication components. These
devices gather data and forward them to other nodes in the networks. The interaction
between devices is called machine-to-machine (M2M) communication. The data
forwarded to networks are preprocessed, processed, analyzed, acted upon, stored,
and recalled at different stages of operation of information technologies. With the
right investments and deployments, IoT helps organizations achieve higher levels of
efficiency while promising cost reductions.

In Fig. 8.3, a basic IoT architecture is outlined. This architecture is especially
suitable for enterprises with a wide area network (WAN) usage. The architecture has
three stages. Each stage consists of various devices and fulfills various purposes.
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Fig. 8.2 Technologies supporting internet of things (IoT)

Fig. 8.3 Three-stage IoT solutions architecture
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• Stage 1: In the first stage, the sensors collect data and actuators conduct various
tasks. Depending on the computing capabilities of devices, some level of data
processing may also be conducted. The communication component of the devices
sends the collected data to a network gateway that may be a part of a network or
the Internet.

• Stage 2: Network gateways exist in the second stage. The purpose of this stage is
forwarding the data collected via sensors and sending the commands to the actu-
ators. The performance of gateways at this stage is important due to the real-time
or near-real-time operational requirements imposed by the specific applications.

• Stage 3: This is a WAN stage. Here, the data are consumed, analyzed, and stored.
Applications make use of the data for various purposes. In addition, the data are
stored for in-depth analyses. This stage is where the heavy computation required
by the system occurs.

Visible light communication specifically provides solutions to the connectivity
between stages 1 and 2. While Fig. 8.3 presents a generic IoT architecture solution
for enterprises, and there are also IoT reference architecture models that are either
well developed or are in development. Reference Architecture Model Industrie 4.0
(RAMI 4.0), Industrial Internet Reference Architecture (IIRA), Internet of Things
Architecture (IoT-A), Standard for an Architectural Framework for the Internet of
Things (IoT), andArrowheadFramework are among these IoT reference architectural
models [1]. RAMI 4.0, IIRA, and IoT-A have completed versioned models. IIRA is
a US-based effort and the other two have originated from Europe. These reference
models provide architectural solutions to relevant industry sectors.

8.2.1 IIoT: Current Trends

The Industrial IoT market is estimated to reach $123.89 Billion by the year 2021
[7]. In 2017, the global IoT market generated a revenue of more than $57 billion,
which is expected to rise at a CAGR of 21% between 2018 and 2023 [7]. Healthcare
sector was leading the market with a revenue of $731 million and is expected to
lead again in the following years [7]. Note that while healthcare may be considered
an industry, it also affects consumers directly. These numbers indicate a promising
future for the IoT both in the industry and daily life. A recent IoT market research
and trends forecast report for 2018–2023 [8] highlights certain application areas that
are expected to grow in the near future; healthcare, agriculture, logistics, and the
energy industry are among these areas.

As the IoT market forecasts indicate, healthcare is one of the most promising
industries for the IoT. The investments in IoT in healthcare surpassmost other sectors.
This is somewhat understandable since health is crucial for all people. There aremany
patients that are struggling with certain conditions requiring close monitoring. IoT
devices may help in monitoring of these people. If emergency conditions occur,
the IoT devices may contact necessary healthcare personnel to help the person in
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need. IoT devices may also be used in health monitoring of not only ill people but
also healthy people. Today, smartphones are equipped with various health sensors.
Consumers use mobile health applications when they are doing sports or hiking.

Diseases, insects, and infestations aremajor concerns for crop yield. IoTmay help
to address these concerns. Drones may be utilized to patrol large agricultural areas to
scan the crops for diseases, insects, and infestations. Drones may take pictures of the
crops and send them to computers for image analysis. With such analysis, we may
identify the infected crops which may then be removed from the plantation to stop
the further spread of infestation. We may also use IoT devices equipped with various
sensors to closely monitor the health of the crops and the status of the plantation.
The data collected may help increase crop yield.

The logistics industry is another important sector that IoT offers many opportu-
nities to. Secure and timely transportation of goods through the supply chain is at
the heart of the logistics business. Supply chain efficiency is also crucial for many
businesses. IoT may help in close monitoring of goods in storage and transport. For
example, there aremany food products that should be kept under certain environmen-
tal conditions to prevent them from going bad both in storage and during transport.
IoT can help to monitor and maintain these environmental conditions.

IoT offers many opportunities for the energy sector. Real-time monitoring of
power lines, increased control over power plants, monitoring the security and safety
of pipelines, and smart metering are only a few of the potential applications. With
real-time monitoring and data collection, just-in-time maintenance and repair will
help to decrease or eliminate power outages. Furthermore, machine learning and data
analysis methods coupled with qualified data collection may help to increase energy
efficiency.

Improving operational efficiency and increasing collaboration between humans
andmachines are among the essential drivers of the IIoTmarket. Tables 8.1 and8.2 list
the components and software segments in the IIoT [7, 8]. Since IoT is not a technology
on its own but a paradigm, the developments on the supporting technologies in these

Table 8.1 Component
segments in the global IIoT
market

Sensors

Industrial robotics

Distributed control systems (DCS)

Condition monitoring

Camera systems

Smart meters

Table 8.2 Software segments
in the global IIoT market

Product lifecycle management (PLM) systems

Manufacturing execution systems (MES)

SCADA systems

Distribution management systems
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segmentswill shape the future of the IoTuse. Furthermore, theywill play an important
role in the capabilities and limitations of the IoT.

Networking and communication are essential aspects of the IoT. The commu-
nication may be wired or wireless. Currently, Wi-Fi is the most popular wireless
solution. However, Wi-Fi is a radio-frequency-based wireless communication tech-
nology. On the other hand Li-Fi utilizes LED-based optical wireless communications
and is expected to either replace or complement Wi-Fi for many application scenar-
ios. We believe a significant portion of these indoor Wi-Fi solutions will be replaced
with Li-Fi solutions in the near future due to the number of advantages of Li-Fi over
Wi-Fi. In the next sections, we introduce visible light communication (VLC) and
discuss the current and future uses of VLC in the IIoT scenario.

8.3 Visible Light Communication (VLC)

In this section, we briefly introduce visible light communication technologies. It is
essential to overview the unique characteristics of a VLC system to understand its
value for the IIoT domain.

VLC transmitters and receivers vary in capability and complexity. Thus, a frame-
work with well-defined VLC transmitter and receiver requirements will pave the
way for successful IIoT implementations. Note that almost all of the technologies
described here are commercially available. In Fig. 8.4, we present a typical VLC
architecture.

VLC uses intensity modulation and direct detection (IM/DD) of optical signals
in the visible light spectrum (400–800 THz). Bits are transmitted via LEDs at high
frequencies in such a way that the flicker is undetectable by the human eye. VLC
does not require heterodyning (i.e., mixing with a local oscillator to up-convert
the modulated signal into higher frequencies). Therefore, it is considered to be a
low-complexity communication scheme. On the other hand, pre-emphasis and post-
emphasis circuits are demonstrated to boost low-cost, low-power VLC systems up to
Multi Gbit/s [9] data rates, where RF counterparts targeting low-power applications
are only able to provide a few hundredMbps rates with higher energy consumptions.

Fig. 8.4 A typical VLC system architecture
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8.3.1 VLC Transmitters

VLC systems utilize LEDs as transmitters. LEDs are known for their low energy con-
sumption, long lifetime, and low costs. LED optics shape the light beam depending
on the illumination needs, providing increased flexibility when compared to halogen
or fluorescent light bulbs. LEDs are classified with respect to their manufacturing
processes and working principles. Phosphor-coated blue-chips, multi-chips, organic
light-emitting diodes (OLEDs), micro-LEDs, resonant cavity LEDs, and quantum
dot LEDs (QLED) are themain types of commercially available LEDs. Among these,
phosphor-coated blue-chip LEDs (PCLED) are widespread for lighting due to their
low cost.

LED modulation bandwidth, defined as the maximum number of on/off state
switching times within a second, determines the achievable data rates. As VLC
transmitters, phosphor-coated blue-chip LEDs provide modulation bandwidth in the
order of a few MHz, due to the relaxation time of the phosphor. Thus, at the receiver
side, blue filtering is utilized to capture solely the blue-chip radiation, obtaining
20–50 MHz modulation bandwidths, resulting in higher data rates.

Multi-chipLEDs utilize red, green, and blue chips providing color control depend-
ing on the intensities of each chip.Multi-chip white LEDs provide higher modulation
bandwidth compared to phosphor-coated white LEDs at the expense of higher costs.

Organic light-emitting diodes (OLED) , as a relatively recent solid-state lighting
technology, are also considered as VLC transmitters [10]. OLEDs provide smooth
illumination through the panels compared to point source LEDs. However, OLED
modulation bandwidth is on the order of a few kHz, limiting high data rate VLC
applications. Micro-LEDs and resonant cavity LEDs provide higher modulation
bandwidths, and hence, there are higher data rates compared to other LED types.
On the other hand, quantum dot LEDs (QLED) provide higher luminous efficiency
(i.e., higher optical output with less electric current) [11]. QLEDs are preferred for
low-energy targeting applications. Thus, they aremainly deployed on high-resolution
television screens and monitors. They provide modulation bandwidths similar to the
blue chip with white light illumination.

VLC transmitter LEDs are chosen based on the constraints of illumination, com-
munication range, required data rate, power consumption, and ownership costs. As
a result, determining the appropriate VLC transmitter heavily depends on the appli-
cation area.

8.3.2 VLC Receivers

VLC receivers are categorized with respect to their technologies and optical commu-
nication requirements. Photodetectors, cameras, LEDs, photomultiplier tubes, and
solar cells are demonstrated to be used as VLC receivers.
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Photodetectors

Photodetectors (PD) are the most common receiver types of VLC systems. PDs
convert modulated optical signals into electrical current for receiver circuits to
demodulate the information. PIN diode and avalanche photodetector (APD) types are
employed in VLC depending on the application requirements. APD provides higher
gain but also generates more shot noise, whereas PIN diodes have the advantages of
low cost, large aperture area, and higher temperature variation tolerances.

Cameras

Cameras are also used as VLC receivers [12]. They consist of an array of photode-
tectors. Utilizing cameras as VLC receivers are known as optical camera communi-
cations (OCC), a subfield in VLC technologies. A typical OCC system uses cameras
(i.e., color image sensor array) to capture incident light signals as image sequence
frames. Cameras operate in global-shutter and rolling-shutter modes. In the rolling-
shuttermode, captured pixels are sampled row-by-row,where on and off states appear
to be light and dark cells respectively. Refer to Fig. 8.5.

In the global shutter mode, all pixels are captured at the same time for the same
duration. This mode is favorable for capturing data from mobile VLC transmitters.
However, cameras capture a single bit with an image in this mode. Consequently,
global-shutter mode provides lower data rates when compared to rolling-shutter
mode.

Light-Emitting Diodes (LEDs)

LEDs work with the same principles as photodiodes. When a positive voltage is
applied to the LED cathode, known as reverse-biasing, they act as light receivers.
For any LED to be utilized as a VLC receiver, the wavelength of the incoming light
should be the same or less than the same LEDs emission wavelength. For example, a
yellow color (570–590 nm) emitting LED is sensitive to yellow, green, and blue light,
but it will not sense red light since the wavelength of the red color (620–750 nm) is
greater than the wavelength of the yellow color.

Fig. 8.5 Global shutter versus rolling shutter for OCC
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Photomultiplier Tubes (PMTs)

Photomultiplier tubes (PMTs) are another VLC receiver candidates. These enable
amplification of a single photoelectron to series of electrons with gains up to 100
million. PMTs are demonstrated to be utilized for weak light detection in extremely
dark environments [13], as they are very sensitive to background illumination. PMTs
may be utilized to detect non-line-of-sight VLC signals, expanding the use cases of
the technology for indoor environments. However, utilizing PMTs for an outdoor
environment is challenging due to the increased ambient noise levels from daylight.

Energy Harvesting Receivers (Solar Cells)

Solar cells may be used both as VLC receivers and power supplies for receiver cir-
cuits. Transmitted VLC signals comprise of a DC component (converted to electrical
energy to charge the receiver electronics) and an AC component which carries the
communication signal. Proper receiver electronics enable a few Mbps communica-
tion rates and tens of mWof harvested power concurrently with such setups [14]. The
dual-purpose of solar cells makes them ideal receiver candidates for IIoT systems
with remote distributed units requiringwireless charging andwireless data exchange.

Recently, solar roads are demonstrated to be a viable alternative, generating elec-
tricity to supply it to the grid [15]. Thereby, even roads can act as VLC receivers,
capturing data from VLC transmitter equipped vehicle LED lights.

8.3.3 VLC Advantages

LEDs use less energy and have a lower cost of ownership than its counterparts such
as laser diodes, which also provide optical communication capabilities. LEDs pos-
sess additional advantages over other lighting technologies, such as desirable color
qualities, minimal or no flicker, long life, and very subtle environmental and human
toxicity. The three main benefits of LED lighting are reduced energy consumption,
lower cost of ownership, and higher lighting quality. The savings on electricity con-
sumption is also important due to the high consumption of electric power for lighting.
Around 6.5% of the total global primary energy was used for lighting in 2005. It is
expected that in the USA alone, LEDs will penetrate around 86% of electrical light-
ing installations by 2035. LEDs will reduce electricity consumption for lighting by
around 75% and save approximately 5.1 quadrillion British thermal units (5.1 quads)
per year (around US$52 billion per year) in direct energy costs.

In addition to energy savings, LED usage in the visible light (VL) spectrum for
VLC has additional advantages such as unregulated wide spectrum usage. VL spec-
trum (430–790 THz) is currently unregulated. Therefore, each user can transmit or
receive data with the necessary transmit power levels in the spectrum. Moreover, VL
spectrum is 10,000 times wider than the RF spectrum (3 kHz–300 GHz).

Future light fixtures ranging from streets [16] to Navy vessels and submarines
[17] will all use LEDs, mainly due to their lower energy consumption and higher
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lightning quality. However, considering LEDs fast switching capabilities, coupled
with a low-cost VLC transceiver circuit, readily available LEDs can serve as VLC
transceivers. Thereby, the unused potential of ubiquitous solid-state lighting can be
utilized efficiently. On the other hand, as VLC transceiver circuits do not involve
complex signal mixing stages, they are free from EMI/EMC considerations. Higher
equipment cost is not a concern due to incoherent intensity modulation (IM) trans-
mitter architectures and direct detection (DD) receiver architectures. Moreover, RF-
denied environments, such as hospitals, nuclear plants, airplanes, industrial facilities
equipped with sensitive electronic equipment, can take advantage of the RF interfer-
ence/RF radiation-free nature of VLC technologies.

VLC signals cannot penetrate through walls. They are confined to limited areas.
Hence, VLC is mainly considered as a line-of-sight (LoS) technology. Such LoS
characteristic is useful for information security purposes. It is not easy to hack into
the visible light communication outside the line of sight.

Zero energy receivers provide unique advantages to consider VLC in diversified
application areas. Utilization of solar cells as the receiver front ends, passive VLC
technology, and bi-directional communication abilities of LEDs are among these
advantages.

Surveillance cameras have found common use in public and private places. They
are used in houses, banks, factories, streets, etc. Each camera may serve as a VLC
receiver. This opens up many opportunities for many application areas, especially in
IoT applications.

Recently, it has been shown that LEDs cheaper than half a dollar are able to
provide 10.2 Gbit/s data rates [18]. This is above the current data rate achievements
of the novel fifth generation (5G) communication technologies.

Power-line communications (PLC) provide device connectivity through existing
power lines. It has the potential to provide simplified intrabuilding interconnection of
devices enabling a cost-effective delivery of broadband data services. PLC systems
consist of terminal devices that are plugged into or attached to the electrical power
supply network. As LEDs need to be powered via power lines, PLC appears to be an
attractive technology for the backbone network of a VLC system, similar to the role
Ethernet plays in Wi-Fi-based systems. A VLC modem coupled with a LED front
end can receive data from the power line through a PLC modem and then wirelessly
transmits the data by optical intensity modulation [19].

Impulsive noise is generated by high-voltage transformers of electric appliances
with poor connections. Generally, switchingmode power supplies of electronic com-
ponents are the main source of impulsive noise. RF wireless communications are
affected by impulsive noise since the impulsive noise floor created by nearby elec-
tronics is usually above the natural thermal noise floor of RF radios. However, optical
signals donot interferewith impulsive noise.Hence, impulsive noise does not degrade
the performance of VLC systems.

Table 8.3 lists the summary of VLC advantages.
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Table 8.3 Summary of VLC advantages

Energy efficiency

License-free wide spectrum availability

Green technology

Utilization of unused potential

Long LED lifetime

Low-power device utilization

Low-complexity transceiver architecture (IM/DD)

Zero energy receivers via solar cells

RF interference-free—good for RF-denied environments

Increased information security

Same receiver and transmitter architecture (bi-directional LEDs)

Gbit/s (data rates with low-cost devices)

Impulsive noise-free

Easy integration with power-line communications

Readily available cameras as receivers

8.3.4 VLC Limitations

Visible light communication is not without limitations. The main barrier being the
limited modulation bandwidth. Furthermore, it has some inherent limitations such as
nonlinear characteristics of LEDs, beingmainly a line-of-sight technology and simul-
taneous illumination requirement. Currently, the number of market-ready products
is low. However, the market is expected to grow as the use expands. We summarized
these limitations in Table 8.4.

8.3.5 VLC Versus RF Technology: Comparison for IIoT

VLC may be considered as a complementary technology to RF-based solutions for
IIoT applications. Themost important difference is thatVLC features the unregulated
and unlicensed optical spectrum where signal reflections depend on the absorption
and reflection of light waves. However, RF communications depend on certain spec-
trum regulations.

Ambient light and background illumination have substantial effects on VLC per-
formance. As VLC transmitters are non-coherent LED sources, they do not produce
strong signals for long-distance communications. Thereby, VLC provides only short
range and LoS communications. On the other hand, RF communication suffers from
electromagnetic interference and noise from the transceivers operating in the same
spectrum. RF signals provide longer-distance communications and penetrate through
the walls and obstacles.
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Table 8.4 Summary of VLC limitations

Limited LED modulation BW LEDs are not manufactured for communication. Thus, on
and off state switching speeds (modulation BW) are
generally in the order of a few MHz

LED nonlinearities LED voltage/current and optical emission relation is linear
only for a limited region. Hence, communication signals
requiring high peak to average power ratio (OFDM) do not
perform well for all LEDs

LoS technology Even though non-LoS communications are possible with
high-end receivers (avalanche photodetectors,
photomultiplier tubes), VLC is generally considered to be an
LoS technology

Limited number market-ready
VLC devices

Currently, only a few companies have demonstrated
market-ready VLC products. Thereby, readily available
VLC device costs are high

Illumination for communication For downlink communication (LED fixture to sensor),
illumination is reasonable; however, for uplink
communications (from IIoT sensor to receiver), illumination
may not be favorable at all times

VLC performance highly depends on receiver aperture size and the selected
receiver amplifier. Large aperture size receivers enable a larger field of view with
decreased detection capability due to increased noise. However, small aperture
area receivers provide higher receiver bandwidths with a limited field of view.
VLC receiver amplifiers can be grouped into three, namely, high-impedance, low-
impedance, and trans-impedance amplifiers. High-impedance receivers are very low-
noise amplifiers, but they provide limited receiver bandwidths. Low-impedance
receivers are utilized for high-bandwidth applications where noise is not crucial.
Trans-impedance amplifiers provide higher bandwidth with lower added noise.

VLC transmitter radiation pattern is defined not only with LED radiation pattern
but also with transmitter optics such as reflectors, lenses, and diffusers. Furthermore,
the most common radiation pattern of production LEDs, the Lambertian pattern,
asserts that the received optical power not only depends on the transmitter–receiver
distance but also depends on incidence and radiation angles.

VLC targets directional communications due to the limited field of view of the
receivers. However, RF communications are generally omnidirectional, as they are
intended to provide a wide coverage area. VLC, with its shorter wavelengths than
RF’s, enables efficient spatial diversity schemes to prevent multipath fading, as
opposed to the case of its RF counterparts where large fluctuations in received signal
magnitude and phase are expected in the link such as deep fading due to construc-
tive and destructive interferences. VLC channels exhibit flat fading characteristics,
whereas the RF channel frequency response is oscillatory.

VLC require transmitter and receiver to be aligned. Hence, spatial diversity tech-
niques (i.e., MIMO, MISO) can be utilized to support mobility for VLC. Using high
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Table 8.5 Comparison of
VLC and RF communication

Area VLC RF

Spectrum range 400 THz 300 GHz

Coverage Limited Wide

Security High Limited

Licensing Free Required

Device complexity Low High

Transmitter LED Antenna

Receiver LED, photodetector,
camera, PMT

Antenna

Power consumption Low High

Mobility support Medium (using spatial
diversity)/low

High

Environment impact Low Medium

Channel response Flat fading Fluctuating

Market penetration Low High

frequencies in the order of THz, VLC does not suffer from Doppler shift, whereas,
Doppler shift is a key factor for mobility support in RF systems.

RF technologies are mature enough to be deployed ubiquitously. However, VLC
technologies are still in the technology readiness level (TRL) of 6, where research
and development efforts are continuing despite a few market-ready products. LEDs
global market share is expected to reach 61% by 2020. Considering each LED carries
VLC capability, while the technology is considered to be mature, transceiver circuits
can be retrofitted to existingLED lighting infrastructure. Thiswill lead to a substantial
increase in market penetration.

For RF technologies, antenna gain and patterns are the crucial parameters defining
both transmitter and receiver performances. However, various VLC transmitter and
receiver types require detailed analysis of application requirements to obtain the
desired communication performance.

Refer to Table 8.5 for a comparison of VLC versus RF communication.

8.3.6 Future Directions in VLC

In this section, we highlight the further developments and future directions in VL
communication.

Visible Light Sensing

Visible light sensing applications, such as indoor localization, binary deci-
sion/recognition systems for human–computer interaction, and screen–camera com-
munications, rely on the ubiquitous nature of visible light. Visible light is not only
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abundant in everyday settings, but its sources are also widely available in man-made
devices for utilization in communication and sensing scenarios. Similar to widely
adoptedWi-Fi-based localization techniques, indoor visible light positioning systems
utilize existing indoor lighting architectures (usually LED ceiling lights) for precise
positioning applications [20].EachLEDfixture transmits a unique IDviaVLC,where
receivers use triangulation via predefined locations of fixtures on indoor maps. Fur-
thermore, visible light sensing applications based on the bi-directional LED usage,
where LEDs are utilized as ambient sensors in receive mode, are another appealing
direction of VLC utilization [21].

Passive VLC

Passive VLC [22] aims to modulate the unmodulated light beams of the ubiquitous
visible light sources around. Incident unmodulated light beams on the transceiver
node are modulated with respect to desired information for transmission. They are,
in principle, similar to RF backscatter communication systems that utilize read-
ily available unmodulated nearby RF signals for communication. Such systems are
essentially nearly “zero energy transceivers” since they need small amounts of power
for operation. As an example, LCD shutters with retroreflectors have proven sub-mW
power consumption with ~kbps data rates [23].

The common architecture of retro-reflective passive VLC systems is depicted in
Fig. 8.6. Depending on the requirements of the application, other modulators such
as multiple quantum wells (MQW) and microelectromechanical systems (MEMS)
(i.e., micro-shutters) may also be utilized. The common feature of these modulators
is that they modulate the incoming light from the outside, which results in very
low power consumption compared to modulators generating their own light (e.g., an
LED-based transmitter). This allows the modulating node to be battery-free, which
is an extremely desirable feature for IIoT systems with a large number of distributed
and remote sensor nodes.

Fig. 8.6 Passive VLC
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Multi-Gbit/s VLC

Transmitter (LED) and receiver (photodiode, camera, etc.) bandwidth, with VLC
channel characteristics, determine the achievable VLC link rates. Even though off-
the-shelf LEDs provide data rates in the order of a few hundred Mbit/s, additional
systems are required to obtain Gbit/s VLC data rates.

LEDs used for illumination and VLC simultaneously, generally, have a frequency
response that resembles a low-pass filter. They exhibit a usable bandwidth below
20MHz. This low bandwidth puts a hard limit on the data rate since it results in lower
optical intensities at higher frequencies for LED optical radiation. Consequently, the
signal-to-noise ratios are bad for the higher-frequency signals. To overcome this
problem, pre-emphasis and equalizer circuits are used on the LED drivers. These
circuits “pump” more power to the LED when higher frequencies are transmitted.
For lower frequencies (where the LED response is already good), they simply act as
a buffer. Thus, a uniform frequency response is achieved throughout the frequency
spectrum (e.g., −3 dB bandwidth of 400 MHz has already been demonstrated in
[24]), allowing for higher-bandwidth light to be extracted from the LED transmitter.

VLC receivers, which usually consist of either a single photodiode or multiple
pixels in a camera, also have low-pass frequency response characteristics. Although
their typical bandwidth is much higher than LEDs (accessible communication-grade
photodiodes typically have ~100 MHz bandwidth), they constitute a limitation for
achievable data rates. To increase the receiver bandwidth (i.e., flatten the frequency
response), post-emphasis/equalization circuits are used.

To achieve Gbit/s data rates, a VLC system needs to be designed with the consid-
erations of VLC channel characteristics. VLC channel models incorporate time and
frequency dispersion characteristics of the VLC channel. Once known, the inverse
of the channel model can be imposed on the transmitter and receiver to complement
the degradations caused by these nonlinear effects of VLC channel. This operation
follows the same idea as pre-/post-emphasis applied to transmitters and receivers.

Considering various reflections from nearby objects in the IIoT environments,
VLC IIoT channel models should be carefully studied to decide an optimal number
of transmitter/receiver deployments with ideal locations.

Robust Communications Through VLC

Robustness of wireless communication depends on channel characteristics mainly
defined through the nearby reflector and scatters,mobility, and resilience tomalicious
intends such as jamming or spoofing.

Redundancy is one of the key solutions to achieve robustness of wireless com-
munications in case of unexpected disturbances in the channel. For example, in an
indoor VLC scenario where ceiling lights are transmitters and a mobile robot with
an upward facing photodiode is navigating the room, the LoS requirement between
the robot and certain lights may be violated at certain times, and thus breaking the
link between the light source acting as the transmitter and the robot. To maintain
the communication, there must be at least one other redundant light source acting
as a backup. While this is a very simple multi-input multi-output (MIMO) exam-
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ple scenario for a controlled indoor environment, similar scenarios exist for outdoor
settings and more challenging dynamic situations.

On the other hand, characteristics of RF-based wireless communication channels
vary a lot with respect to the frequency range occupied. Reflection versus absorption
ratios from objects and scattering and attenuation profiles determine channel char-
acteristics and the achievable data rate. For example, while visible light (EM signal
with ~400–700 THz frequency) is not able to penetrate through opaque objects (as
this requires a “line of sight” between the transmitter and receiver), a VHF signal
(EM signal with ~30–300 MHz frequency) can easily achieve non-LoS communi-
cation. Similarly, while a 60-GHz millimeter wave channel suffers great attenuation
in air (oxygen absorption), visible light does not suffer as badly.

A robust communication channel with a guaranteed performance in a dynamic
environment must be capable of multi-band communication (RF/VLC), switching
to the “best one for the current condition.” This requires a robust communication
architecture that senses its environment and anticipates the performance degrada-
tions on different frequency bands. The communication system should be able to
take precautions to maintain connectivity. Building communication systems that are
aware of their dynamic environmental conditions require the use of state-of-the-art
sensing and classification techniques. Autonomous ground carts (AGC) in a factory
are a prime example of such systems. With the use of ultrasonic positioning sen-
sors and multi-dimensional optical sensors such as a LIDAR or cameras, AGC first
senses its environment and localizes itself in terms of raw data and later processes
and classifies this data with advanced machine learning methods to make decisions
on how to autonomously navigate in that environment. A similar approach may be
used for IIoT VLC systems where the communication system can be trained with
sensor data from real test cases. Then the system learns to choose the best perform-
ing communication technology (microwave, millimeter wave, VLC, etc.) for certain
environmental conditions.

Ultra-Low-Cost VLC

RF communication schemes employ modulation (amplitude, phase, and frequency)
of the EMwave at carrier frequencies to convey information. On the other hand, VLC
is based on intensity modulation and direct detection (IM-DD) scheme, where only
the intensity of the emitted light wave is modulated. Thus, VLC transceivers do not
require any high accurate local oscillators or microwave signal mixer components
with sophisticated filters, as it is the case for carrier frequency using RF communi-
cation systems. An IM-DD scheme provides both power and cost savings for VLC
devices, enabling a wide range of use cases such as machine-to-machine communi-
cation between very small remote IIoT sensors and data collectors. In such systems,
VLC transceivers can be considered as strong candidates due to their relatively easy
miniaturization and low complexity. Furthermore, utilizing bi-directional LEDs is
another prominent feature for VLC systems allowing additional miniaturization and
size, weight, and power (SWaP) reduction, since it completely eliminated the need
for an additional receiver such as a photodetector.
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Building low-SWaP embedded systems is one of the most important goals of IIoT
systems aiming for massive deployment. Even though a circuitry design associated
with LEDs as transmitter and receivers requires substantial differences, medium
access control mechanisms such as time-division multiplexing are regarded to be
practical schemes for bi-directional ultra-low-cost VLC. With appropriate circuitry
using impedance matching, pre-/post-emphasis and equalization, and bi-directional
LEDs, ultra-low-cost high data rate VLC systems can be obtained. Demonstration
of MIMO capabilities and full-duplex VLC systems using bi-directional LEDs are
readily available and well discussed in the literature, e.g., in [25].

Machine Learning-Based VLC

Machine learning methods may be employed to enhance visible light communica-
tion system design, especially where the design requires robustness and flexibility
under dynamic VLC channel conditions. One example of such a design challenge is
overcoming inter-symbol interference in dispersive communication channels. Inter-
symbol interference (ISI) causes severe signal degradation and high bit error rates
throughout the detection process. To overcome ISI issues, conventional VLC system
design uses equalizers to reverse the distortion imposed on the signal by the opti-
cal communication channel. Although conventional methods sometimes effectively
solve this problem, the solutions are usually suboptimal. Recently, artificial neural
networks have been demonstrated to perform better than conventional design meth-
ods in this area [26]. It is demonstrated that training the receiver detection algorithms
with respect to emitted symbols through LEDs, impairments sourced by channel, and
LED nonlinearity can be compensated to achieve higher data rates with low bit error
rates.

VLC and Li-Fi for IIoT Applications

VLC is considered to be a point-to-point and unidirectional technology, whereas light
fidelity (Li-Fi) denotes the networked and bi-directional optical communication. On
the other hand, Li-Fi systems consider the utilization of alternative technologies such
as infrared or RF for uplink transmissions. Moreover, Li-Fi supports aggregate use
cases, where alternative technologies complement limitations of Li-Fi (i.e., Wi-Fi
complements Li-Fi in case of a signal loss due to blockage). Li-Fi consists of the
application layer, MAC layer, and physical layer. Currently, the IEEE 802.15.7 stan-
dard [27] defines theMAC and physical layer of the Li-Fi. Recently, the IEEE 802.11
light communication task group has been formed to amend the current standard.

Both VLC and Li-Fi technologies should be considered for IIoT depending on the
application type. Standardization efforts in the context of optical communication for
both VLC and Li-Fi are performed together. Thereby, both technologies are growing
together in terms of defining the main implementation details and technological
advancements.
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8.4 VLC Implementations in the IIoT Context

Industrial manufacturing cells are envisioned to require higher flexibility to fulfill
individual requirements in the future. Robotic tools supported with artificial intelli-
gence are expected to be networked with low latency. Thus, mobile communication
will play an important role in enabling fast modifications in the cells. Manufacturing
robots connected wirelessly to the infrastructure will enable abrupt changes in the
function of robots during the manufacturing process.

Industrial wireless scenarios require inherent robustness against EMI. There, VLC
can be used as a complementary solution to RF technologies to realize uninterrupted
wireless communications. However, overcoming the line-of-sight (LoS) limitations
of VLC is crucial to provide uninterrupted communications during robot navigation
in the industrial site. In this context, spatial diversity techniques are proven to be
practical in overcoming LoS blockage problems in industrial environments [28].

Currently, there are very few actual implementations of VLC in the industry. In
[29], VLC-based IIoT link design was demonstrated for the first time with industrial
field trials. All experiments were held within a 5 m × 5.7 m rectangular area cell
located in BMW Company’s robot testing facility. The cell is reported to be sur-
rounded by a metal cage that was partially covered with acrylic glass. It should be
noted that this cell may be considered as a challenging environment for RF signals
due to impulsive noise generated from RF signal reflections. During the trials, an
industrial robot (ABB IRB6640-235), equipped with a VLC transceiver, transmitted
real-time video/data to the infrastructure while moving at full production speed. The
movements of the robot involved picking up a grappler, grabbing a car part, and
moving it to a soldering station with a period of 77 s. It is reported that MJPEG
compressed HD video was successfully transmitted at a data rate of 19 Mbit/s with
latencies in the order of a few milliseconds.

In the industrial wireless scenario, VLC provides inherent robustness against
electromagnetic interference. It is reported that VLC technology worked in a typical
industrial site involving spot welding with high currents and flashes of light.

Temperature monitoring is another prominent implementation of VLC in the IIoT
context. In the proposed system [30], temperature measurement is complemented
with a VLC system to transfer the temperature data for monitoring, storage, and
analysis. Temperature data from 200 rooms equipped with 1000 LED transmitters
integrated with temperature sensors on 10 floors is captured via a CMOS camera. A
Hadoop-based big data platform handles 1.44 million daily data records. The image
sensor of the CMOS camera captures different positioned sensors with different inde-
pendent pixels. As a result, a single camera is able to capture multiple light sources
simultaneously. Captured images are analyzed using the lightness and darkness of
the light source. Data analysis algorithm extracts a region of interest frame with
respect to LED positions, removes the maximum and minimum intensities to calcu-
late the average, sets the threshold taking into account of the background lighting,
and decodes ones and zeros to map the temperature readings.
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8.5 Future Directions in VLC for IIoT Applications

IIoT systems are envisioned to be deployed in factories to increase efficiency, reliabil-
ity, and safety. In this scenario,machine-to-machine (M2M) communication provides
the following:

• Sharing of sensor data such as temperature, illuminance, pressure, humidity, inven-
tory levels, operating conditions, and failure alerts,

• Coordination of multiple production robots for precise timing,
• Cooperation of automated guided carts to guarantee seamless material supply to
the production units,

• Prevention of downtime using drones to control station communications, where
drones detect the failure in a piece of machinery immediately and inform the
central control station,

• Support for augmented reality applications,
• Generation of insightful data about assets, environments, and workers to increase
productivity, efficiency, and safety.

M2M communications are realized via wired and/or wireless communication
systems. However, considering the cost and mobility of robots, wired systems are
non-practical. On the other hand, wireless systems are subject to interference and
spectrum congestion limitations considering a massive number of devices in an IIoT
environment. Thus, optical wireless communications (OWC) is an appealing solution
for LoS high data rate wireless communications. OWC enables simple and low-cost
location-based M2M type communication with its RF interference-free nature. As
LEDs can be retrofitted into the existing sensors and readily deployed, monitoring
cameras can be utilized as receivers. Here, VLC is considered a promising alternative
among various OWC solutions.

There is no doubt that IIoT applications will benefit from VLC technology. In the
rest of this section, we present a few use cases.

LED-Based IIoT Sensor Data Transmissions

M2M communication networks within a manufacturing or mining facility may
require low data rate communications to transmit sensor information. However, to
capture high-resolution data from a vast number of sensors in a confined area require
higher update rates. Thus, LED-based communications, providing mainly LoS com-
munications, will pave the way for interference-free communications for massive
M2M type communications. On the other hand, RF-based M2M communication
schemes are expected to suffer from RF spectrum shortage, contention problems due
to large area propagation, and time dispersion signal degradations such as multipath,
and scattering [31].

LED Beaconing for Localization and Signaling

LED luminaires are used in manufacturing and storage facilities because of their
lower energy consumptions, superior lighting properties, and longer lifetime charac-
teristics when compared to their halogen and metal-halide counterparts. This readily
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available LED technology may be utilized for localization and signaling in manu-
facturing and storage facilities. An automated mobile cart may exchange identifier
data with a LED luminaire broadcasting its own unique identifier. Hence, the mobile
cart will localize itself according to the received power strength from the luminaire,
whereas the central controller will pinpoint mobile cart location using the cart feed-
back signal conveyed through the luminaire.

The equipment installed with LEDs may transmit beacon signals asking for a
raw material delivery to utilize for production. Thereby, a drone detecting the LED
beacon signal with the request or the location will immediately respond and attend
to the task without any RF interference from Wi-Fi or cellular signals [32, 33].

Wearable VLC Devices for Safety

Low energy consumption and small form factors of VLC transceivers enable their
easy integration into wearable devices. Furthermore, certain industry branches such
as mining and construction industries are known to be eager for the utilization of
more IIoT sensors aiming for increased workplace safety. Mining sites may utilize
VLC technology as wearables in the form of a helmet, broadcasting harmful gas
detection, or toxicity information to nearby employees [34]. Moreover, photodetec-
tors are small, low cost, and low-energy devices that can be integrated into wearables
as VLC receivers. When integrated into a wearable device and accompanied by an
indicator, these devices may be used to warn other employees with the broadcasted
information captured via luminaries.

Wireless body area networks (WBAN) is another appealing field to be supported
via VLC for enhanced workplace safety. Typically, WBAN collects vital health signs
and transmits to central units. Currently, RF-based technologies are foreseen to be
utilized for WBANs. However, certain sites such as nuclear plants have highly sen-
sitive electronic equipment prone to electromagnetic interference from RF signals.
VLC is a safer alternative solution in these types of sites.

In case of an emergency situation, machinery equipment warning lights can also
broadcast information regarding the emergency to be captured via PD-equipped
light fixtures. The relevant employee in charge (operator, mechanical/electrical tech-
nician, rawmaterial supplier, medical supporters, etc.) will be notified for immediate
response.

VLC for Ubiquitous Computing

IIoT devices range from tiny sensors to industrial robots of various sizes. These
devices collect and process industrial environment data. However, the storage and
computing limitations of IIoT devices with large-scale data analysis requirements
necessitate technologies such as cloud, fog, or edge computing, to support prevalent
applications [35, 36].

IIoT devices send the pertinent data to the edge layer, where the computations
will be performed to reduce network traffic and source data encrypted near the data
source (i.e., close to sensors). Reduced data set will be further forwarded to the fog
layer, which facilitates the operation of storage and computing between edge and



8 Visible Light Communications in Industrial Internet … 185

cloud computing layers. Data will be further transported to the cloud layer enabling
big data processing and business intelligence.

Miniaturization and low energy consumption are key to the deployment of IIoT
sensors and edge layer computers. Thereby, LEDs asVLC transmitters and solar cells
or photodetectors as small form factor low-cost, low-complexity VLC receivers are
foreseen to be strong candidates fulfilling IIoT edge computing requirements. In the
literature, low energy consuming VLC receivers with moderate data rate transmis-
sions are proposed.Moreover, solar panels can also be employed as zero energy VLC
receivers, as they are able to generate energy through direct current of artificial light
sources and sun.

VLC-Supported Augmented Reality

Augmented reality applications supplement the real-world experience with virtual
information mapped onto real-world objects. One of the prospective uses of aug-
mented reality is to provide guidance for operating or maintaining machinery in the
field of manufacturing. Today, a smartphone camera is able to capture text messages
transmitted from a LED source [37]. A number of opportunities emerge using these
technologies. For example, an employee may virtually tag a piece of machinery with
information such as operating tips or last maintenance data using an operation status
indicator LED. Another user will access this information using a smartphone cam-
era capturing the indicator LED. Moreover, precise location information obtained
through VLC receivers will also play an important role in the realization of VLC-
supported augmented reality applications.

VLC for Smart Farming

As the population grows, utilizing arable land in an efficient way, while conserving
agricultural resources, becomes even more important for sustainable agriculture. In
this case, IIoT sensors based on VLC transceivers may be employed to achieve
efficient and sustainable agriculture.

Several features of LED lighting such as spectral control, precise intensity control
with dimming, spatial distribution control, and easy integration with other devices
are proposed for the next generation of agricultural activities [38]. Spectral com-
ponents of RGB chip based on white LED lights can be changed with red, green,
blue-chip illumination levels, enabling the favorable light dissemination for photo-
synthesis of plants, enhancing nutritional value. Dimming of LEDs enables adjusting
accurate required intensity levels. Moreover, spatial distribution control of LEDs can
be attained via optical beamforming that is digital current control of each LED pixel
in a LED array or optical shape diffusers.

Easy integration of LED devices with other circuits is another important fea-
ture. LEDs do not cause electromagnetic interference and crosstalk like microwave
circuit components. More importantly, LEDs do not have any harmful effects on
plants. Hence, LED-based sensors have the potential to be used in a wide range of
applications from soil monitoring to pivot irrigation. Sensors with energy harvest-
ing capability may gather humidity information on soil and transmit the relevant
data to aerial drones or autonomous tractors for precision agriculture. As LEDs do
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not require significant power when compared to RF wireless communication sen-
sors, LED-based precision agriculture sensors can be deployed in massive numbers.
LED-based VLC transmitters on the crop field may also help autonomous tractors
to navigate in centimeter-level accuracy.

VLC-Assisted Energy Load Scheduling

Smart factories have started to utilize renewable energy sources [39]. However,
renewable sources provide intermittent energy. Thereby, energy load balancing
within a facility will play an important role to make the best use of renewable energy
resources. As each light fixture equipped via LED or PD can gather data from the
monitoring sensors, it will be possible to optimize the machinery equipment working
times, climate control of the facility, and lighting levels depending on the provided
energy levels.

VLC-Supported Industrial Internet of Underwater Things

Almost three quarters of the planet’s surface are covered with water; and water
supports life on Earth. With the help of an underwater IoT system, vital marine
environments may be managed by monitoring offshore oil and gas pipelines—while
also scouring the seabed for pollutants [40]. Industrial Internet of Underwater Things
(IIoUT) applications, relying on transmission of data throughout the ocean, enable a
system of roaming autonomous vehicles, and underwater sensors, all communicating
with each other and relaying information to networks above the surface. This could
be used for a wide range of submarine tasks, from pipeline repair and shipwreck
surveys to seismic detection and ecological monitoring (e.g. health of animals). As
RF signals do not penetrate into the water and acoustic signals provide very low data
rates with high costs, VLC can be considered as an alternative technology to connect
underwater nodes with higher data rates, compared to acoustic communications.

VLC-Offloaded Telecommunication Services

Cellular service providers in the telecommunication industry are exploring ways to
increase the quality of services and energy efficiencies while decreasing the opera-
tional costs.With the introduction of 5G networks, more access points (base stations)
will be deployed into dense areas. These access points, known as small cells, can
utilize higher RF frequencies with increased transmission power due to higher sig-
nal attenuation at higher frequencies. However, recent studies state that the kind of
non-ionizing radiation emitted by cellular caused increased cancer risks in laboratory
animals [41].

Li-Fi networks, providing last mile solutions to cellular users with the concept of
optical attocells, are promising options for secure, reliable, low energy demanding,
and high data rate communications. Interference between the indoor and outdoor
users is avoided with the employment of optical attocells for indoor environments.
Cellular base stations can serve outdoor users with reduced power resulting in more
efficient and greener mobile networks.
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VLC in the Transportation Industry

Public transportation sector may benefit from vehicular VL communication tech-
nologies (e.g., vehicle-to-infrastructure—V2I—and vehicle-to-vehicle communica-
tion—V2V) utilizing readily deployed vehicle LED lights and traffic/street lights.
Traffic lights may disseminate time-remaining-for-light-state-change information to
approaching vehicles. Then vehicles will be able to capture the disseminated infor-
mation via photodetectors and adjust their speed as necessary contributing to a more
energy efficient and time efficient public transportation. Utilizing traffic lights as
the V2I transmitter front-end, additional capital expenditure (CAPEX) costs can be
avoided when compared to RF technologies.

The future of the railway industry is also envisioned to utilize smart transportation
systems, enabling better passenger experience and augmenting the capacity of the
rail networks with reduced lifecycle costs. Railway communication systems are pro-
visioned to be the key to realize Internet of Trains applications [42]. Among various
communication schemes, inter-car connectivity is utilized to accelerate the coupling
process of two vehicles, named virtual coupling, that improves the dynamic utiliza-
tion of cars (e.g., empty cars will be left at the nearby stations to be coupled with
another busy line). Virtual coupling can avoid deterioration of specific mechanical
connectors under the rough vibration and impact conditions in railway operations.
Considering high reflection of RF signals in railway usage scenarios, VLC is a
promising reliable candidate to support inter-car-train communications for virtual
coupling realizations.

Advantages of high data rate communications may further be expanded into off-
loading information from vehicles at static scenarios, such as logs for maintenance,
functional testing, data driven research and development, etc. In [43], a VLC sup-
ported augmented reality application , with user interface for fast and accurate iden-
tification of safety and security violations is demonstrated. Considering the vast
number of sensors and massive amounts of information recorded by those sensors
in newer generation vehicles, it will be possible for vehicle service facilities to diag-
nose the vehicle through the information transmitted via vehicle LED headlights.
This kind of application will remove the need for cable-based diagnosing systems,
enabling higher flexibility for the technicians while providing time savings.

8.6 Conclusions

The Industrial Internet of Things or Industry 4.0 is considered as the next industrial
revolution [5, 6] in that the IoT will positively affect many businesses and industries
[44]. Communication and networking are among the main pillars of IoT. Although,
technology transformations are not easy, they are inevitable [45]. Currently, many
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applications utilizeWi-Fi. However, visible light communications (VLC) is an alter-
native for many radio frequency (RF) wireless applications.

VLC is a promising technology, providing cost-efficient, reliable, green, and low-
complexity solutions. As an appealing alternative wireless communication technol-
ogy for industrial scenarios, VLC is envisioned to complement readily available RF
technologies.On the other hand, it can also open newpossibilitieswhereRF technolo-
gies are not applicable, such as underwater and applications requiring multi-Gbit/s
data rates and low energy. Increased solid-state lighting conversions are envisioned
to pave the way for more VLC system deployments. VLC also supports IIoT key
requirements such as low power consumption and interference-free communications.
Thus, IIoT applications can substantially benefit from VLC. Various companies and
research groups are already on the way to exploring and implementing the VLC-
based systems [46].

In this chapter, we briefly discussed the IIoT and the current trends. IIoT has
many application areas including manufacturing, automotive, transportation, energy,
healthcare, agriculture, smart cities, smart stores, security and law enforcement, and
defense and military. We provide an introduction to the visible light communications
paradigm. We briefly discussed VLC transmitters and receivers including photode-
tectors, cameras, light-emitting diodes, photomultiplier tubes, and energy harvesting
receivers (solar cells). Furthermore, we discussed the VLC advantages and limita-
tions, and also compared VLC with radio frequency communication. We noted that
VL sensing, passive VL communications, multi-Gbit/s VLC, robust communica-
tion through VLC, ultra-low-cost VLC, machine learning-based VLC are some of
the future directions in VLC. While there are many prospects, there are only a few
successfully deployed implementations of VLC.

Looking ahead, we identified the following potential future applications: LED-
Based IIoT sensor data transmissions, LED beaconing for localization and signaling,
wearable VLC devices for safety, VLC for ubiquitous computing, VLC-supported
augmented reality, VLC for smart farming, VLC-assisted energy load scheduling,
VLC-supported industrial Internet of Underwater Things, VLC-offloaded telecom
services, and VLC usage in the transportation industry.

Visible light communication methodologies and frameworks are currently in
development. As the technology matures, we anticipate a widespread use of VLC
both in the IIoT and in other areas.

Disclaimer and Acknowledgements The views and conclusions contained herein are those of the
author and should not be interpreted as necessarily representing the official policies or endorsements,
either expressed or implied, of any affiliated organization or government.
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6. Demir KA, Cicibaş H (2018) The next industrial revolution: industry 5.0 and discussions on
industry 4.0, industry 4.0 from the management information systems perspectives. Peter Lang
Publishing Group

7. Industrial internet of things (IIoT) market analysis—by components (sensors, memory, pro-
cessors, RFID); by end-use industry (manufacturing, transportation, energy, retail, healthcare,
agriculture)—forecast (2016–2021)

8. Industrial internet of things (IIoT) market: by component (transmitter, memory, others); by
industry verticals (energy, healthcare, transportation, others); by connectivity (wired, wireless,
cellular, others); by geography—forecast (2018–2023)

9. Islim MS, Ferreira RX, He X, Xie E, Videv S, Viola S, Watson S, Bamiedakis N, Penty
RV, White IH, Kelly AE, Gu E, Haas H, Dawson MD (2017) Towards 10 Gb/s orthogonal
frequency division multiplexing-based visible light communication using a GaN violet micro-
LED. Photonics Res 5(2):A35–A43

10. Chen H, Xu Z (2018) OLED panel radiation pattern and its impact on VLC channel character-
istics. IEEE Photon J 10(2):1–10

11. Sadeghi S, Kumar BG, Melikov R, Aria MM, Jalali HB, Nizamoglu S (2018) Quantum dot
white LEDs with high luminous efficiency. Optica 5(7):793–802

12. Le NT, Hossain MA, Jang YM (2017) A survey of design and implementation for optical
camera communication. Signal Process Image Commun 53:95–109

13. Liu X, Gong C, Li S, Xu Z (2016) Signal characterization and receiver design for visible light
communication under weak illuminance. IEEE Commun Lett 20(7):1349–1352

14. Wang Z, Tsonev D, Videv S, Haas H (2015) On the design of a solar-panel receiver for optical
wireless communications with simultaneous energy harvesting. IEEE J Sel Areas Commun
33(8):1612–1623

15. Dockrill P (2016) The world’s first solar road has opened in France. Retrieved from https://
www.sciencealert.com/the-world-s-first-solar-road-has-opened-in-france. Accessed on 27 Jan
2019

16. Watson B (2017) From light to bright: SanDiego is building the world’s largest municipal inter-
net of things. Retrieved from https://www.ge.com/reports/light-bright-san-diego-leads-way-
future-smart-cities/. Accessed on 27 Jan 2019

17. Ottman DE (2011) ONR’S TechSolutions creating green ideas that light up ships and sub-
marines. Retrieved From https://www.onr.navy.mil/Media-Center/Press-Releases/2011/Solid-
State-SSL-Techsolutions.aspx. Accessed on 27 Jan 2019

18. Bian R, Tavakkolnia I, Haas H (2018) 10.2 Gb/s visible light communication with off-the-shelf
LEDs. In: 2018 European conference on optical communication (ECOC). IEEE, pp 1–3

19. Ma H, Lampe L, Hranilovic S (2017) Hybrid visible light and power line communication for
indoor multiuser downlink. IEEE/OSA J Opt Commun Netw 9(8):635–647

20. Jovicic A (2016) Qualcomm lumicast: a high accuracy indoor positioning system based on
visible light communication. White Paper, April

21. Incipini L, Belli A, Palma L, Ballicchia M, Pierleoni P (2017) Sensing light with LEDs:
performance evaluation for IoT applications. J Imagin 3(4):50

22. Wang Q, Zuniga M (2017) Passive sensing and communication using visible light: taxonomy,
challenges and opportunities. arXiv preprint arXiv:1704.01331

23. Xu X, Shen Y, Yang J, Xu C, Shen G, Chen G, Ni Y (2017) PassiveVLC: enabling practical
visible light backscatter communication for battery-free IoT applications. In: Proceedings of the
23rd annual international conference on mobile computing and networking. ACM, pp 180–192

https://www.sciencealert.com/the-world-s-first-solar-road-has-opened-in-france
https://www.ge.com/reports/light-bright-san-diego-leads-way-future-smart-cities/
https://www.onr.navy.mil/Media-Center/Press-Releases/2011/Solid-State-SSL-Techsolutions.aspx
http://arxiv.org/abs/1704.01331


190 B. Turan et al.

24. Huang X, Wang Z, Shi J, Wang Y, Chi N (2015) 1.6 Gbit/s phosphorescent white LED-based
VLC transmission using a cascaded pre-equalization circuit and a differential outputs PIN
receiver. Opt Express 23(17):22034–22042

25. Li S, HuangB, XuZ (2017) ExperimentalMIMOVLC systems using tricolor LED transmitters
and receivers. In: Globecom workshops (GC Wkshps), 2017 IEEE, pp 1–6

26. Haigh PA, Ghassemlooy Z, Rajbhandari S, Papakonstantinou I, PopoolaW (2014) Visible light
communications: 170Mb/s using an artificial neural network equalizer in a lowbandwidthwhite
light configuration. J Lightwave Technol 32(9):1807–1813

27. IEEE Standard Association (2011) IEEE Std. for local and metropolitan area networks-Part
15.7: short-range wireless optical communication using visible light. IEEE Computer Society

28. Berenguer PW, Schulz D, Hilt J, Hellwig P, Kleinpeter G, Fischer JK, Jungnickel V (2018)
Optical wireless MIMO experiments in an industrial environment. IEEE J Sel Areas Commun
36(1):185–193

29. Berenguer PW, Schulz D, Fischer JK, Jungnickel V (2017) Optical wireless communications
in industrial production environments. In: Photonics conference (IPC), 2017 IEEE. IEEE, pp
125–126

30. Zhou T, Lee X, Chen L (2018) Temperature monitoring system based on hadoop and VLC.
Procedia Comput Sci 131:1346–1354

31. Kim CM, Koh SJ (2018) Device management and data transport in IoT networks based on
visible light communication. Sensors 18(8):2741. https://doi.org/10.3390/s18082741

32. Do TH, Yoo M (2016) An in-depth survey of visible light communication based positioning
systems. Sensors 16(5):678. https://doi.org/10.3390/s16050678

33. https://www.bluejayeindhoven.nl/about-blue-jay/. Accessed on 5 Jan 2019
34. Ashok Hariharan VM, Parthiban R (2015) MINERPAD: a safety gadget for miners using

visible light. In: 3rd international conference on advances in engineering sciences & applied
mathematics, ICAESAM’2015

35. Fujimoto N, Mochizuki H (2013) 477 Mbit/s visible light transmission based on OOK-NRZ
modulation using a single commercially available visible LED and a practical LED driver with
a pre-emphasis circuit. In: The National fiber optic engineers conference. Optical Society of
America, ppJTh2A–73. https://doi.org/10.1364/nfoec.2013.jth2a.73

36. Computing F (2015) The internet of things: extend the cloud to where the things are. Cisco
White Paper. Retrieved from https://www.cisco.com/c/dam/en_us/solutions/trends/iot/docs/
computing-overview.pdf. Accessed on 27 Jan 2019

37. Cahyadi WA, Kim YH, Chung YH, Ahn CJ (2016) Mobile phone camera-based indoor visible
light communications with rotation compensation. IEEE Photon J 8(2):1–8

38. Pattison PM, Tsao JY, Brainard GC, Bugbee B (2018) LEDs for photons, physiology, and food.
Nature 563(7732):493

39. Micu A (2017) BMW pledges to 100% renewable power by 2020, at COP23. Retrieved from
https://www.zmescience.com/science/bmw-bonn-renewable-pledge/.Accessed on27 Jan 2019

40. Kao CC, Lin YS, Wu GD, Huang CJ (2017) A comprehensive study on the internet of under-
water things: applications, challenges, and channel models. Sensors 17(7):1477

41. Schmidt C (2018) New studies link cell phone radiation with cancer. Retrieved
from https://www.scientificamerican.com/article/new-studies-link-cell-phone-radiation-with-
cancer/. Accessed on 27 Jan 2019

42. Fraga-Lamas P, Fernández-CaramésTM,CastedoL (2017) Towards the internet of smart trains:
a review on industrial IoT-connected railways. Sensors 17(6):1457

43. Verkamp M (2018) Automotive functional safety and cybersecurity platform. Retrieved from
https://blog.lhpes.com/cyber-security-demonstration-at-iotswc. Accessed on 27 Jan 2019

44. Demir KA, Turan B, Onel T, Ekin T, Demir S (2019) Ambient intelligence in business environ-
ments and internet of things transformation guidelines. In: Mahmood Z (eds) Guide to ambient
intelligence in the IoT environment—principles, technologies and applications. Springer Inter-
national Publishing

https://doi.org/10.3390/s18082741
https://doi.org/10.3390/s16050678
https://www.bluejayeindhoven.nl/about-blue-jay/
https://doi.org/10.1364/nfoec.2013.jth2a.73
https://www.cisco.com/c/dam/en_us/solutions/trends/iot/docs/computing-overview.pdf
https://www.zmescience.com/science/bmw-bonn-renewable-pledge/
https://www.scientificamerican.com/article/new-studies-link-cell-phone-radiation-with-cancer/
https://blog.lhpes.com/cyber-security-demonstration-at-iotswc


8 Visible Light Communications in Industrial Internet … 191

45. Cicibas H, Demir KA (2016) Integrating internet of things (IoT) into enterprises: socio-
technical issues and guidelines. Yönetim Bilişim Sist Derg 1(3):105–117
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Chapter 9
The Internet of Things LoRaWAN
Technologies in Academia: A Case Study

Lucio A. Rocha, Fernando Barreto and Laio O. Seman

Abstract Universities are a propitious place to leverage knowledge and bring life
to new technologies to enhance their effectiveness when used in the industry. Uni-
versities are a special case of non-profit organizations that offer improvements in
teaching, research, and extension activities for their academic community. It is a fact
that many companies now partner with academia to evaluate new products, perform
internal personnel training, and improve the quality of their production for end mar-
kets. In this book chapter, we discuss how to connect cloud services to thousands of
IoT end devices with low-range technologies. This chapter consists of an explana-
tion about the implementation of a complete and functional low-power long-range
wide area network (LoRaWAN) using the current local wireless infrastructures. Our
objective is to report the core aspects to be considered for learning about low-power
long-range WAN IoT technologies. These aspects include the analysis of the cover-
age area, communication restrictions, network data-link and bandwidth, and many
others. We also present a set of experiments carried out at a Brazilian university that
currently uses novel LoRaWAN technologies and related devices as teaching tools.
We enumerate many real possibilities of application of IoT sensing for smart cities
with interesting experimental evaluations.
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9.1 Introduction

Many industries have an interest in establishing partnerships with academia with
a view to researching and improving the quality of their production. In this con-
text, academia is a prone place for teaching, research, and extension activities for
the academic community, where new technologies may be evaluated before being
adopted.

Ankrah and AL-Tabbaa [1] argue that the partnership between academia and
industry may be perceived as an enhancement of innovation through knowledge
exchange. Many universities encourage the formation of junior enterprises as exten-
sion activities for learning about entrepreneurship, consulting, cooperative research
projects, employee training programs, and many others. It is essential to foster alter-
natives to bring new possibilities of research to academia and reduce risks when
introducing new products to the industry and end markets.

In the current research, we are interested in exploring how one may learn about
long-range wireless technologies in academia with real possibilities of their employ-
ment in industrial sectors. Before discussing how such novel technologies may be
employed, it is important to consider their inherent characteristics and motives for
usage. Long-range wireless may be employed to send/receive small-sized data from
thousands of end devices without interference among them, and with low consump-
tion. Conventional wireless, as well as mobile 4G and LTE networks for data trans-
mission have high energy demands. Other technologies such as IEEE 802.11 (Wi-Fi)
have low ranges of just a few meters. Currently, there are several motives to use low
power consumption and long-range transmission technologies [2] including the fol-
lowing:

• Low consumption powered by very long-life batteries;
• Network devices that communicate with low frequencies and reduced amounts of
network data;

• Low data transfer where data packets ranging in size from 10 to 1 KB allow
optimized speeds ranging from 3 to 375 kbps [3, 4];

• Wide wireless ranges from 1 km in urban areas to 10 km in open areas. In this
sense, it is possible to send small data at longer distances than other wireless
technologies;

• Device modules can run with a maximum power of up to 120MW, e.g., LoRa1276
and related;

• High sensitivity (−168 dB) combined with low interference [5];
• Modules that generally run in non-commercial frequencies, e.g., 100–1050 MHz.

Low-power wide area (LPWA) is a wireless IoT connectivity family of network
[4]. Here, LPWA devices communication can reach dozens of kilometers with low
power consumption with a single battery pack [6]. This technology is relatively new
but is being used widely with many other names in the literature [7], e.g., Internet of
Things (IoT). Its characteristics providemotives for use and development of products
in this field. Literature highlights markets for ubiquitous solutions, but there are
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numerous challenges in using long-range technologies. Such challenges are due to
the early development stages of the technologies and lack of standardization. In this
book chapter, we present considerations about how to provide a functional long-range
infrastructure without interference and using a conventional wireless LoRaWAN
infrastructure implemented in one particular university in Brazil.

The rest of this chapter is structured as follows: Sect. 9.2 presents an overview of
long-range (LoRa) technologies; Sect. 9.3 is about the many applications of LoRa in
the industry; Sect. 9.4 discusses the methodology for implementing a complete and
functional LoRaWAN infrastructure in a university; and, finally, Sect. 9.5 concludes
the chapter with a summary.

9.2 Long-Range (LoRa) Technologies

In this section, we provide a brief explanation about the most recent technologies for
long-range wireless communication, and about LoRaWAN specifications to support
connections by low-power end devices.

9.2.1 Background

Long range (LoRa) [8] is a physical layer wireless communication technology that
uses industrial, scientific, andmedical (ISM) radio frequency bands to transmit data at
long rangeswith lowpower consumption. Themodulation is done using the spreading
spectrum technique, which can be immune to interference. LoRa is presented in two
parts:

• LoRa physical layer: which generates the modulation and has the hardware: the
modem or radio using license-free radio frequency bands [5].

• LoRaWAN protocol: which is the network protocol that allows connections of
LoRa devices [9–11]. This is aMAC layer protocol and system architecture design
added to standardize and extend the LoRa physical communication layer in net-
works [6, 12].

LoRa technology was invented in 2010 by French startup Cycleo, later acquired
in 2012 by a semiconductor company Semtech [6]. Currently, LoRa is a propri-
etary solution owned by the Semtech enterprise and associates. On the other hand,
LoRa Alliance is a consortium that develops the LoRa specification and provides
LoRaWAN as an open protocol. The infrastructure for supporting many low-power
IoT devices is known as low-powerwide area network (LPWAN). Other technologies
may be used in LPWANs, such as SigFox, Ingenu, LoRaWAN, 3GPP, andweightless.
Additionally, LoRaWAN is a long-range wireless protocol for building IoT LPWANs
with LoRa technologies. LoRa, Sigfox, and 6LoWPAN are the major protocols for
IoT narrow-band communication [9].
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There are other technologies that provide long-range communication with
low power consumption, most offering proprietary protocols, e.g., LTE-MTC
(machine type communications) [13], ultra narrow band (UNB) [14], weightless
[15], and R-FDMA [16]. These closed protocols are more susceptible to interference
on their radio signals, and most of them use a personal gateway as the entry point.
Some of these perform transmission without gateways, such as the csLPWAN [17].

Figure 9.1 shows the components of a typical LoRaWAN network infrastructure.
In this network, end-nodes have sensors and/or actuators and use a single-hop LoRa
protocol or frequency-shift keying (FSK)modulation to send and receive datawith the
LoRa gateway in bidirectional communication (uplink/downlink) [6]. These LoRA
gateways forward data using IP protocol through the Internet. This mechanism may
use a SemTech packet-forwarding protocol (UDP) or a TTN gateway connector
(MQTT/TCP). The forwarded data are received and processed by network servers in
a cloud environment which offers application servers access to them. The application
servers are Web applications for users to access the data from network servers.

Figure 9.2 shows that one end-node can communicate with many gateways in the
coverage area. The network serverwill receive all themessages but, if an acknowledg-
ment message is needed, the network server will deliver it through the best gateway
near the end-node (with the best RSSI).

Moreover, the end-devices can use different channels and data rates to send/receive
data to/from a gateway without interference among end-devices. LoRa data rates are
many times slower than conventional Internet connections, reaching a little over
50 kbps for each device using an adaptive data rate (ADR) scheme. These end-

Fig. 9.1 LoraWAN network
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Fig. 9.2 LoRaWAN network with IoT end-devices

devices can use any data rate and/or channel available, without interference among
data transfers.

It is important for any LPWAN to incorporate appropriate security. LoRaWAN
provides it through two simple layers of security: one for the network and the other for
the application. The network security layer ensures the authentication of the node
with the network server, while the application security layer ensures the network
operator does not have access to the end user’s application data [8]. Both employ
symmetric cryptography and registered session keys. There are two types of end-node
authentication: activation-by-personalization (ABP) and over-the-air (OTA). ABP
uses an explicit key configured in the end-node and network server. OTA performs
a JOIN procedure with the network server to negotiate session security keys. The
network server (during the JOIN stage) acts as a communication filter, only allowing
the transfer of data from end-devices with valid registered keys [18].

The LoRa Alliance [19] offers a global partnership among commercial enter-
prises, such as IBM [20], Semtech [21], Actility [22], Gemalto [5], Microchip [23],
and Cisco [24], and non-profit organizations. The LoRa Alliance seeks to establish a
certification and compliance program to ensure interoperability for large-scale net-
work wireless coverage. LoRa devices run on non-licensed ISM radio frequency
bands. An appropriate frequency plan must follow the specific country’s regulations.
In different regions of the world, the frequency bands are defined by International
Radio Regulations, which have divided the world into three regions of the radio spec-
trum [5]: (a) region 1 covers Europe, Africa, the former Soviet Union, Mongolia,
and the Middle East west of the Persian Gulf; (b) region 2 comprises the Americas,
Greenland, and the eastern Pacific Islands; and (c) region 3 covers most of Asia, east
of Iran, and most of Oceania.
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An important note about the frequency regulation for LoRaWAN is that some
countries require the registering acquisitions of gateways and licenses. A complete
reference about frequency plans and regulations by country is available in refer-
ence [25]. The Lora Alliance site [26] presents some modifications according to the
region. In Brazil, for example, the frequency regulated by governmental decree [27]
is from 915 to 928 MHz. Such frequency bands are the same as the Australian plan
(AU915). However, some cloud network services that host IoT devices may change
some of these frequencies. An example is The Things Network cloud service, which
changed some uplink/downlink bands from the original Brazilian frequency plans,
thus requiring some adaptation in end-node programming.

The Things Network (TTN) is an example of open cloud service for IoT devices
that provides connectivity for LoRaWAN applications and allows registered devices
to send data among them; which is then accessible through the Internet. A gateway
is a physical machine that forwards packets from end devices to the TTN through
the Internet. Gateways are in the radio coverage of LoRaWAN, but it is necessary
to configure them in order to establish connectivity with the TTN. Finally, nodes
are registered end devices that have embedded systems which can send/receive data
to/from the TTN through the local gateway.

Also, the continuous adoption of the technology has encouraged several recent
studies in the literature regarding the modeling of the channel. In [28], the author
analyzed the use of time and spatial diversity to enhance the uplink performance in
a LoRa network through message replication and multiple receiving antennas, con-
cluding that the adequate combination of both techniques can considerably improve
network performance.

The authors of [29] also modeled the channel characterization for wearable
LoRaWAN monitors, comprising various operating distances across environments
including urban, suburban, and rural areas. Results point to LoRaWAN being a cred-
ible wearable wireless technology. On the other hand, results presented in [30] show
that collisions among packets modulated with different spreading factors (SF) may
cause packet loss if the received interference power is strong enough, thus disproving
the common belief that SFs may be considered orthogonal.

Some challenges are also highlighted in [31] for general IoT technologies, includ-
ing challenges relating to connectivity, efficient energy management, security, com-
plexity, and fast-paced development.

9.2.2 LoRaWAN Specification

LoRa gateways use classes to define standards implemented by end-devices. At least
the basic LoRaWAN class A must be implemented, and, optionally, classes B and C.
The composition of such classes is shown in Fig. 9.3. The operations of these classes
are defined as follows [6, 8]:
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Fig. 9.3 LoRa classes

• Class A (bidirectional end devices): known as the baseline and intended for use
in battery-powered sensors. This class of communication is based on an uplink
transmission followed by two short downlinks receive windows. It is the lowest
power end system for applications that require only downlink communication after
using an uplink channel for transmission.

• Class B (bidirectional end devices with scheduled receive slots): this class is
intended for use in battery-powered actuators. It uses extra receive windows in
predefined scheduled times, in contrast to Class A which openly receives win-
dows at random times. A beacon is used for time synchronization between the
end-device and the gateway. This allows the gateway to known when the end-
device can receive data.

• Class C (bidirectional end devices with maximal receive slots): this class is
intended for use in the main powered actuators with no latency for downlink
communication. This class allows end-devices to continuously receive transmis-
sion windows, which are only closed when end devices are ready to send data.
Although it allows high performance, this class consumes more energy.

9.3 Applications in the Industry

According to Ferreira [32], the advent of smart cities comes from the need to solve
problems regarding the high urban population increase. There are now emerging pos-
sibilities of communication with devices that communicate with each other on the
Internetwithout human intervention.Common terms used for this communication are
machine-to-machine (M2M), human-to-machine (H2M), and machine-in-humans
(MiH). Most IoT devices follow protocols such as Wi-Fi, Bluetooth, Z-Wave, and
RFID for short range wireless communication. For industrial applications, 6LoW-
PAN, Z-Wave, and ZigBee protocols are common. Embedded boards are being used
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to support the software application in low-cost hardware for many different usages,
such as RaspberryPI, BeagleBoard, ESP8266, and similar. However, there is not a
common protocol used by most of these devices, and many of them are using two or
more communication protocols to avoid connection flaws. Many new protocols are
being developed for IoT devices by large organizations such as IEEE, IETF, ITU-T,
ETSI, OASIS, and others [32]. Although there is not an agreement about protocols,
there is a large set of potential applications for new technologies.

Specifically, in the industry, Navarro-Ortiz et al. [25] affirm that Industry 4.0 is a
term used by the German Federal Government to optimize industrial production and
provide smart manufacturing solutions. The authors also state that the purpose of the
IoT is to increase productivity and reduce environmental impact. Haxhibeqiri et al.
[12] evaluate the performance and coverage results for anLPWANindoor deployment
with a single gateway. The authors state that LoRaWAN can cover an entire industrial
environment, but metallic apparatus restrict the communication. A simple search
in the literature gives many applications. Such applications include smart parking,
remote e-health, smart cities, metering, street lighting control, precision agriculture,
etc. [33]. Varsier et al. [34] argue that long-range technologies are suitable for non-
critical smart metering applications. In [35], the authors measured the performance
of LoRaWAN through a long-term deployment of air quality monitoring application,
with results showing many insights into the performance. The authors of [36] tested
LoRa with an in-soil propagation, showing that LoRa can be a potential technology
for wireless ground sensors in underground sensor networks.

In this sense, sensor applications are themost common applications for long-range
technologies in cases where conventional wireless communication is poorly offered
or not available. According to [22], the penetration performance and deep coverage
are very useful features of these technologies. Tens of millions of devices may be
used to deliver data to customers or cloud applications hosted by its infrastructure.
Ducrot et al. [37] define IoT as a set of interconnected wireless devices that connect
and exchange data with each other through protocols, also exchanging information
with applications through the Internet. Such devices use many different protocols
and produce a very large amount of data in their communications. These authors
state that the IoT impacts the business models of many industries and services such
as consumer electronics, automotive, utilities, facility management, smart buildings,
connected cities, e-health supply chains, and manufacturing.

Many authors also report that connected objects will reach around 10 billion [25]
or more than 25 billion connections by 2025 [6]. As an example, these authors state
that applications for the industry include increasing security by using monitoring
devices, such as gas pressure. Another application is smart parking, reducing the
pollution due to looking for a parking spot: LoRa sensors could detect if the parking
place is occupied or vacant. Another application is in waste management, to optimize
vehicle operations for collecting waste. Large enterprises such as Amazon [38] have
invested in the IoT vision as an alternative to optimize the usage of resources in
industries and provide more efficiency and productivity.
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9.4 Methodology to Deploy LoRaWAN

In this section, we describe the methodology used to employ LoRa at the Apu-
carana campus of the Federal University of Technology, Paraná, Brazil. We discuss
the LoRaWAN infrastructure, the registering of IoT end-devices in TTN, and some
aspects of security in this methodology. The objective of this section is to explain
how to use long-range technologies for teaching IoT communication at undergradu-
ate Computer Engineering courses. Ef fectively, a LoRaWAN can be deployed in a
university area, however there are some limitations, as follows:

• Data size for sending and receiving to/from end-nodes: these networks send only
small data chunks at regular periods. Thus, the development of novel applications
must consider this limitation.

• Performance: these networks are very slowcompared to conventionalWi-Fi,which
operates at 2.4 GHz or 5 GHz. This characteristic restricts real-time applications.

• Very low power consumption: the whole infrastructure consumes little power
resources to be active. This feature is useful for passive applications that should
not be constantly powered, e.g., applications for measuring temperature, humidity,
and atmospheric pressure.

The infrastructure allows the wireless connection of low-cost IoT end devices.
Figure 9.4 shows this logical network topology.

The first step was to set up a single compatible antenna at the top of the university
building. The expected coverage area was empirically measured and reached over
5 km in the urban area. The frequency band is different from the conventional 2.4GHz
of Wi-Fi access points, so no interference was perceived within the campus. It was
recommended to the students to use LoRa1276 modules in their IoT devices with a
frequency of 915 MHz to connect with the antenna and avoid interference with other
frequencies. The gateway was configured behind the same Internet firewall of the
campus, and it was able to guarantee minimal security from outside traffic.

Figure 9.5 shows the estimated coverage area with a single antenna. This much
area is useful to allow many IoT connections in the outside area. We believe that this
feature is very useful to allow experiments at large distances without requiring the
hardware apparatus to be put directly in contact with the gateway. Other conventional
Wi-Fi technologies are very limited in this aspect.

Fig. 9.4 Logical topology of LoRaWAN in UTFPR Campus Apucarana
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Fig. 9.5 LoRaWAN coverage area in UTFPR Campus Apucarana

9.4.1 Specification of Components

The establishment of this infrastructure depends on many components. This section
describes the IoT components used to establish communication between the end-
nodes and the IoT cloud network.

• LoRait: it is an MTAC-915 from MultiTech [39]. It is a concentrator module
connected to raspberry PI version 3 through a Mini Pci-E M2 socket/USB board.
The MTAC-915 is also connected to an ASA-920 antenna through a 40-cm 50-�
RF cable.

• RF LoRa 915 MHz V2.0 IoT module: it works as a transmitter and receiver,
but not both at same time (it is not full-duplex). Modulation modes available are
OOK, FSK, and LoRa. Error detection is performed with FEC and checksum. This
module uses only the lower layers of the OSImodel (it is possible to use an existent
protocol or a new one). Regarding the data transmission interval, data packets are
sent at predefined periods, not continuously.

• NodeMCU dev 0.9 (or more recent): these devices are able to send/receive mes-
sages through the antenna without high packet losses. We performed tests with
Arduino, but its low memory capacity to process networks is not adequate to use
with the RF LoRa1276 module.

• ASA-920 gateway antenna: this operates at 915 MHz; its specifications are shown
in Table 9.1.
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Table 9.1 LoRaWAN
antenna specifications

Frequency 902/928 MHz

Model ASA-920

Polarization Vertical

Nominal impedance 50 �

Maximum potency 100 W

Gain 8.15 dBi

Diameter 16.44 mm

Total length 385 mm

Weight 230 g

9.4.2 LoRaWAN Infrastructure

This section describes the infrastructure used to establish communication using the
LoRa gateway with a set of IoT end devices. This LoRaWAN infrastructure uses a
gateway to forward packets from devices to an application server. Next, we explain
our methodology to create this LoRaWAN infrastructure.

Our LoRa gateway runs the Raspbian operating system, and some steps were
adapted from [40] to configure the MTAC-915 hardware. For the gateway, we used
additional libraries to support SPI/I2C control via FTDI chips. Raspbian needs these
libraries to operate MTAC-915 through the Mini Pci-E M2 socket/USB hardware
board. This Mini Pci-E M2 socket/USB board should be recognized as an FT232H
USB-to-UART. Therefore, the following software need to be installed:

• libftdi-dev, from the debian package management software;
• https://github.com/devttys0/libmpsse, using git software.

Compiling libmpsse (./configure–prefix=/usr && make && make install)
installs the following files: /usr/lib/libmpsse.so, /usr/lib/libmpsse.a, and
/usr/include/mpsse.h. In order to recognize the Mini Pci-E M2 socket/USB
hardware board as an FT232H USB-to-UART, an additional rule file must be
downloaded from [41] and inserted into the /etc./udev/rules.d directory. In sequence,
the following commands need to be executed:

• sudo udevadm control–reload-rules && sudo udevadm trigger && sudo adduser
pi plugdev

• If all these steps are executed correctly, the “lsusb” command should output some-
thing like this: Bus 001 Device 003: ID 0403:6014 Future Technology Devices
International, Ltd FT232H Single HS USB-UART/FIFO IC.

The next step refers to the LoRa packet forwarder. Building a gateway with Rasp-
berry PI generally uses the Semtech packet forwarder [42], which employs UDP
to forward uplink messages from nodes to the network servers. We chose the poly-
packet forwarder version from [43], which improves the Semtech packet forwarder
with the TTN gateway connector [44]. Moreover, it can forward packets to up to four

https://github.com/devttys0/libmpsse
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Listing 9.1 Addition to build-pi.sh script

different LoRa Servers, enabling tests with private Lora Servers. Using the repository
from [43], the code as shown in Listing 9.1 was added between original lines 72 and
73 in the build-pi.sh script to enable support for MTAC-915 through USB-UART.

Also, it is necessary to install libusb support:

• sudo apt install libusb-1.0-0-dev && sudo apt install libusb-1.0-0 && sudo apt
install libusb-dev

• sudo build-pi.sh.

The latter will install the necessary source code in /opt/ttn-gateway/dev and the
packet forwarder binary in /opt/ttn-gateway/mp_pkt_fwd.

Finally, to use the TTN cloud service, it is necessary to choose the cor-
rect file configuration from [44], according to the regional parameters, saving it
as global_conf.json in the /opt/ttn-gateway folder. In our case, we use the AU-
global_conf.json as the global_conf.json file because it is the same frequency plan
for Brazil. However, we must change the following parameter:

• “clksrc”: 1 to “clksrc”: 0 because of the MTAC hardware.
• Recently, the code as shown in Listing 9.2 was added to all global_conf.json from
[44] between lines 4 and 5.

The last modification is to add the configuration, as shown in Listing 9.3, to the
/opt/ttn-gateway/local_conf.json script, which is based on local_conf.json from [43].
Example of a second Lora Server for a poly-packet feature with a simple Semtech
server type schema is also presented.

There are many possibilities to run mp_pkt_fwd during the raspberry PI boot.
We chose /etc./rc.local with the following commands: cd /opt/ttn-gateway&&
./mp_pkt_fwd -l output.txt &.

For our case study, we use nodeMCU as an IoT end device to establish a wire-
less connection with the LoRa antenna. The communication between the host and
the LoRa module is done with the serial peripheral interface (SPI) protocol. The
connections are informed in Table 9.2.

Listing 9.2 Addition to the global_conf.json script
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Listing 9.3 Configuration added to the /opt/ttn-gateway/local_conf.json script
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Listing 9.3 (continued)

9.4.3 Registration of IoT End-Devices in TTN

In this section, we explain how to register IoT end-devices for using the LoRaWAN
in TTN. This registration is necessary to identify uniquely the end devices that are
in the same pool of communication: TTN OTAA over-the-air activation (OTAA).

• In the Arduino IDE, the following libraries are used: ESP8266, from the ESP8266
community, and the MCCI Arduino LoRaWan Library forked from the IBM
LMIC library and available in the Arduino Libraries Management. The MCCI
Arduino LoraWan Library needs a setup with the following values in the
lmic_project_config.h file from the lmic_library_master/library folder, as shown
in Listing 9.4.

• Create an account on https://thethingsnetwork.org.

https://thethingsnetwork.org
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Table 9.2 Links between
LoRa1276 and NodeMCU
modules

LoRa1276 module NodeMCU dev0.9

Pin/function Pin/function

1/GND GND/GND

2/NC Unused

3/NC Unused

4/SCK D5/GPIO14

5/MISO D6/GPIO12

6/MOSI D7/GPIO13

7/NSS D8/GPIO15

8/DIO2 Unused

9/DIO1 D2/GPIO4

10/DIO0 D1/GPIO5

11/VCC 3.3 V

12/RESET D0/GPIO16

Listing 9.4 Definition of the frequency band for NodeMCU

• The next step is to register a new IoT application in the TTN cloud service. In
the Things Network Console, register a new Application as shown in Fig. 9.6.
The required fields are Application ID (e.g.: a54545454) and the regional Handler
Registration (e.g., ttn-handler-brazil).

• Next, we need to register our devices as in Fig. 9.7. The Device ID is set uniquely,
e.g., a54545454_nicerf-1. The device EUI is generated automatically by the net-
work server. Also, the App Key should be unique for each device, so this unique
key is automatically generated by the cloud service. The App Key is an AES-218
bit used for symmetric encryption based on the Rijndael cipher, a popular sym-
metric encryption algorithm. It offers nine combinations of key and block length
by using variable key lengths of 128, 192, or 256 bits key to encrypt data blocks
that are 128, 192, or 256 bits long [6].

• In the device overview, we click on the hex/C-style icon, then on the double arrows
icon to change the Device EUI to hexadecimal, and its representation to LSB. The
same applies to the Application EUI, i.e., LSB. We also click on the hex/C-style
icon in the App Key to display the hexadecimal values. For this case only, we use
the MSB representation, as shown in Fig. 9.8.

• In the Arduino IDE, we create a starter code from this Arduino example for TTN
with the Device EUI, Application EUI, and App Key information. We keep the
Arduino serial monitor open with 115,200 baud/rate during the deployment of our
code to observe the messages of establishing a connection with the LoRaWAN
gateway. We set the Arduino board of the NodeMCU 0.9 ESP12 module with



208 L. A. Rocha et al.

Fig. 9.6 Adding a new application in the TTN cloud server

Fig. 9.7 Registering a new node in the TTN
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Fig. 9.8 Acquiring of LSB/MSB hexadecimal values

a flash size of 4M (3M SPIFFS). Figure 9.9 illustrates the messages during the
joining event (EV_JOINING). After this step, the end-node can send/receive data
to/from the TTN cloud server.

Fig. 9.9 EV_JOINING data messages
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To enter a TTN network, each end device needs to be personalized and acti-
vated [45]. The activation may be achieved by over-the-air-activation (OTAA) or
activation-by-personalization (ABP). In the OTAA procedure, end devices transmit
a join_request to the network server (NS), which validates them and replies with a
join_accept message. In the ABP procedure, the manufacturers put the session keys
on the end devices from a predefined pool of keys, or the application manager creates
such keys and distributes them manually. In our scenarios, the OTAA procedure was
used to establish communication between end devices and the gateway.

The EV_JOINING (join_request message) is necessary to guarantee minimal
security thought the authentication process. The information on keys is setup inside
the Arduino application. EV_JOINING verifies if the AppKey is correct and if it is
registered for this end-node device. This symmetric key should be unique for each
end device. Thus, if a key is compromised, a single end node over the entire network
will be affected. OTAA uses join-request and join-accept messages to validate keys
[6].

9.5 Experimental Evaluation

Our methodology included the evaluation of several experiments as part of a regular
undergraduate computer engineering course. The students were invited to design
and develop possible IoT applications for smart cities using the LoRa infrastructure
available at the university campus. These experiments were running all at the same
time and using the same infrastructure for different purposes. Prototypes for possible
commercial applications using either Arduino boards or ESP8266 modules were
developed and interfaced to the LoRa gateway via HopeRF RFM95W. We highlight
that these experiments did not interfere with the existing wireless communication or
other regular measuring sensors. The next subsections present such experiments.

9.5.1 Smart Trash Can System

In this subsection, a smart trash can system is presented. Figure 9.10 shows the
prototype for measuring the trash level via an ultrasonic sensor. When the trash can
is full, themicrocontroller sends an e-mail to the trash owner. This kind of application
has the potential to be used in a smart city for monitoring empty/full trash cans and
optimizing the garbage collector. For example, urban areas where trash cans are
constantly full should be prioritized. Furthermore, this simple application could be
used as an indicator of the best time of day to run trash collection over the entire city.
Another aspect regards the possibility of redistributing the trash cans over the areas
with more disposals and evaluating the kind of disposals by local area and time of
day.
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Fig. 9.10 Smart trash can

9.5.2 Wind Speed Meter System

In this subsection, we present a wind speed meter system, the prototype of which is
shown in Fig. 9.11. This system uses an anemometer and a microcontroller which
counts the number of rotations perminute tomeasurewind speed. The results are sent
to the LoRa server andmade available to the final user via aWeb page. This prototype
has the possibility of being commercially applied in coastal areas to indicate, via
smartphones, the best times for navigation or even to inform tourists about the local
weather conditions. Another application is for rural areas, as a sensor for measuring
local weather changes for spraying herbicides over the crops with planes.

9.5.3 Weather Station System

In this subsection, we present a weather station system developed by the students.
This prototype, shown in Fig. 9.12, uses a scale rain gauge to measure the amount
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Fig. 9.11 Wind speed meter

Fig. 9.12 Small weather station
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of rain, besides providing data such as temperature and humidity. Small weather
stations are relatively simple, but their applicability in vulnerable areas may be very
important. For example, Brazilian areas where the incidence of rain exceeds the
regular volume predicted for the same period could potentially indicate a risk of
floods. This indicator could send an alert through many media (sonorous, SMS,
luminous, etc.) to the area residents.

9.5.4 Smart Greenhouse System

Here, we present a smart greenhouse (Fig. 9.13) which provides scheduled watering
times, also providing to the final user, via a Web page, the temperature and humidity
of both the soil and the air. A large number of rural applications could be leveraged
from this prototype, such as organic planting and animal breeding. Many of these
applications are already carried out with human intervention in regular periods to
empirically evaluate the need for increasing/decreasing the power supply for spread-
ing water, wind, and other supplies. Another consideration is the inherent LoRaWAN
feature of establishing communication at large distances. Especially in rural areas,

Fig. 9.13 Smart greenhouse
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this feature may potentially reduce the risks of faults with simple measuring by smart
devices, which send/receive information about the status of its property owner. For
example, a short outage could be informed to the administrator, signaling that an
intervention is necessary.

9.5.5 Feeder System

Lastly, a smart dog feeder system was developed by students and is depicted in
Fig. 9.14. This equipment releases the feed gate at user-defined times. A potential
application is for domestic animal feeding. This sample could be extended to locate
the dog with a collar in urban areas and open public feeding gates for any animal
correctly identified.

9.5.6 Discussion

By encouraging students to build up creativity by developing IoT products, it is
expected that it is possible to prepare a new generation of engineers who will be pre-
pared to handle the connectivity thatwill be required in the industry. These prototypes
were developed with low-cost products and LoRaWAN. Although these experiments
are very limited for large-scale usage, they showed some important aspects, as fol-
lows, that motivate further studies:

• Low consumption powered by very long-life batteries;
• Network devices that communicate with low frequency and reduced amount of
network data;

• Low data transfer;
• Large wireless coverage ranges from 1 km in urban areas to 10 km in open areas.
In this sense, it is possible to send small amounts of data at larger distances than
with other wireless technologies;

• Minimal wireless interference and reduced shortage when widening the data net-
work;

• Easy experimental evaluation of new applications without compromising the cur-
rent wireless communication.

9.6 Conclusion

Many enterprises evaluate the possibility of using long-range transmission in new
applications where conventional wireless communications are not feasible. LoRa
technologies are suitable for non-critical applications where small chunks of data are
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Fig. 9.14 Smart dog feeder
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sent periodically and may service a very large number of IoT end devices for long
periods. Although it may be difficult to predict the success cases, many academics
have contributed to leverage potential applications in collaboration with the industry.
The main advantage in academia is the possibility of evaluating many new potential
research efforts with low costs and without compromising applications.

In a sense, long-range technologies are relatively new but have a high potential for
being in the industry. A vision of a global wide LPWAN is seen as a 2.4-GHz ISM
by RPMA [7], instead of regional spectrum unlicensed Sigfox/LoRa technologies.
However, for covering areas up to 10km, non-critical short length data are sufficient to
service many applications where conventional wireless is not feasible. According to
[7], the 2.4-GHz band uses 80MHz, and this large portion of the frequency spectrum
is favorable to high coverage. The authors also state that a capacity to support end
devices is preferable for the coverage area. A recent study points out that, to send
short messages of up to 32 bytes in real-world conditions, an RPMA access point can
receive more than 500,000 messages/hour against 2000 messages/hour with a LoRa
base station. These considerations are important for enterprises that need to provide
services for a large number of IoT devices for long periods, or even for smart city
applications.

However, some challenges are still unsolved. Ingenu [7] states that LoRa Sig-
Fox technologies, although well-known in the market, do not allow connections for
a sufficient number of endpoints to make long-term economic sense. Ingenu also
affirms that additional network infrastructure cannot be added once the capacity
has been exhausted. Related to similar technologies, such as random phase multi-
ple access (RPMA) [7], LoRa support much fewer endpoints for a given network.
Another aspect mentioned is that LoRa is not complementary to cellular LPWA, and
therefore constrained to fit their hardware into existing platforms. Besides, the mesh
topology used by such networks is not power-efficient and may reduce the perfor-
mance and quality of the services. Many LoRa devices are less expensive and more
accessible thanRPMAsolutions. Navarro et al. [25] affirm that LPWAN technologies
havemuch lower cost compared to cellular networks. Other consideration mentioned
in [46] is about LoRa antenna interferences. The authors argue that current LoRa
deployments use default static setups that could lead to inter-network interference.
So, it is recommended to use mechanisms for dealing with this interference ahead
of the simple installation of a new gateway [47].

In this book chapter, we have described long-range technologies based on the
most recent literature reviews. Our focus was the evaluation of how a LoRaWAN
infrastructuremaybe deployed in academia before effectively being used in industrial
sectors.
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Chapter 10
Implementation of Industrial Internet
of Things in the Renewable Energy
Sector

Somudeep Bhattacharjee and Champa Nandi

Abstract A smart microgrid is becoming a popular approach for power generation
due to the scarcity of fossil fuel, increasing air pollution, increasing demand for
cleaner energy resources, and better energy utilization. Presently, sensor technology,
big data, and data analytics are the hot topics for research for optimizing business
operations, such as efficient and balancing supply versus demand as customers con-
nect to a smart microgrid. These advancements based on smart devices and their
connectivity via the Internet have given rise to what is now being known as Indus-
trial Internet of things (i.e., industrial IoT or IIoT). These devices help to maximize
operational efficiency, optimize business operation, and protect the system. This
chapter presents detailed discussion of the concept of IIoT, history and applications
of IoT, developments in the energy sector, introduction to renewable energy, role
of IoT in developing smart grids and smart microgrids, role of IIoT to combat the
challenges of renewable energy sector, and the future vision of the IIoT paradigm in
the energy industry. Themain objective is to study and analyze the IIoT-based renew-
able energy sector for reducing fossil fuel usage, increasing cleaner energy resources
usage, and better energy utilization. It is also suggested that the IIoT-based energy
systems can easily tackle the problems of non-availability of individual renewable
energy sources by monitoring energy usage, energy generation, and its integration
with other sources.

Keywords Industrial Internet of Things · IIoT · Energy management · Renewable
energy · Smart grid · Smart microgrid · Distributed energy · I4.0

10.1 Introduction

Increasing demand for electric power, using coal for electricity generation, increase
in population, and the utilization of renewable energy are the fundamental reasons
behind the changes coming to the electricity sector. Currently, 85% of the world
population utilizes electricity and 40% of world electricity originates from coal. For
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electricity generation, coal produces 70% of the carbon dioxide (CO2) emissions
that are proving to be destructive to the environment and human health. To reduce
the current levels of emissions, the need for renewable energy is rising. Sustainable
sources (such as biomass, hydropower, geothermal, wind, and solar) are becoming
popular and in high demand. Battery technology is also becoming an attractive option
[1].

Because of the shortage of fossil fuel and increasing pollution, the destiny of tech-
nology upgrade and further research relies upon the use of cleaner energy production
sources and better use of the available energy. So, to accomplish this objective, gov-
ernment and utility agencies are aiming to develop new energy infrastructures known
as the “smart grids” and “smart microgrids”. The reason for the smart grids is to ade-
quately deal with the processes of energy transmission, generation, and distribution.
Everyone of the stakeholders, including the distributors, consumers, and producers,
is permitted to have a two-path communication to create, consume, and distribute
energy in an effectiveway. The greatest energy consumers are buildings, for example,
houses, structures, and workplaces in developed countries. The consumption rate is
considerably higher in the undeveloped countries because of the absence of adequate
industrial sector, in some cases. Hence, energy efficiency can be accomplished by
proficiently utilizing the accessible energy sources. The target can be fulfilled if the
energy use can be accurately determined in real time. This data must be transmitted
to the local smart grid to accomplish the objective of energy minimization. More-
over, the energy utilization can be monitored if the heavy-duty gadgets are planned
in a robotized and productive way. Another alternative is to utilize the renewable
sources, for example, solar cells and wind turbines that lessen the reliance on the
power supply from energy organizations. In addition, energy protection and efficient
storage are the most vital in fuel energy production.

The issue of anticipating and reacting to the variable energy demand turns out to
be very difficult because of the expansion of renewable energy sources, for example,
wind and sun. The energy production planning is required to optimize the energy use
and its cost. The planning framework needs to think about various energy resources
available and then carry out the optimization based on feedback from various related
aspects. The priorities and constraints of consumers should be looked at by the self-
managing energy system (SES) for the optimization of energy use by utilizing this
data, alongside the demand for power and supply forecast. The SES should have the
capacity to incorporate renewable energy, for example, solar and wind energy, in the
framework [2–4].

The energy utilization requirements are communicated to the framework bymeans
of the Internet of things (IoT) [2] that helps to communicate with various IoT-based
devices and gives feedback to microgrids to carry out the optimizing choice. Four
targets can be accomplished utilizing the proposed design as follows [2]:

• First, it designs a localized Internet of things, for transmitting and getting data
to/from smart devices and consumers.

• Second, it controls the energy consumption of devices, utilizing the priorities and
constraints set by the buyers.
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• Third, it gives feedback to the customers of their energy utilization pattern, so as
to save energy and cost.

• Fourth, it incorporates renewable sources of energy into the network.

For controlling, overseeing, and accomplishing the two-sided communication
with latest advancements in the energy sector, IIoT plays a critical role, particularly
with respect to renewable energy technologies. The Internet of things (IoT) is an
umbrella vision that has Industrial Internet of things (IIoT) as a particular case. It is
a network of smart devices and things that generates gigantic amount of data that is
then sent to central cloud-based services where it is processed and further transmitted
[5]. Currently, sensor technology, big data, and analytics are receiving more concen-
tration so as to optimize tasks, for example, proficiently adjusting demand and supply
as customers associate with smart microgrids, as well as expanding operational pro-
ductivity, optimizing business activity, limiting unprepared downtime, and providing
system secure. It gives applications like cybersecurity, predictive maintenance, and
remote monitoring and optimizes business task, laborer well-being, and advanced
distributed control [6].

To optimize the utilization of distributed energy resources (DERs), improve tradi-
tional grid infrastructure, and guarantee coordination with IoT, the grid needs to get
more intelligent. A smart grid permits a bidirectional stream of electricity and com-
munication between electricity providers and consumers.With a smart grid, buildings
are changed frombeing comparatively passive loads on the grid to dynamic associates
in the electricity sector, giving (possibly selling) electricity and trading data that takes
into account load balancing to help a stable and reliable grid. Increased generation
of energy requires extra adaptable and fast-ramping resources, for example, electric-
ity storage facility to further resolve the possible vulnerabilities and discontinuity of
utility-scale renewable generation. Transmission operators can account for assets and
resources from the distribution and generation components of the grid. Operators can
incorporate distribution while controlling essential tasks of the grid. Utilities may
move toward becoming stages that offer grid infrastructure for third-party suppliers
and aggregators that sell electricity and/or energy services.

Communication-enabled grid infrastructure bolsters optimization of distributed
energy resources. A decentralized methodology brings the production near to
required load, lessens transmission losses and vulnerabilities, and expands the gen-
eral dependability, versatility, efficiency, and strength of the grid. Communication is
bidirectional and closer to near-real time, empowering clients to be more likely over-
see loads and expenses. Also, power rates might be progressively unique. Besides,
intelligent building devices empower task of smart equipment by means of the Inter-
net [1].

The smart grid bolsters the usage of more nuanced and successful demand man-
agement programs and the execution of progressively educated measures by the
buyers. It likewise bolsters dynamic pricing, which could be a winning factor for
consumers and utilities alike, enabling both to take more prominent favorable posi-
tion of inconstancy on the grid, the wholesale electricity market, and DERs.
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Intelligent digital meters, also known as “smart meters,” are fundamental to the
smart grid. They empower bidirectional, near-real-time communication amongbuild-
ings and a regional network about demand and supply. These meters can empower
utilities to control loads more efficiently and thus guarantee greater grid dependabil-
ity. Smart meters are likewise vital to consumers getting better, timelier data about
utilization and pricing to advise options about loads and expenses. These decisions
can likewise reduce load on the grids [1].

With the expanded spotlight on pollution-free energy and efficacy as well as the
requirement to create the smart grid business system, an increasing number of stake-
holders are focusing on smart microgrids as a practical and vital way to deal with
an upgrade of the grid at the neighborhood level. The smart microgrids join the
neighborhood energy supply to fulfill the correct requirements of the constituents
alongside connecting with the bigger grid. These feature the scope of intelligent
technology in a solitary area which boosts the quality of service and the creation of
innovative occupation potential, and therefore, it helps to deliver a feasible business
case. This helps in energy savings as well as cost saving to the customers. They addi-
tionally give neighborhood decision in regard to the source and supply of generating
electricity [7].

Smartmicrogrids are an idealmethod to coordinate renewable resources at the net-
work level and take into account customer interest in the electricity venture [7]. Smart
microgrids are like the smart grids. To optimize the utilization of renewable energy
sources, these grids enhance consumer involvement infrastructure and guarantee to
join with IoT at the network level. A smart microgrid permits a bidirectional stream
of electricity and correspondence between electricity providers and consumers on the
community level. To handle the problem of non-accessibility of individual renew-
able energy sources, IIoT performs an important task by monitoring the energy use,
energy production, and its incorporation, particularly for the smart microgrid. Smart
microgrids increase the local dependability through the foundation of an explicit
dependability enhancement plan that incorporates the surplus distribution, intelli-
gent switches, energy production, energy storage, automation, and other intelligent
technologies [7]. With the upgrades and changes in the energy sector, utilities and
energy market continually change for the future. However, with the changes such as
expansion of DERs with an assorted variety of proprietorship including third-party
suppliers that are not as intensely managed, that scaling is rather less. Nevertheless,
the grid will keep on being important to the electricity sector [1].

In this chapter, we provide a detailed discussion of the concept, history, and appli-
cations of IoT.We also elaborate on changes coming to the energy sector, introduction
to renewable energy, use of IoT in the energy sector, challenges of renewable energy
sector, solution to the challenges using IIoT, and future of IIoT in the energy indus-
try. This chapter also includes a detailed discussion of smart microgrids which are
mainly based on renewable energy and IIoT concepts. It determines the role of IoT
in smart grid and smart microgrid.

The chapter will hopefully help us to understand how an efficient IIoT-based
energy system on renewable energy might work for improving the future in terms
of better utilization of renewable energy resources as well as limiting the carbon
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emission. This chapter also includes examples of IIoT-based projects in the energy
sector on monitoring of energy usage and generation, especially in case of smart
microgrid.

10.2 The Concept of Industrial IoT

This section articulates the basics of Industrial IoT including concepts, historical
perspectives, benefits and challenges, as well as the literature review and future
directions on the topic. In the later sections, we discuss the IIoT case studies in the
energy sector.

10.2.1 Definition and Benefits

The IoT is a network of physical smart devices, home appliances, wearable and
handheld intelligent devices, and various other “things” embedded with electronics,
software, actuators, and sensors. It is a system of intelligent gadgets and items that
share and gather enormous quantities of data. The gathered information is sent to
a focal cloud-based service where it is aggregated with other data and afterward
imparted to end clients supportively [5]. The IIoT (Industrial Internet of things) can
be regarded as a particular application of the Internet of things (IoT) vision. Here,
the interconnected devices of industrial nature communicate with each other over
the Internet and can be controlled and supervised remotely [8].

The IIoT aims tomodernizemanufacturing and other industrial sectors by empow-
ering the openness and acquisition of the large amounts of data, at farmore prominent
speeds, and with much more proficiency than previously witnessed. Various large
organizations have begun to employ the IIoT by utilizing smart, associated devices
in their factories [5]. The IIoT can extraordinarily enhance connectivity, efficacy,
versatility, and time and cost savings for technologically based industries. Compa-
nies are now also profiting by the IIoT through predictive maintenance, enhanced
security, and other functioning efficiencies. IIoT systems of smart gadgets enable
industrial organizations to tear open information silos and join the majority of their
workforce, company information, and operational processes from the plant floor to
the official workplaces. Business pioneers can utilize the IIoT information to get a
complete and precise perspective of how their venture is getting along, which will
further enable them to make better choices [5].
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10.2.2 Historical Perspective

In 1982, the idea of a system of connected intelligent gadgets was first put forward.
In 1991, Mark Weiser, in a paper “The Computer of the twenty-first Century”, intro-
duced the vision of device connectivity now commonly known as the IoT based
on the concept of ubiquitous computing. Soon after, Bill Joy presented the idea of
device-to-device (D2D) communication in what he called “Six Webs” system at the
World Economic Forum held at Davos. The expression “Internet of things” was prob-
ably coined by Kevin Ashton of Procter and Gamble, and later by MIT’s Auto-ID
Center, during 1999. At this point, it was also observed that radio-frequency iden-
tification (RFID) was a vital component of the IoT. This enabled computers to deal
and communicate with many other single individual “things.”

An exploration article that mentioned the IoT was submitted at the meeting for
Nordic Researchers in Logistics, Norway, in June 2002. The implementation por-
trayed therein was proposed by Kary Främling and his group at Helsinki University
of Technology which became foundation for today’s data management frameworks.
According to Cisco Systems, real developments in IoT began somewhere around the
years 2008 and 2009, with the ratio of things versus individuals increasing from 0.08
in 2003 to 1.84 in 2010 [8].

10.2.3 Challenges of the IIoT Vision

One of the problems experienced in the progress of the IIoT is the fact that diverse
edge-of-network devices have different communication protocols for sending and
receiving data, for example, OPC-UA and theMessageQueuing Telemetry Transport
(MQTT). However, transfer protocols are rapidly developing toward standardization
[5]. Interoperability and security are also the most likely the two greatest difficulties
encompassing the deployment of IIoT. As technology author Margaret Rouse states,
“a major concern surrounding the industrial IoT is interoperability between devices
and machines that use different protocols and have different architectures”.

Organizations need to realize and be sure that their data is secure. The development
of a diverse variety of sensors and other smart devices has also brought about a parallel
blast in security vulnerabilities. This is another factor in the ascent of MQTT since
it is an exceptionally secure IIoT protocol [5].

10.2.4 Relevant Research Works

A number of research approaches have been projected to utilize the IoT vision in the
energy sector. Some of these are now discussed in this section.
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In [9], the authors presented data collection architecture for situational awareness
(SA) in connection with the microgrids. This work designed a prototype that can give
huge amounts of information gathering capabilities relating to smart meters. An IoT
stage is utilized for SA visualization by a customized dashboard. By the utilization
of the proposed system, a satisfactory level of SA can be accomplished with a low
establishment and equipment cost. Utilizing the proposed system, microgrid admin-
istrator can foresee all the obscure occurrences within the microgrid by means of
gathering data from the smart meters from different consumers and administrators
within the grid [9].

In [10], Kang et al. proposed an energy trading platform of blockchain-based
smart homes in a microgrid. This paper explains the management of energy, transac-
tions, and home miners in the blockchain-based smart home. The reported research
presented a protected and computerized decentralized renewable energy exchanging
stage inside the microgrid utilizing the block chain concept. In a blockchain-based
smart home, it is difficult to forge data called transactions. By means of such trans-
actions, the smart homes know the required data regarding energy consumption and
requirement. By utilizing this data, they propose renewable energy exchanging stage
utilizing Ethereum’s smart contract to guarantee protected energy exchanging run
consequently without the outsider intercession and involvement in a microgrid [10].

In [11], Roy et al. proposed a smart IoT-based energy metering system with load
management algorithm for microgrids. This paper presented modifications in the bi-
channel communication of the smart meters. The customary and ordinary utilization
of the smart meters was seen as fundamental to set up a bi-channel communica-
tion: one channel to provide the pricing details of the energy utilization using GSM
modules to the end clients, and the other channel to give energy-related informa-
tion and other associated data that are of concern to the utility providers. There are
two modifications discussed in this paper. Firstly, it focuses on the whole infor-
mation into a single storage system, i.e., server, instead of utilizing two separate
channels of communications. This helps both the client and the associated utility
in getting access to the real-time data from any place on the planet. Secondly, this
paper has made advancement in that the system automatically senses and secures
loads from transients in lines (such as overvoltage, undervoltage, and overcurrent)
with a load management algorithm using the smart energy meter IC. The proposed
system consumes high power, requires consistent Wi-fi availability, and is restricted
to single-phase microgrids—and these are its main drawbacks.

In [12], Aagri and Bisht explain the export and import of renewable energy by
hybrid microgrid by means of the IoT. This paper gave an absolute, self-continuing,
and open source solution for use of renewable energy by means of power grids.
The paper also depicts the way to improve the hybrid power grid system in homes
and to attach them to a central grid attaching numerous different homes. The node
proprietors can buy and sell the produced/stored power in their homes, through
utilizing a Web interface mechanism.

In [13], the authors proposed an IoT-empowered multi-agent system (MAS) for
residential DC microgrids (RDCMG). The system comprises smart home agents
(SHAs) that collaborate and help each other tomitigate the peak load of the RDCMG;
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and reduce the energy prices for smart homes. These are accomplished by agent utility
functions and the best operating time algorithm (BOT) in the MAS. The proposed
IoT-enabled MAS and smart homes models were run on five Raspberry pi 3 boards
and verified by experimental investigations for an RDCMG with five smart homes.

In [14], the researchers proposed a reliable control system dependent on the IoT
to control and manage the flow of energy gathered by solar panels inside a microgrid.
Information for reliable control incorporatesmeasurements fromneighboring sensors
as well as meteorological data recovered in real time from online sources. For the
fault tolerance of the system over the entire distributed control system featuring
numerous controllers, reliable controllers are designed to control and optimize the
tracking operations of photovoltaic arrays. This also maximizes the catch of solar
radiation and keeps up the system flexibility and dependability in real time in spite of
malfunctions of one or more redundant controllers (because of possible issues with
communication, cybersecurity, and hardware). Experimental results are presented to
verify the proposed methodology [14].

In [15], Saleem et al. provide a review of IoT-aided smart grids (SGs) systems,
which incorporate architectures, technologies, applications, prototypes, and future
research directions. They report challenges in the traditional grid due to which these
are transformed into the smart grid. These challenges refer to a unidirectional flow of
information and energy, energy wastage, increasing energy demand, dependability,
and lack of safety. The power wastage occurs in traditional grids due to several
factors, such as consumer inadequate machines, the absence of smart technology,
ineffective routing, dispensation of electrical energy, unreliable communication and
monitoring, and absence of energy storage system.

The conventional grid has operated superbly from its introduction in 1870 until
1970. By 1970, the consumer demand for energy also steadily increased, but it was
predictable. However, a remarkable change in the nature of electricity consumption
has occurred since 1970 because of the growth of the utilization of electronic devices
and electric vehicles—this raised the demand for electrical energy tremendously.
Furthermore, the demand for use of renewable energy sources also increased due to
the impact of climate changes that forced the transformation of the traditional grid
into a smart grid.

In order to combat the inherent challenges, smart grid technology was introduced.
These grids can advance the efficiency, power quality, dependability, protection,
scalability, and stability of the traditional grid. Smart grid reduces the energywastage
and optimizes the usage of electrical energy. These grids have capabilities of self-
healing, real-time pricing, power consumption scheduling, and bidirectional flow of
energy between service providers and customers. This is accomplished with the help
of the IoT paradigm that helps smart grids in terms of connectivity, automation, and
tracking of smart devices. These smart devices help in monitoring, analyzing, and
controlling the grid [15–21]. The research in [15] also highlights the challenges, open
issues, and future research directions of IoT-aided smart grid systems.

In [22], the authors proposed an IoT-based smart solar photovoltaic remote moni-
toring and control unit. Currently, the solar photovoltaic (PV) energy usage is increas-
ing and it is one of the most attractive renewable energy sources. Due to the increase
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in usage of rooftop solar photovoltaic systems, the need for monitoring of real-time
generation is also rising in order to optimize the overall performance of the solar
power plant. This also helps to maintain the grid stability [22, 23]. The generated
power from the solar power plant is unpredictable in nature because of the changes
in solar irradiance, temperature, and other factors. Therefore, remote monitoring has
become an essential requirement. For installing a remotemonitoring system in a solar
photovoltaic system, IoT approach is used in the work of [22]. The remote monitor-
ing removes the dangers linked to the conventional wiring systems. It also measures
and monitors the data very easily and accurately; therefore, it makes the systemmore
cost-effective. IoT-based systems help to intelligently monitor and control through
the Web. This helps to increase the flexibility of deployment of the systems [22, 24].

Research in [22] hasmainly proposed an IoT-based remotemonitoring system for a
solar power plant. This method has studied, executed, and successfully accomplished
the remote transmission of information to a server for management purposes. The
IoT-based remote monitoring system increases the energy efficacy of the system
by utilizing the low-power-consuming wireless modules. This also diminishes the
carbon footprint [22, 25].

10.2.5 Future Developments in IIoT

The IIoT is broadly viewed as one of the essential patterns influencing industrial
businesses today. Enterprises are pushing to modernize frameworks and equipment
to meet new directions, to stay aware of the expanding markets, and to manage
problematic technology. Industries that have adopted the IIoT approach have seen
huge upgrades to security, effectiveness, and benefits, and it is normal that this pattern
will continue as IIoT technologies are all the more broadly embraced. The ignition
IIoT remedy extraordinarily enhances connectivity, productivity, adaptability, time
savings, and cost savings for industrial companies. It can likewise enable enterprises
to get most value from their framework without being obliged by financial and
innovative restrictions. Due to these reasons and more, ignition offers the perfect
stage for bringing the power of the IIoT into further undertaking [5].

The IoT can encode 50–100 trillion items along with the ability to pursue the
movement of those items, e.g., in smart transportation. In urban situations, each
network is encompassed by 1000–5000 trackable items. In 2015, 83 million smart
devices were previously present in a typical home. This figure is heading for an
increase of up to 193 million gadgets in 2020. It will obviously continue rising
perhaps exponentially. The figure for online competent gadgets became 31% from
2016 to 8.4 billion in 2017 [8]. The IoT’s major critical pattern in current years
is the explosive increase of devices controlled and connected by the Internet. An
extensive utilization of this technology implies that the points of interest can be
altogether different, starting with one gadget, then onto the next; however, there are
several fundamental attributes of these devices shared by most. Internet of things
makes it straightforward for the more straightforward mix of the physical world into
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computer-based systems, bringing about product upgrades, financial advantages, and
decreased human efforts. The quantity of IoT devices has expanded 31% every year;
now toward 8.4 billion in the year 2017. It is expected that there will be expansion
of up to 30 billion gadgets by 2020. The global market estimation of the IoT is
anticipated to arrive at $7.1 trillion by 2020 [8].

This latest level of connectivity within the IoT is going past the laptops and smart-
phones. Connectivity is now across connected cars, smart homes, connected wear-
ables, smart cities, and connected healthcare. Fundamentally, it is presently intended
for a connected life in connected environments. As indicated by a Gartner report,
connected gadgets will reach around 20.6 billion by 2020 [26]. HP recently com-
pleted a review in which they evaluated the increase of connected devices throughout
the years and the outcomes are astounding. These being that:

• In 1990, there were 0.3 million connected devices.
• In 1999, the number increased to 90 million.
• In 2010, there were 5000 million connected devices.
• In 2013, connected devices increased in number to 9000 million.
• In 2025, there will be around 1,000,000 million devices.

This level of connectivity will overcome any issues among physical and digital
worlds to enhance the quality and efficacy of life, society, and industries [26]. Uti-
lization of IoT in smart homes is the most anticipated development, with new brands
entering into the competition with yet smarter appliances. The second trending fea-
ture of the IoT vision is intelligent wearables. An analysis, as shown in Fig. 10.1,
directed byKRC research in the UK,USA, Japan, andGermany, the early adopters of
IoT, has exposed which gadgets are the most consumers bound to use in the coming
years. Smart appliances like thermostat, smart refrigerator, etc., are some examples

Fig. 10.1 GSMA report results
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which are mostly enjoyed by the consumers and are appearing to change the manner
in which human individuals live and operate [26]. This analysis in Fig. 10.1, sup-
ported by GSMA, also indicates that smart devices will play a crucial role in the
future to further improve the world through the Internet.

In summary, to comprehend the effect of the IoT on the economy according to
the CISCO report, IoT will produce $14.4 trillion in value over all industries in the
upcoming decade [26].

Industrial Internet, i.e., IIoT, is the latest buzz in the industry sector. It is enabling
industrial engineering with sensors, software, and big data analytics to build smart
equipments and environments. The driving factor behind IIoT is that smart equip-
ment is more exact and predictable than humans in communicating the information.
Furthermore, accurate and timely information can enable organizations to notice
ineffectiveness and limitations quicker. IIoT holds extraordinary potential for qual-
ity control and maintainability. As indicated in Gartner report, the enhancement of
industry productivity will create $10 trillion to $15 trillion in GDP worldwide over
the next 15 years [26].

A smart city is another incredible illustration of the use of IoT creating interest
among the world’s population. Smart supervision, automated transportation, smarter
energy management systems, water distribution, urban security, and environmental
monitoring are some of the other related applications of the Internet of things in
relation to smart cities. IoT will also take care of other significant city-related issues
such as pollution and traffic jamming [26].

10.3 Applications of IoT

There are various applications of the IoT paradigm, especially in the fields of con-
sumer requirements, commercial, industrial, and infrastructure domains. IoT devices
are used within vehicles, home automation, wearable technology, connected health-
care gadgets with the ability of remote monitoring. Smart devices are used in light-
ing, media, safety, heating, and air-conditioning system for saving energy expenses
through automatic controls. IoT-based homes, also known as smart homes, are help-
ful in controlling smart devices as well as being helpful in taking care of those with
inabilities and elderly people.

IoTplays a crucial role inmedical and health-related domains and also information
gathering and examination of research and checking. IoT-based devices are helpful
for health observation, for monitoring blood pressure and heart rate, for example.
IoT-based devices are also used in smart beds to provide further patient care in the
hospital. These beds mainly help hospitals by sensing that the patient is trying to get
up or is in difficulty.

IoT-based devices empower faster manufacturing of new items. It empowers real-
time optimization of the manufacturing industry. The smart industrial systems can
be incorporated with the smart grid to empower real-time energy optimization. IoT-
based devices are useful in farming and also for gathering data on temperature,
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rainfall, the speed of the wind, humidity, pest infestation, and soil content. This
information is utilized in robotized farming techniques for taking educated choices
to enhance the amount and quality of crops. It helps to minimize danger and waste.
With the help of IoT devices, farmers are now capable to check soil moisture as
well as temperature from a distant location. IoT devices can be used for checking
and analyzing air quality, water quality, atmospheric conditions, and soil conditions.
This helps in reducing water and air pollution especially. Such devices can be used
to observe movements of wildlife and their inhabitants [8]. IoT-based devices can
also check the structural conditions of infrastructure for avoiding future danger from
a distant location.

IoT-based connected devices increase and promote paperless work processes and
help to increase the efficacy of the construction industry. This improves work quality.
IoT devices help to build a communicative relationship between energy-consuming
devices and utilities using the Internet, which in turn enables to adjust energy pro-
duction and energy consumption and also to optimize for savings in energy bills.
IoT helps in monitoring different components of the smart grid and smart microgrid
including consumer meters. This enhances security and helps in fault detection and
correction.

10.4 Changes in the Energy Sector

This section looks at the changes and developments taking place in the utilities sector,
especially the energy sector.

10.4.1 Reasons for Such Changes

New advancements and emerging methodologies are bringing huge changes in
the electricity sector. Figure 10.2 illustrates some of the significant causes for
such changes. Underlying reasons include: increased demand for electricity, new
approaches to production of electricity, increase in population, and the attraction
of renewable energy, together with the storage of energy. Currently, 85% of the
world population uses electricity. Buildings utilize 60% of electricity worldwide,
and buildings in the developed world utilize over 70% of electricity. By 2040, 33%
of all vehicles are anticipated to be electric [1]. With the passing of time, demand is
on the rise.

By 2050, the world population is expected to rise to 9.7 billion, of which 66% are
expected to live in cities. Expanding urbanization will result in the construction of
new cities, each on average about the size of Singapore (currently, population of 5.8
million) every month until 2050 [1]. Presently, 40% of world electricity originates
from burning coal; and this contributes 70% of the carbon dioxide (CO2) emissions
from electricity generation. Coal contributes to the kind of emissions that are more
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Fig. 10.2 Major reasons behind changes coming to the electricity sector

dangerous to the environment and human health than other fossil fuels. It is in order
to reduce these emissions that the utilization of renewable energy and its storage
is rising. Renewable sources of energy (biomass, hydropower, geothermal, wind,
and solar) are the world’s fastest-growing new energy production resources. Battery
technology is also enhancing, and the associated costs are reducing [1].

Based on these facts, it is clear that there are reasons for changes and further ben-
eficial developments in the electricity generation and supply sector. Since electric
lights firstly showed up in buildings, the electrical grid and buildings have had a crit-
ical relationship. This relationship is mainly one-sided: The grid provides electricity,
and the buildings are passive consumers. Nonetheless, new technologies andmethods
to reduce energy costs and the environmental impacts of electricity (produced from
fossil fuel) are quickly changing the way the buildings communicate with the electri-
cal grid. Additional factors for the change incorporate technological advancements
and falling costs in renewable energy technology, batteries, sensors and controls,
remote access technologies, and building management systems [1]. For controlling,
overseeing and accomplishing these two-sided communications with new technolo-
gies, IIoT plays a vital role, particularly due to the emerging new renewable energy
technologies.
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10.4.2 The Electrical Grid Today

The present-day electrical grid model has served those with access to electricity,
exceptionally well for quite a while. In spite of the fact that the model is transform-
ing, it is essential to comprehend the systems that got us to where we are today.
The provision of electricity generally depends on three key segments: generation,
transmission, and distribution. Figure 10.3 demonstrates the flow of electricity in the
traditional electrical system.

Conventionally, utilities produce or purchase electricity in bulk from centralized
power plants located a long way away from end buyers. Conventional generation
comes mainly from thermal plants (fossil fuel, nuclear, and geothermal) and hydro-
electric projects. Wind and solar technologies, including solar thermal and electric,
also contribute, but these are still at development levels of generation [1].

In today’s electrical grid, the thermal power plants (not including solar thermal)
are just about 30–40% productive and are noteworthy contributors of carbon and
pollutant emissions.Generation resources are of twovarieties: baseload resources and
peak generation resources. Baseload resources are those that cannot be effortlessly
ceased and begun (e.g., coal, hydroelectric, and nuclear). Peak generation resources
give short-term and variable production capacity over the baseload resources to take
care of peak demand. Peak demand is a period of time (e.g., time of day or season)
during which customer demand for electricity is at the highest, or at its “Peak”.
A choice about which peak generation asset to set up is commonly made on cost.
However, more recently, it is likewise being organized dependent on environmental
and sociological impact [1].

After production, electricity voltage gets stepped up and transmitted over a long
distance to progressively local distribution, where the voltage is stepped down and
provided to consumers. For transmission, this happens over a long distance with
about 5% of electricity in line losses.

The present electrical grid was intended to satisfy twentieth-century demand.
Power flows in one direction (i.e., provider to consumer), and there are no data trade
between electricity providers and consumers. Grid infrastructure is intended for one-

Fig. 10.3 Flow of electricity in the traditional electrical system
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route stream of electricity from generation through transmission and distribution to
end customers [1].

Operational control and communication excludes the customer side of the meter
and frequently exclude distribution infrastructure. Communicationwith the customer
is one way. For bigger purchasers of electricity, charges for generation, transmission,
and distribution generally appear on their bill. At the residential level, the three
expenses are frequently combined into one. Utilization and cost information are
commonly given in the aggregate everymonth, constraining the capacity to determine
what drives costs and consumption over the charging time frame. To the extent that
communication from consumer is concerned, a utility typically does not know that
there is an issue to the point when the customer calls to report an outage, etc. [1]. This
just shows the basic infrastructure of the current electrical grid, and its generation
and supply scheme.

10.4.3 The Buildings Today

Buildings consume over 70% of the electrical load in developed countries. Grid loads
from buildings vary by changing season and due to climate changes that can occur
quickly, as well as due to activities inside the buildings. The traditional electrical grid
puts the burden on the grid to give dependable generating capacity and a transmission
and distribution system that reacts to load changes promptly and takes care of peak
demand. Although buildings and the grid do not communicate, the grid is required
to meet building demands whatever the situation [1].

The business models of the electricity sector are focused on selling electricity.
However, from an intended and infrastructure investment perspective, they do not
want consumers to purchase everything in the meantime. Without the capability to
speak with customers about loads, utilities have created expense structures to send
signals to customers to utilize electricity steadily with the efficient operation of the
grid infrastructure. These expense structures can include three variables: Time of
use rates, demand charges, and ratchets. Time of use rates is the cost of electricity
changes depending on the time of day. Demand charges, based on real-time power
usage (over a period of time: regularly month to month), are extra charges levied
depending on peak demand in kW for the considered periods of time. Ratchets are
like demand charges, yet they consider the peak consumption for a yearly period of
time. These customary expense structures impact the design and activity of buildings.
For instance, thermal storage might be utilized to move cooling loads. While this
decreases peak load electricity charges, it can permit to utilizemore energy generally.
At the point when fossil fuels are utilized to create power, this sort of load moving
can result in excessive amounts of carbon emissions and different pollutants [1].

A building automation system (BAS)might be utilized to restrict demand charges.
The BAS monitors the peak electricity usage by the buildings and can shed interior
loads (e.g., reset room temperature, or switch off lighting) to remain under a sug-
gested electricity demand. In any case, without two-way communication between
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the building and the grid, these measures can occur only on days when there is no
requirement of decreased loads to assist the grid. Planning, developing, and executing
a building that foresees potential electricity expense structures without grid commu-
nication can prompt superfluous occupant inconvenience and increase in emissions
[1].

All things considered, utility demand response programs have started to close the
gap caused by the absence of communication among utilities and consumers. The
utility and consumers enter into a relationship in which, under certain characterized
conditions and specialized strategies, the utility suggests incentives to diminish or
move loads. At the point when the utility decides that a load decrease is required,
the consumer is informed. The notification may happen, for instance, in expectation
of higher demand; BAS may slow down or shut down a predetermined system. The
signal could likewise be automatic. Generally, the activity of the building does not
always align with the utility objectives. Demand response is a genuine precedent in
which objectives are adjusted, while energy efficiency measure is a progressively
more unpredictable subject [1].

The conventional business plan for utilities, selling electrical energy to be ben-
eficial, clashes with energy efficiency; yet utilities are frequently required by gov-
ernment policy and regulators to subsidize customers to execute and work with
such energy-saving measures. Citizens, government, and regulatory entities around
the world enact policies to support more noteworthy energy efficiency and utilize
renewable energy and the decrease of carbon emissions and different pollutants in
the electrical and building sectors. These policies influence making of decisions in
the two sectors: decisions that influence costingmechanisms for the utility providers,
and decisions that influence consumption by the customers. It is significant that in
the USA, 80% of the decrease in carbon emissions in 2005–2016 originated from
the electricity sector. Despite the fact that policies regularly command utilities to
execute energy efficacy programs, some policies additionally support energy effi-
cacy as a way of guaranteeing production capacity without putting resources into
new power plant development and activity. However, utilities regularly battle with
out-of-date business models that clash with the necessities of consumers and societal
values around the effective utilization of resources and the environment [1].

10.4.4 Development of Zero-Energy Buildings

Zero-energy buildings (ZEBs) are a precedent for building structures that are driven
by societal ethics around energy efficacy and renewable energy. The structures both
react to and put stress on the present grid model. The Department of Energy (DOE)
of the USA gives a basic description of a ZEB, that is, an energy-efficient build-
ing where, on a source energy premise, the genuine yearly delivered energy is not
exactly or equivalent to the on-location renewable exported energy. Here, source
energy incorporates all the generation, transmission, and distribution losses in the
electrical energy delivery to the buildings. Electrical energy is produced on-location
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for renewable energy, for example, solar photovoltaic (PV). But the building may
even now require electrical energy from the grid on occasions, except if the battery
storage is accessible on the building location. At the point, when the renewable pro-
duction or battery storage (or both) do not meet building loads, the grid fulfills the
additional requirement. At the point, when excess renewable energy is created, it
might be sent to the grid [1].

The US DOE ZEB definition has been extended further, to incorporate zero-
energy campuses, communities, and portfolios. This resulted in a few difficulties at
first noticed by ZEBs. For example, the necessity for on-location renewable produc-
tion restricted various environmentally benevolent alternatives such as power pur-
chase agreements and community solar. Also, the on-location production measure
disheartened urban density, contributing to undesirable sprawl, which can likewise
result in poor walk capability. With the growth of the ZEBs, the “on-site” would now
be able to be characterized as a gathering of building destinations in an explicit region
that have renewable production and that are claimed by a single entity or numerous
entities or that are rented by a single entity [1].

ZEB plan offers a solid way ahead for an environment that advances the health and
prosperity of the inhabitants while increasing energy efficacy and utilizing renewable
energy options. All things considered, the vision must keep on progressing to some
degree in view of the fact that ZEBs may not be very much lined up with the neces-
sities of the electricity sector. For instance, if the on-location production fails, the
expectation is that the utilitywill still provide the required power.But the reality is that
utility gets paid to provide electrical energy, not reliability. In numerous locations,
the utility is required to accept and pay for surplus power from the ZEB, regardless
of whether it is or is not accessible when the utility needs it. Sharp deviations in
ZEB load profiles can be troublesome for the grid to handle. Sometimes, electrical
energy peak demand corresponds with decreases in the renewable production (e.g.,
in late summer afternoons when cooling loads peak yet solar PV production starts to
diminish). This can result in a lofty increase in demand for power. Furthermore, the
movement of electrical energy onto the grid from on-location productionwas not part
of the preliminary grid structure. In view of the above, changes in grid infrastructure,
utility business models, and building load management become essential to adjust
electrical energy and building sector needs and provision [1].

High-performance, low-energy-use buildings are vital for our future, and espe-
cially in the smart homes scenario. Therefore, ZEBs will play an imperative role.
The ZEB definition has been and will keep on developing and encompassing more to
help accomplish the superior objective of high performance. Aligning the objectives
and concept of ZEBs with the objectives of the electrical energy sector, particu-
larly as utilities advance in view of changing customer demands and emerging new
technologies, will necessarily drive positive outcomes [1].
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10.5 Renewable Energy and IoT in the Energy Sector

This section has a focus on renewable energy vision. The following subsections
discuss in some detail the underlying concept along with developments in electric
grids. Applications of the IoT, including developments on electrical vehicles, are also
presented.

10.5.1 Renewable Energy

Societal demand for renewable energy is increasing, while the cost for the relevant
technologies is coming down. So, the utilization of renewable energy for electrical
energy production is only expected to increase; however, the utilization of renewable
puts a strain on the current electrical grid system. The advantages of renewable
energy are clearly evident for both the building owners and the electricity sector. The
building owner can diminish energy expenses by selling surplus renewable electrical
energy to the utility company or utilizing net metering to get a credit from the
utility for excess electrical energy produced by renewable systems. The utilization
of renewable energy likewise lessens the emissions associatedwith the buildings. The
utility may likewise have the benefit of decreased peak demand and evade expansive
capital investment in new ways of generation and transmission. Utilities likewise
would also construct large-scale wind and solar farms to enhance their production
resources [1]. There is no doubt that full advantages of renewable electrical energy
are increasing and the vision is becoming more attractive.

The conventional grid was intended for steady flow of electrical energy from
the high-quantity base load and not intended to accommodate broadly distributed,
smaller, and discontinuous (not constant) production from sources such as solar PV
and wind. Additionally, transmission and distribution assets were intended to move
electrical energy from remote production to customers. They were not intended to
empower one building to impart surplus capacity to/from another close-by building.
Besides, the present grid is not intended to successfully monitor and deal with the
huge amounts of bidirectional flows of electrical energy that are simple to envision
as the demand for and viability of renewable electrical energy grows. Dealing with a
huge and scattered number of production resources with a diversity of owners is even
more difficult. Electrical energy flows from high voltage to low voltage; therefore,
for surplus electrical energy to move out of a building back to the grid in turn, this
also required the voltage to be raised above grid voltage. With an extensive number
of production resources that are not under the operational control of utilities, the grid
rapidly keeps running into voltage issues [1].
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10.5.2 Electrical Grid in the Era of the IoT

The conventional grid infrastructure is now changing with the emergence of new
technologies, more efficient methods, and emphasis on ZEB configurations. Addi-
tional technological changes and rising demands are also being projected to drive
much more change to the physical grid and compel utilities to employ new business
models, possibly changing the fundamental market requirements of electrical energy.
In the generation sector, grid infrastructure is intended for vast, controllable produc-
tion and one-way flow of electrical energy. In this sense, solar and wind resources
are irregular. Without storage, they can disturb the stable maintenance of demand
and supply. In the transmission sector, utilities sell electrical energy for earnings and
profits. Utilities keep up a grid infrastructure to empower the delivery of their prod-
ucts. Proprietors of DERs (Distributed Energy Resources) may not purchase as much
electrical energy as other consumers; however, in the distribution sector, electrical
energy is presently being provided from the distribution part of the grid, requiring
a bidirectional flow of electrical energy. Net metering empowers bidirectional flow
of electrical energy from limited distributed production and yet may not be the main
answer for higher infiltrations of distributed production. In the communication sec-
tor, operational control and communication does exclude the consumer side of the
meter and frequently does exclude distribution infrastructure. Communication with
the consumer is one way and does not utilize the grid network infrastructure. It is
utilized just for the unforeseen events, for example, power outages.

Changes in the electricity sector will open doors for its customer as well as the
building sector. Technical changes predicted to affect the two sectors incorporate
DERs (of which distributed production of renewable energy is a key segment), an
expansion of plug-in electric vehicles and transportation sector as well as the generic
IoT and the smart grids [1].

10.5.3 Distributed Energy Resources (DER)

Distributed energy resources (DERs) are a noteworthy element of progress for the
electrical grid. The traditional grid was intended for centralized generation and one-
way flow of electrical energy. DERs change that by installing generation assets on
the distribution segment of the grid and compelling bidirectional flow of electrical
energy. DERs are mainly related to buildings. It is therefore essential for building
professionals to inform themselves and their clients about DERs since DERs signify
critical technologies and strategies through which buildings advance from passive
consumers to dynamic partners with the grid. DERs are also termed as: distributed
energy systems, distributed generation, and distributed power. The propensity is to
consider DERs simply physical resources (e.g., solar PV, wind, batteries), yet DERs
incorporate virtual resources, for example, plans to diminish or better supervise loads
[1]. DERs include distributed generation, community solar, electric storage, nano-
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grids, microgrids, third-party providers, third-party aggregators, and plug-in electric
vehicles.

Here, distributed generation is comprised of a small number of electric generating
units, from 3 kW to 50 MW. These smaller-scale power sources (as opposed to large
utility scale) are well situated to electrical grids. They are, generally, “behind” the
meter on the customer side and near to the loads for which they give power. These
power sources can be linked to the grid, or they can be stand-alone; the output from
various units can be collected to take care of the standard electricity demand.

Distributed generation challenges the centralized generation model of the current
grid and is the main thrust in changing the model of the grid from one-way to bidi-
rectional electricity flow [1]. Some examples are: Solar PV (including rooftop solar
arrays, building integrated photovoltaic, on-site ground-mounted solar arrays), wind
turbines (including utility scale larger than 100 kW, small wind 100 kW and smaller
and offshore wind), generators (utilizing diesel, oil, natural gas, or a combination of
fuels), co- and tri-generation, fuel cells, microturbines, and reciprocating engines.

Solar community is a business infrastructure for distributed renewable production
in which electrical energy is generally produced off-site (i.e., not on a building or
building site) and gives power relative to the number of customers it serves. This
is especially advantageous to consumers who need solar PV for an assortment of
reasons [1].

Electric storage choices incorporate batteries, even those used in electric vehicles.
Electric storage can help balance the grid andmake it increasingly adaptable. It can be
utilized when generation surpasses demand, and the stored energy can be discharged
to fulfill demand at some other time (e.g., when intermittent renewable production
is not fulfilling demand). Otherwise, when a short-term peak in demand happens,
storage can lessen the requirement for short-termpeakgeneration,which is frequently
the most costly generation [1].

Nano-grids and microgrids are smaller nearby electrical grids that utilize dis-
tributed generation and incorporate advanced controls and battery storage. Their
distinction is one of scale:

• Nano-grids are smaller in size than microgrids, frequently residential or single
building. They normally utilize solar PV for the generation, batteries for storage,
and on-location “grid” components.

• Microgrids are bigger, campus or multi-building in scale and utilize a more
widespread array. Sometimes, they utilize an integration of generation technolo-
gies (e.g., solar PV, wind, combined heat and power generators) and storage. Their
grid components are typically not situated nearby to a single building, but rather
regularly require their very own devoted space. They empower numerous buildings
to share electrical energy and storage.

Nano-grids and microgrids are connected to the bigger electrical grid at a point of
basic coupling that keeps up the voltage at an identical level from the primary grid
and adjusts the frequency except if there is motivation to disconnect (e.g., outage or
need to control electricity flowing back onto the grid). A switch can isolate the nano-
grid or microgrid from the primary grid automatically or physically, and the smaller
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grid at that point works separately as an island (called “islanding”). Nano-grids and
microgrids offer benefits to utilities as well as to customers. They can give backup
power in case of grid failure [1].

Third-party providers and third-party aggregators perform a critical job in DERs.
Third-party providers offer a variety of products and services to buyers and utili-
ties. Aggregators offer products and services of various third-party providers. These
products and services are dispersed across the grid and incorporate the following:
distributed production, at times, combinedwith storage; energy efficacy products and
services; billing software and services; energy management services; grid depend-
ability products and services for utilities [1].

10.5.4 Plug-in Electric Vehicles

Plug-in electric vehicles perform a critical role in transforming the electric grid.
Overall utilization of electric vehicles (EVs) is estimated to increase from about 1%
of the global light-duty fleet today to about 7% by 2030 and 33% by 2040. EVs
indicate both the difficulties and opportunities for the electrical grid and buildings.
From the grid viewpoint, EVs are regarded as a noteworthy factor in the increase in
overall demand for electrical energy. As they confront selling less and less electrical
energy, utilities might look more favorably at electrified transportation sector as a
genuine advantageous factor for their business model. From the buildings point of
view, EV proprietors hope to establish means for charging these vehicles at home, at
work, and in public locations [1]. The beneficial impact of this change on buildings
include the following: benefits to the owners of EV by way of charging; converting a
fossil-fuel-based fleet to electric mode of transportation; EV charging incentives; and
future EV charging requirements and desires. For the electrical energy and buildings
sectors, EV charging can possibly essentially change the load patterns. The energy
stored in EVs offers steadiness to both the grid and the buildings, particularly in case
of distributed generation. EVs can, for instance, counterbalance the discontinuity of
solar PV or wind power by charging around midday or at night when these resources
are at their peak production, separately. EVs can likewise limit frequency and voltage
fluctuations during grid interruption, profiting both the electricity providers and the
consumers. Additionally, with dynamic pricing as an alternative, the owners of EVs
could charge batteries when demand and prices are low, and then sell electricity back
to the grid at a more expensive rate when demand spikes. This avoids grid overload
[1].
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10.5.5 Other Applications of the IoT

In addition to DERs, the electrical and buildings sectors will see changes from the
expanding IoT, as already mentioned. Since IoT is a system of interconnected every-
day devices, appliances, and objects fitted with computer chips and sensors (that can
gather and transmit data through the Internet), we can apply this idea to commercial
buildings, and then, we have Buildings IoT (BIoT). Buildings IoT devices can con-
tribute to much smarter and more energy-efficient activity of building apparatus and
devices, for example, in relation to HVAC, lighting, and security. Generally, buyers
are now implementing IoT vision that associates with both the electricity sector and
residential buildings. Numerous products are already available that offer Internet-
enabled controls for household functions (e.g., lighting, HVAC, home safety, etc.), to
make their living environments as smart homes. IoT devices are likewise commonly
changing human anticipation regarding the speed and effortlessness with which we
can control our immediate environments (e.g., tone and color of led lighting, home
entertainment alternatives, speaker volume), which can possibly affect the electrical
energy and buildings sectors [1].

A couple of speculative conceivable outcomes are worth taking into account.
Even though numerous IoT device manufacturers’ guarantee energy savings, these
devices could really result in more noteworthy utilization of electricity and change
load patterns just on the grounds since they make the task of electric equipment so
natural and trouble-free. IoT devices may likewise change assumptions regarding the
assortment and granularity of data. For example, without data on the explicit electric
load of HVAC equipment, which can be hard to discover in a few buildings, such a
suspicion cannot be affirmed. We have smart watches that track biometric data such
as heart rate and sleep quality to enable us to examine our health. It is conceivable that
building occupants may want to effortlessly contrast biometric information and data
about building activities, for example, lighting levels and color to decide the effect of
those measures on health [1]. However, as said before, without enough appropriate
data, the afore-mentioned suspicions cannot be affirmed.

Utilities intend to further utilize IoT-based devices to enhance business and grid
tasks. They are likewise anticipating to give services companionablewith IoT devices
to enable purchasers to all the more likely deals with their loads and in this manner
reduction in their expenditure. This enables utilities to oversee generation, transmis-
sion, distribution, and loads in a much better way too. At the end of the day, the IoT
could turn into something bywhich utilities “can see” loads and cooperatewith build-
ings inhabitants to deal with those loads in the future [1]. IoT can enhance occupant
comfort, support health and wellness, promote energy efficacy efforts, and facilitate
the utilization of cloud computing infrastructures. Those are only a few instances
of how IoT can team up with buildings environment. Similarly, as smartphones and
intelligent devices are changing human expectation about the speed and security of
data and the capabilities to get support with daily activities, the IoT vision needs to
change the desires for buildings occupants and buildings activities [1].
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10.5.6 IoT/IIoT-Based Electricity Generating Project
Examples

There are several examples of projects that embed the required changes as suggested
above and utilize latest technologies.

Jacobabad Institute of Medical Sciences in Sindh Province, Pakistan, is one
such project. This institute has around 130 beds, occupying around 115,000 ft2

(107,000 m2) and overall spread over around 8 acres (3.25 ha) of space. It incorpo-
rates rooftop solar PV that produces approximately 490 MWh/year via a two-bank
battery system, 6900 and 20,700 Ah [1].

The Sacramento Municipal Utility District (SMUD) and Sunverge Aggregated
Distributed Energy Storage and Solar PV in California, USA, is another such model.
SMUDand Sunverge Energy cooperated to assess howhigh infiltrations of renewable
electrical energy generation could yield better outcomes with consumer-sited energy
storage. In 2016, around 28% of electrical energy created in California originated
from a blend of renewable fuels, and the maximum level of the blend was about
10% solar. The state has a policy mandate that half of the produced electrical energy
will originate from renewable fuels by 2030, and solar is estimated to make up the
biggest level of the blend. The SMUD/Sunverge project incorporates a mix of 2.25-
kW PV installations and 11.64-kWh Sunverge Energy Solar Integration Systems
(SIS) installed in 34 houses. The SIS incorporate lithium-ion batteries (versatile
from 7.7 to 19.4 kWh), a hybrid inverter (adaptable to 6 KW), and advanced controls
software and electronics that Sunverge guaranteeswill convey power at the opportune
time and the most minimal conceivable cost [1].

Pura Energía and sonnen are solar plus storage microgrids in Puerto Rico is
another such precedent. Su Matrullas is a school providing kindergarten through
Grade 9 education for around 150 students in a remote, mountain community in
southern Puerto Rico. Indeed, even before Hurricane Maria struck Puerto Rico in
September 2017, utility grid services were not dependable. After the hurricane, grid
services were absent. The solar company Pura Energía and a US backup of the
Germany Company Sonnen worked with other public and private party sources to
set up an off-grid solar plus storagemicrogrid system. It comprises a 15-kW solar PV
array, one 4-kW and one 8-kW battery (both lithium ion with inverters), and a backup
diesel generator. Expectation is that the microgrid system will give electrical energy
to keep the school open and fully operating; the school does not plan to interface
with the bigger grid [1].

10.6 IoT in Smart Grid and Smart Microgrid Sectors

This section is focused on discussions on smart grids and smart microgrids. We also
present project examples and application scenarios.
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10.6.1 The Smart Grid

To optimize the utilization of DERs, enhance overall grid infrastructure, and authen-
tically connect with the IoT, the grid needs to be more intelligent. A smart grid
permits a bidirectional flow of electrical energy and communication between electri-
cal energy providers and customers. With a smart grid, buildings are changed from
passive loads on the grid to active partners in the electrical energy sector, giving
(possibly selling) electrical energy and trading data that permit load balancing to
maintain a stable and reliable grid. In the generation sector, the bulk production
is developing to greener sources, for example, renewable energy and natural gas.
Production incorporates progressively adaptable and quick-inclining resources and
mechanisms, for example, electrical energy storage system to keep upwith the uncer-
tainty and discontinuity of utility-scale and distributed renewable production. In the
transmission sector, the transmission operators can utilize assets and resources from
the distribution and bulk production parts of the grid. Operators can incorporate dis-
tribution while controlling grid activities. In the distribution sector, the utilities may
move toward becoming stages that offer grid infrastructure for third-party suppliers
and aggregators that sell electrical energy or potential energy services. In the com-
munication sector, the optimization of distributed energy resources is supported by
the communication-enabled grid infrastructure.

A decentralized methodology brings production nearer to load, diminishes trans-
mission losses and vulnerabilities, and enhances the overall dependability, flexibility,
and stability of the grid. Communication is bidirectional and nearer to near-real time,
empowering clients to more readily oversee loads and expenses. Electrical energy
rates might be progressively dynamic. Smart building devices empower the task of
smart equipment by means of the Internet [1].

The smart grid bolsters the usage of more nuanced and efficient demand man-
agement programs by the utility and also bolsters the execution of more educated
measures by the customers. It additionally strengthens dynamic pricing, which could
be a win for customers and utilities alike, enabling both to gain benefits of inconsis-
tency in the grid, thewholesale electricitymarket, andDERs. Smart digitalmeters are
important to the smart grid. They empower bidirectional, near-real-time communica-
tion between buildings and an area network about demand and supply. These meters
can empower utilities to control loads more efficiently and in this way guarantee
superior grid reliability. Smart meters are likewise important to buyers getting more
accurate and timely data about users and electricity usage and to notify users of alter-
natives about loads and costs. These alternatives can likewise lessen the load on the
grid. Even though numerous buildings utilize BAS and energymanagement software
that provides themwith insights into variable loads and expenses, most customers do
not have the advantage of such frameworks. Without smart meter technology, these
buyers have no method to monitor those sorts of fluctuations [1].

Smart equipment and appliances additionally use sensors and software to commu-
nicate by means of an area network. Through a smart meter, utilities might have the
capability to speak with smart equipment and appliances to control loads. This would



10 Implementation of Industrial Internet … 247

need a transfer in the present-day utility–customer relationship. The customer would
enable the utility to control loads on the customer side of the meter. It remains to be
seen to what degree this transfer would be perceived as an undesirable interruption or
a societal advantage that advances the execution of the electrical infrastructure. Cus-
tomers can likewise utilize smart equipment and appliances to improve control time
of activity to exploit the accessibility of more affordable electricity. Smart meters,
equipment, and appliances can be linked to client interfaces that visualize data about
energy supply, loads, and expenses and empower educated choices about which loads
to include and when. The interface would likewise enable utilities to communicate
in near-real time with consumers about any utility-controlled loads or outages [1].

As an ever-increasing number of buildings with distributed generation are on the
grid, it is generally helpful to the proprietors of DERs and the utilities to work on a
smart grid. Renewable electrical energy is irregular, yet it may be planned with an
assorted variety of frameworks (e.g., solar, wind, and biomass) to lessen irregularity
and fulfilled base load demand. A smart grid enables the utility to improve grid tasks
to take full benefit of accessibility of electrical energy from irregular sources, which
might be claimed by the utility, the client, or another third party. A smart grid could
empower the non-utility proprietor of electrical energy and the utility to set up a
strong business relationship that enables the proprietor to sell its electrical energy
and the utility to purchase that electrical energy or distribute it on the grid for others
to purchase.

The smart grid also faces a few difficulties. At the point when the electrical grid
incorporates bidirectional flow of electrical energy, the assignment of keeping that
electrical energy from hurting workers, people on the call, and building occupants
turn out to be all the more challenging. Interoperability is another key problem faced
by the smart grid, which will incorporate expanding quantities of DERs and DER
owners; smart buildings, equipment, appliances, and electronic devices; and progres-
sively refined communications. Interoperability is the capability of these components
(networks, systems, devices, and applications) to cooperate viably and trade and use
data safely without causing bother or issues. The smart grid supports and confronts
resiliency in buildings. To maintain resiliency, for instance a preference for life,
well-being and crisis structures can be incorporated within the electrical grid. Nev-
ertheless, cybersecurity concerns must be considered to guarantee resilience [1].

10.6.2 The Smart Microgrid

With the growing attraction of pollution-free energy and efficacy as well as the
requirement to create the smart grid business system, an increasing number of stake-
holders are concentrating on smart microgrids as a practical way to deal with an
upgrade of the grid at the neighborhood level. These grids are mainly created for a
community e.g., college, school, or other similar environments. The smartmicrogrids
join the neighborhood distributed energy supply to fulfill the correct requirements
of the constituents alongside connection with the bigger grid. It includes the scope
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of intelligent technology in a solitary area. This boosts the quality of the service
and helps in the creation of innovative occupations. Therefore, it helps to deliver a
feasible business case and also energy and cost savings for the customers. They addi-
tionally give the neighborhood the decision about the source and supply of generating
electricity [7].

Microgrids are small-scale versions of the central electrical energy system. They
accomplish explicit neighborhoodobjectives (e.g., reliability, carbon emission reduc-
tion, diversification of energy sources, and cost reduction), set up by the community
being served. Similar to the bulk power grid, smart microgrids produce, distribute,
and control the flowof electrical energy to customers at the neighborhood level. Smart
microgrids are a perfect method to coordinate renewable resources at the community
level and take into account client interest in the electrical energy enterprise [7].

To optimize the utilization of renewable energy sources, to enhance consumer par-
ticipation infrastructure, and to guarantee incorporation with IoT at the community
level, the microgrid needs to get smarter. A smart microgrid permits bidirectional
flow of electrical energy and communication between electricity providers and con-
sumers on the community level. So, to handle the issues of non-accessibility of indi-
vidual renewable energy sources, IIoT performs a critical job by observing the energy
usage, energy generation, and its integrated form, particularly for the smart micro-
grid. The expression “microgrid” mirrors another state of mind about planning and
constructing smart grids. At the neighborhood level, smart microgrids proficiently
and financially incorporate buyers and buildings with electrical energy distribution
and production. Smart microgrids provide financial as well as environmental benefits
to the customer.

Smart microgrids increase dependability locally through the implementation of
an explicit dependability enhancement plan that incorporates the excess distribution,
intelligent switches, energy production, energy storage, automation, and other related
intelligent technologies [7]. Neighborhood electricity production and storage permit
segments of the grid and significant services to work autonomously on the big grid
whenever essential and therefore remove blackouts. Technologies such as intelligent
switches and sensors automatically repair the instability of power, not at all like
the present-day electricity systems where switches must be reset manually in the
occurrence of an electricity outage. With the help of redundant sources, electricity
keeps on flowing even if the storms, ice, or squirrels do any interruptions in the
power system. Microgrids also back up the bigger grid when energy demands and
expense are most elevated by providing electricity auxiliary facilities [7]. Buyers
and businesses in the US pay around $150 billion per year in expenses because of
the outages of power. The dependability of smart microgrids considerably lessens
these expenses. It enables buyers to secure energy in real time that again brings down
expense at the same time as utilizing neighborhood production to evade peak energy
expenses. Furthermore, the smartmicrogrid infrastructure often incorporates outsider
finance. Also, the futuristic upgrade plan for decreasing infrastructure enhancement
expenses are mainly paid by ratepayers. Likewise, smart microgrids reduce the cost
of energy transmission as compared to traditional grid systems [7].
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Buyers and businesses can provide profitable services to the grid as an end result of
expenses from the serving utility or autonomous system operator. Smart microgrids
likewise set the platform for extra customer earnings from disseminating energy
production, plug-in electric vehicles, and carbon credits [7]. This increases fresh
business opportunity for stakeholders. Japan and Denmark are leaders in execut-
ing the microgrid approach. Recently, Japan’s Energy Agency, NEDO, joined with
the state of New Mexico to co-fund and create microgrid projects for a number of
communities [7].

One of themain advantages of smartmicrogrids is that they are effectively strategi-
cally situated (unlike the centralized grids locations) to fulfill the knownandunknown
requirements of the future. They permit local communities and commercial campuses
to expand the overall electrical energy delivery rapidly and economically through
moderately small neighborhood generators, solar cells, wind turbines, etc. This elim-
inates the waiting for power companies to set up a centralized power plant that is
expensive and takes much longer time to start working. The energy management
technology of smart microgrids empowers plug-in hybrid vehicles to be connected
to the electrical energy system as smart energy storage assets [7].

Another important advantage of a smart microgrid is its capability to utilize neigh-
borhood production and subsequent “waste” heat to uproot coal-fired production. A
neighborhood power generator can be renewable or natural gas-fueled. Also, the
smart microgrid can recycle the energy generated during electrical energy produc-
tion for heating buildings, hot water, sterilization, cooling, and even refrigeration.
Smart microgrids additionally make it conceivable to take full advantage of clean,
renewable energy since they have the adaptability required to utilize an extensive
range of energy sources including solar and wind. A smart microgrid empowers cus-
tomers to meet most of their requirements of electrical energy by producing their
own energy, regardless of whether it is through sources like wind, solar, geothermal,
microturbines, etc. This would also help to lessen the utilization of fossil fuels and
reduce greenhouse gas emissions [7].

10.6.2.1 Technologies Used in Smart Microgrid

There are several emerging technologies available to the smartmicrogrid construction
and operation. At home, we can have smart meters that permit two-way exchange of
costing data, utilization data, and electrical energy. There are programmable smart
appliances, intelligent gadgets, and user-friendly home energy control systems that
enable consumers to connect with the smart microgrid to automatically control each
aspect of home energy utilization. Energy efficacy enhancements through further
automation assist customers utilize less energy and also reduce monthly electricity
bills [7]. At work, the advanced energy control systems help to make commercial
buildings “smart”. Latest warming and air-conditioning technologies that regulate
the building ventilation rates automatically and in real time based on air quality,
habitation, the cost of energy, can help improve efficiency. Latest electrical energy
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production systems can give energy to singular buildings and deliver energy to the
whole grid [7].

Inside the electric energy distribution system, intelligent switches, relays, and sen-
sors that supplant their obsolete and incompetent antecedents can enable the smart
microgrid to oversee and distribute energy with greater productivity and dependabil-
ity. Redundant plans give a backup source of energy when recurring storms, ice, and
squirrels disrupt energy supply. Modernized controls that continually check for and
even forecast potential instabilities can resolve at least some issues before clients
encounter any disturbance in the service [7].

10.6.2.2 Project Examples of Smart Microgrids

Here, we present a few examples of smart microgrids based on new technologies.
US Army Forces, Fort Bragg, North Carolina, have developed a smart microgrid.

To improve electrical energy supply and dependability while diminishing costs, Fort
Bragg in the USA chose to construct one of the world’s biggest microgrids. With
direction from Honeywell, Fort Bragg incorporated an assortment of distributed
production technologies that operate in combination with the military base’s utility
infrastructure. Covering in excess of 100 square miles, Fort Bragg claims its own
electric distribution system that is capable to supervise different productions from
a central energy management center. In spite of its size, the different production
technologies are completely coordinated with the distribution network, information
technology, and communication infrastructure. Because of its smart microgrid dis-
tribution system, Fort Bragg have improved its energy provision and dependability
and diminished energy expenses [7].

Beach Cities Microgrid Project in San Diego, California, is likewise a smart
microgrid. This project has united a portion of the country’s greatest names in the
power industry to study more about how a smart microgrid in the San Diego region
would operate under real-world situations and eventually decrease peak loads by
more than 15%. This attempt is driven by San Diego Gas and Electric in partnership
with Horizon Energy Group, Advanced Control Systems, Motorola, IBM, Lockheed
Martin, Pacific Northwest National Laboratory, and the University of San Diego.
Together, they built up a system that includes various distributed production systems,
for example, solar power in homes and businesses, biodiesel-fueled generators, dis-
tributed energy storage devices, and demand response technologies, for example,
smart meters [7].

Perfect Power at Illinois Institute of Technology (IIT) in Chicago is building a
smart microgrid. IIT has joined with the Galvin Electricity Initiative and the US
Department of Energy (DOE) to build up a perfect power system that is a smart
microgrid for the IIT main campus. In collaboration with S&C Electric, Endurant
Energy, and ComEd, the university is building an electric energy system of intercon-
nected smart microgrids in a loop configuration with a redundant electrical energy
supply. The building of this system is in progress, and it will provide a chance to IIT
to wipe out expensive outages, limit energy disturbances, moderate a consistently
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increasing demand, and control greenhouse gas emissions. It is anticipated that the
smart microgrid will pay for itself as it is constructed over the next five years [7].

10.7 IIoT to Combat Challenges of Renewable Energy
Sector

In this section, we elaborate on the inherent challenges and global future of the
renewable energy sector.

10.7.1 Challenges of Renewable Energy

A number of challenges and concerns have already been mentioned in previous
sections. Traditionally, a large portion of the concentration in the energy industry
has been on diminishing energy consumption when market prices or demand is high,
mainly to lessen costs and balance utility load. Such arrangements are intended
to reduce the energy deficit. Nevertheless, when energy sources spike, and delivery
beyondwhat the grid can dealwith becomes problematic.Quick fluctuations in power
load can cause damage to the grid and in addition influence consumers downstream.
Regardless of whether a fluctuation goes unnoticed in normal home use, a solitary
millisecond of instability can harm computing frameworks or other sensitive devices.
Moreover, as we include unusual and variable energy generation to this framework,
we have instability on one side from demand and on the other side instability from
the expansion of renewable energy.

Up until now, the effect of renewable energy has been relatively undetectable to
the framework. However, in certain regions, e.g., Germany, Hawaii, and California,
the utilization is increasing at a fast rate. In such situations, it is hard to adjust
these three factors: existing generation, the new generation from renewables, and
the unpredictability of the demand. To keep up predictable energy distribution, a few
utilities have needed to bring fossil fuel generators like coal power plants back online
to compensate for a slacker generation. Otherwise, they need to leave windmills
sitting idle when the grid is full. To unravel those difficulties, it is required to take a
moderate and productive approach to store the excess energy and utilize later when
needed [27].
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10.7.2 Achieving Grid Stability

Rather than searching for an answer inside the grid infrastructure itself, there is
another methodology discussed in [27]. Imagine a scenario in which it is possible to
transform a device (that normally consumes electrical energy) into something that
stores energy, and then, we have a way to balance out the grid and the whole energy
distribution framework. Now, imagine the usefulness if such a device is embedded
in a normal household appliance.

Such innovative ideas have led Steffes Corporation to the development of smart
electric water heaters as discussed in [27]. Such moderately cheap devices represent
between 20 and 40% of the residential demand or load on energy grids. To make a
local and quick reacting storage asset for a distributed system of water heaters, Grid-
Interactive Electric Thermal Storage (GETS) framework has been built with the
help of Microsoft Partner, Mesh Systems, using Microsoft Azure Platform including
Azure IoT Suite and Azure Service Fabric.

Steffes devices are orchestrated by a creative idea called the “Power Tower”, made
conceivable by the Azure IoT suite, clarifies TJ Butler, Chief Software Architect at
Mesh Systems. The Power Tower is a real-time mirror of every end unit in the
cloud and has complicated logic, which facilitates blending and synchronization and
utilizes bigger volumes of renewable energy. Microsoft Azure is a cloud platform
developed by Microsoft [28].

By exploiting cloud technologies, Steffes devices can interface and control a large
number of water heaters and at the same timemake a virtual storage asset for utilities.
These devices store energy at whatever time it is generated; which may be at night
for wind generation or early afternoon for solar, so energy is accessible on demand.
With Microsoft Azure, we take an everyday simple device and transform it into an
adaptable instrument for overseeing demand, says Murphy of Steffes Corporation.
As we get increasingly renewable energy, there is a need to influence load to pursue
generation, as opposed to the traditional method for generation following the load.
Steffes made water heaters with sensors that empower an organization to monitor
up to 150 data points for every unit. In addition to remotely checking the data,
the company can control every heater to quickly add or decrease load whenever
necessary.

With such approaches as illustrated above, we can reduce the unpredictability
and instability that go with renewable energy production resources while at the same
time making more prominent the stability and resilience of the electrical grid and
distribution framework, says Kelly of Steffes Corporation. This proves that when the
normal water heaters meet the Internet of Things, it can transform the energy sector
[27].
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10.7.3 Global Future of Renewable Energy

The real-time control empowers to furnish grids with new frequency regulation ser-
vices that are much more nimble than traditional strategies. To stabilize the grid,
utilities companies normally need to throttle these giant machines here and there
[27]. Yet, presently they can utilize devices and appliances that are omnipresent in
people’s houses, which they can aggregate and monitor in real time with second-by-
second control. It is considerablymore effective than attempting to regulate frequency
with large upstream generators. Steffes Corporation has completed 24 separate trials
running across over seven time zones.

Hawaii has started to set up the Steffes GETS system in the latest development
called Kapolei Lofts that will incorporate 499 rental houses in Western Oahu. Other
countries of the world are eagerly watching this venture. In addition to the fact that
Hawaii has high daily demand, up to 33% of that demand is provided by unpre-
dictable renewable energy, and they are focused on increasing this figure to 100%.
California has focused on 50% and Germany to 45% renewable energy. So if individ-
uals need to comprehend the way the situation is developing, they should examine
the developments at Hawaii, California, and Germany.

In addition to furnishing energy companies with accurate control of its grids and
distribution networks, Steffes Corporation hopes to cut the upfront expense of water
heaters for customers. However, more significantly, it provides opportunities to more
people to turn into stakeholders in renewable energy and enhance the global energy
environment. This is something that an individual, family, or community can easily
do to do their bit on climate change [27]. Consumers can accomplish something at an
exceptionally great level to speed up the installation of renewable energy. By utilizing
IoT technologies to associate normal consumer devices like water heaters, Steffes
Corporation is enabling homeowners to help achieve the vision of sustainability [27].
With this example of IIoT-based water heater project, it is easy to understand the role
of IIoT technologies to combat the inherent challenges of renewable energy sources
and provision.

10.8 Future of IIoT in the Energy Sector

In this section, we present some future directions by suggesting bonding between
buildings and the energy grids, and more discussion on electrical energy generation.

10.8.1 Bond Between Buildings and the Grid

Our new energy future has many emerging opportunities but also has threats. As
DER technologies and strategies, EVs, and IoT proceed to develop further, and the
conventional grid develops to a smart grid, the bond between buildings and the grid
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will strengthen. Buildings will develop into dynamic partners in the electrical energy
sector. Rather than passive loads on the distribution end of a grid that sends elec-
trical energy one way, buildings will also produce electrical energy that would be
distributed to neighboring loads or the bigger grid distribution network. Through
on-site or EV batteries, buildings will offer crucial energy storage solutions for the
advantage of their very own tasks and also for the bigger grid. In addition to pro-
ducing earnings from conventional building inhabitance, building owners will have
the chance to sell electricity and energy services. The job of utilities will probably
move from an emphasis on selling electricity to selling grid infrastructure and energy
services, in a general sense changing the conventional bond among utilities and their
customers of buildings [1].

10.8.2 Market Exchange of Electrical Energy

The market exchange of electrical energy will likewise change, advancing with the
smart grid to a transactive energy approach that empowers a free-market exchange
of electrical energy and energy services between an assorted variety of suppliers,
including utilities, building owners, and third parties. Our new energy future holds
incredible guarantees, and building professionals will become essential partners who
would understanding the opportunities and recognize and unravel the difficulties on
route. Building professionals will be vital in shielding health and sustainability of the
constructed environment and the general population it serves. Design, construction,
commissioning, and preservation; and tasks and procedures will probably also be
changing. There will likewise be extra businesses and whole industry sectors looking
to grasp the opportunities.

The technology sector is nowoccupiedwith building automation and controls, and
renewable production and energy storage. The electricity sector has been functioning
at the issues identified with DERs and the smart grid for quite a long while. Data will
most certainly be vital to our new energy future, and any companywith an enthusiasm
for “our” data is now pondering this future. These industries see the probabilities,
and they are preparing for the future. Building professionals must be an element
of the research, development, and policy changes; the conferences, meetings, and
discussions to guarantee the advancement of our new energy future and ready to
serve the customers better and support a sustainable world [1].

10.8.3 Decentralization of Energy Generation

Our new energy future uses decentralized energy generation where smart micro-
grid performs a critical role. With the expanded spotlight on pollution-free energy
and efficacy as well as the requirement to create the smart grid business system, an
increasing number of stakeholders are concentrating on smart microgrids as a practi-
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cal and vital way to deal with an upgrade of the grid at the neighborhood level. Smart
microgrids increase consumer participation in the energy sector using IoT-based
devices [7]—these are like the smart grids.

To optimize the utilization of renewable energy sources, to enhance consumer par-
ticipation infrastructure, and to guarantee coordination with IoT at the community
level, the microgrid needs to get smarter. A smart microgrid permits a bidirectional
flow of electrical energy and communication between electricity suppliers and buy-
ers at the community level. So, to handle the issues of non-accessibility of individual
renewable energy sources, IIoT performs an essential role by observing the energy
usage, energy generation, and its incorporation, particularly for the smart microgrid.
Customers and businesses in the USA pay around $150 billion per year in expenses
because of the outages of power. The quality of reliability in smart microgrids can
considerably diminish these expenses. It enables buyers to procure energy in real
time and altogether bring down expenses at the same time as utilizing neighborhood
production to hedge peak electricity expenses. Furthermore, the smart microgrid
infrastructure incorporates outsider finance as well as futuristic upgrade plan for
decreasing infrastructure enhancement expenses which are mainly paid by ratepay-
ers. Likewise, smart microgrid reduces the cost of energy transmission as compared
to traditional grid system [7].

In short, our new energy future includes smart building and smart microgrid as
the key elements in the energy sector where IoT plays a crucial role in connecting
them. In addition, DERs, energy storage, and EVs also perform an essential role of
maintaining grid stability and reliability in the energy sector using IoT.

10.8.4 Benefits of New Energy Future

It is essential to highlight that there are numerous potential positive advantages of
changes coming to the electrical energy sector and buildings. Expansion of DERs
can improve flexibility for buildings and communities, and also the grid. These
enhancements offer an incredible guarantee in diminishing carbon emissions and
different pollutants to help meet policy objectives and to increase environmental
quality. They likewise offer more conceivable outcomes for lessening energy costs.
Moreover, with better communication and information exchange through IoT and
the smart grid or smart microgrid, there are chances to all the more likely liaison
between the design, construction, and operations. This information-rich environment
will encourage feedback from a whole integrated design group, and also authorizing
and activity groups; and thus giving more chances to keep up design purpose. Our
new energy future guarantees to open up new practice areas and open doors for
building professionals [1].
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10.9 Discussion and Conclusion

Expanding requirements for electricity, increased consumption of coal for electricity
generation, growth in population, and utilization of renewable energy with its storage
requirements are the fundamental reasons behind the changes coming to the elec-
tricity sector. Coal contributes to emissions that are destructive to the environment
and human health. So, to lessen these emissions, utilization of renewable energy
and requirements of its storage are rising. In this context, government agencies are
dealing with the advancement of energy infrastructures known as the “smart grid”
and “smart microgrid”.

In the present scenario, sensor technology, big data, and data analytics are getting
much attention in order to optimize operations, such as efficiently balancing supply
and demand as customers connect to a smart microgrid. Usage of smart devices is
also increasing; however, their connectivity depends on the speed and reliability of
the Internet. Such usage in the industry has resulted in the development of what is
called “Industrial Internet of things (IIoT).” Advances in the IIoT help to maximize
operational efficiency, optimize business operation, and protect the system. It pro-
vides applications like predictive maintenance, remote monitoring, worker safety,
and advanced distributed control. So the main objective of this study has been to
analyze the IIoT-based renewable energy sector with a view to reducing the use of
fossil fuel, increasing the use of cleaner energy resources and better utilization of the
energy.

The key contribution of this chapter includes detailed discussion of the concept,
history and applications of IIoT; changes coming to the energy sector; introduction
of renewable energy and IoT in the energy sector; challenges of renewable energy
sector and solutions to the challenges using IIoT; and future of IIoT in the energy
industry. This chapter also includes a detailed discussion of smart microgrid which
is mainly based on renewable energy and IIoT concept. It determines the role of IoT
in smart grid and smart microgrid. Hopefully, the chapter helps us to understand
how efficiently the IIoT-based energy system using renewable energy will work for
improving the future in terms of better utilization of renewable energy resources
as well as limiting the carbon emission. The chapter also includes open research
directions in the energy sector and provides several examples of IIoT-based projects
in the energy sector.

The overall conclusion of this chapter is that IoT performs a crucial role in the
future energy sector for maximizing the operational efficiency, optimizing the busi-
ness operation, protecting the generation and supply systems, helping with predictive
maintenance, worker safety, and advanced distributed control. In order to tackle the
problems of non-availability of individual renewable energy sources, IIoT also plays
a crucial role by monitoring the energy usage, energy generation, and its integration,
especially for the smart microgrid.
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10.10 Open Research Directions

IIoT in the energy sector is the underlying technology; in this respect, there are
many open research directions. There are relatively few published prototypes for
the collaboration of renewable and non-renewable energy sources. There are few
published prototypes for connecting home apparatuses to the Internet especially for
monitoring. There is therefore an urgent need for joining different IoT information
frameworks with various sensor input systems in order to increase and promote smart
working of connected gadgets. There are very few effortlessly accessible open source
simulation tools or the test beds that can allow to empower execution assessment of
the IoT-aided SG frameworks [15]. There is a need to comprehend the characteristics
of various IoT applications as well as their service requirements in more detail.
There is also a need to build practical energy consumption models through the IoT
environment, e.g., WSN network [29].

Some of the key challenges of IoT are privacy of data, data analytics, participa-
tory sensing mechanisms, GIS-based visualization, and cloud computing. Moreover,
there are someWSN challenges incorporating energy efficacy, architecture, security,
protocols, and quality of service [30]. These areas require more detailed research. In
addition, there is a need to line up ZEBs with the necessities of the electricity sector
[1]. For the future, there is an urgent requirement to develop a methodology for uti-
lizing modern database technologies with considerably more embedded intelligence
for even quicker data handling and calculation. This is mainly required in the case
of large-scale grid integration with renewable energy sources, especially for solar
power plants [22]. These are some of the directions where future research is required
to be conducted.
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Chapter 11
The Internet of Things in Health Care:
Transforming the Industry
with Technology

Wesley Doorsamy, Babu Sena Paul and Jerry Malapane

Abstract The Internet of Things (IoT) paradigm seeks to integrate physical objects,
processes, people, hardware and software, into seamlessly functioning ecosystems.
A key application context of this paradigm is the healthcare industry which has the
growing challenge of providing affordable quality services with strained resources.
This chapter has a focus on the IoT paradigm in the context of the healthcare indus-
try; more specifically, a technological emphasis on IoT use cases in the healthcare
environment. The chapter discusses the generic architectural IoT-based healthcare
systems and focuses on the development and deployment of wearable and unobtru-
sive sensing technologies. Although the interest in IoT-based innovation in the field
of health care is growing, its widespread usage is rightly encumbered by the critical
nature of the applications that necessitate proven reliability through rigorous devel-
opment and testing. In this chapter, we offer an example of an experimental IoT-based
healthcare system and also unpack the details of the various challenges with the dif-
ferent components of IoT systems in healthcare scenarios that affect reliability; we
also offer technical insight into future developments and opportunities.
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11.1 Introduction

The concept of Internet of Things (IoT) has evolved over time, since it was first intro-
ducedmore than two decades ago [1], going beyond basic integration and automation
of components, processes and systems. IoT applications have also gone beyond the
manufacturing sector and entered various other areas, inter alia transport [2], educa-
tion [3], agriculture [4], smart city governance [5], etc. There is also growing interest
in the application of IoT in health care, due to the ever-present need for ways to
improve quality, efficiency and availability, and reduce costs in this sector. Further-
more, the Things-, Internet- and Semantic-oriented visions of the healthcare services
ideally position this sector for the exploitation of the IoT paradigm [6].

In the context of IoT in the healthcare industry, this chapter deals with the techno-
logical aspects of the application and various use cases. Due to the growing interest
in harnessing IoT innovations for application in health care, the technological con-
siderations (relating to wearables, unobtrusive sensing methods, networking and
communications and data management) are presented in this chapter. Components
and subsystems of IoT systems in health care are also investigated, including pre-
sentation of preliminary design, implementation and testing of an experimental IoT
system for smart health care.We also analyze the technical challenges relating to such
systems. Opportunities for overcoming these challenges are explored and possible
solutions are offered.

In the rest of this chapter, we first contextualize IoT applications in the health-
care industry by giving an overview of the technological evolution of this sector.
Thereafter, we deal with the technological layers of the healthcare IoT systems and
present a generic system architecture focusing on the sensing layer of the architec-
ture in Sects. 11.3 and 11.4. We then provide an example of a low-cost prototype
IoT-based healthcare system and give the technological details thereof. Lastly, we
discuss the main technological challenges and opportunities with IoT in health care
before presenting a brief summary in Sect. 11.7.

11.2 Health Care in the Fourth Industrial Revolution

There are various emerging IoT application domains of health care including healthy
living; personal health care; home care; mobile and emergency health care; health-
care centers (that include primary, secondary and tertiary health care) and nursing
homes for the elderly. Although these domains are directly linked to medical ser-
vices provided to individuals, the potential availability and seamless sharing of IoT
data across these domains are gradually being realized (as highly advantageous) by
care providers, treating doctors and healthcare practitioners. They all need to source
patients’ data to better understand theirmedical requirements based on history, fitness
and well-being.
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In the Fourth Industrial Revolution, also known as Industry 4.0 or I4.0, the con-
cept of Augmented Personalized Health (APH) is one that envisages exploitation of
IoT and Artificial Intelligence (AI) to promote patient health and well-being through
aggregating physical and cyber data (including IoT data, clinical records, clinical
practice and medicinal knowledge databases) and converting these data into action-
able information. The aim is to assist the unwell individuals with proactively miti-
gating, preventing or intervening the onset of disease and/or ill-health [7].

The APH vision of future health care is shifting the IoT paradigm, in that, it
contemplates a very different approach than current practices. Individuals have the
opportunity to receive ongoing care with updated diagnoses and treatment plans
without being part of an inpatient program. Figure 11.1 provides an overview of this
idea which has already been piloted in the form of mHealth (mobile health care), an
application called kHealth [7]. The following are the basic elements and processing
of this APH strategy:

• Remote collection of patient-specific data, e.g., patient movement data, condition
observations, specific requirements, etc.

• Retrieval of patient-context-specific data such as indoor and outdoor environmen-
tal observations, e.g., air quality, temperature, humidity, etc., and situational and
lifestyle information.

• Aggregation with supplementary database information consisting of clini-
cal records, regional health data, health practices and other domain-specific
knowledge.

• Aggregation of the patient’s treatment plan and medical records.

Fig. 11.1 Overview of future augmented personal health strategy using IoT
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• Semantic annotation of a treatment plan for the purpose of self-monitoring and
self-reconciliation tracking; although this is typically not a clinical update to the
treatment plan.

• Provision of semantic annotation for physician/medical practitioners for analysis
and clinical decision-making updates.

• Medical practitioner’s updates to treatment and further courses of action.
• Feedback to patients.

The extent of IoT application varies between different sectors of the healthcare
provision. In case of healthcare centers, IoT is gaining more of a foothold in hospi-
tals and specialized healthcare facilities with inpatient programs rather than general
treatment centers. General health practitioners’ treatment facilities are more likely to
utilize data management facilities for streamlining their processes, whereas hospitals
and specialized healthcare centers utilize the entire spectrum of IoT-based solutions
including wearable, ambient and assistive (to patient and practitioner) technologies.
Hence, IoT application differs from segment to segment due to the varying scope of
treatment.

The paradigm shift in the IoT-based health care is most prominent in remote
healthcare services as IoT easily affords the possibility of remote medical services
provision. Currently, IoT-based outpatient programs enable practitioners to remotely
monitor patients (in their home or living environments) and obtain actionable infor-
mation regarding their course of treatment. Healthy living and personal health care
have also entered the mainstream with IoT-enabling self-management, coupled with
professional assistance via online databases and communication. In this way, IoT
is revolutionizing preventative medicine, early diagnosis of health conditions and
control of chronic diseases. Future developments in this sector could potentially
extend the provision of medical services to active remote treatment, e.g., automated
administering of drugs.

The future of health care is certainly more dynamic with the rapid evolution of
sensing, communications and data management technologies available to the indus-
try. Although, the rapid advancement of various technologies deployed as part of
an IoT-based healthcare system is clearly evident, and the overall modern system
architectures tend to follow a specific trend, as discussed later in the chapter.

11.3 Overview of Architecture for IoT-Based Healthcare
Systems

In general, IoT-based healthcare systems consist of a number of key features and sub-
systems, which can be described using a generic architecture, as shown in Fig. 11.2.
The architecture consists of three main layers viz: the sensor layer, middleware (or
application) layer and the server layer. These are briefly discussed below.
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Fig. 11.2 Simplified generic
architecture for IoT-based
healthcare systems

11.3.1 Sensor Layer

This consists of different types of transducers and is responsible for collecting data
from both the environment and the patients under observation. The sensors can
be of different types, e.g., blood sugar level monitoring sensors, skin temperature
monitoring sensors, pulse rate sensors, weight sensor, motion detection sensor, etc.,
as described in the subsequent section.

Data collected by the sensor layer need to be transferred to the middleware layer,
also often referred to as the application layer. In practice, technologies deployed in
the sensing layer are probably the most rapidly evolving among the different layers
and is therefore discussed in some detail in Sect. 11.4.

Communication between the sensor layer and themiddleware can be implemented
using different protocols and methods such as Zigbee, Infrared, RF, Bluetooth, etc.
The choice of communications strategy between these layers depends on the distance
between the sensors and the middleware, the available energy and the amount of data
required to be transferred.

11.3.2 Application (or Middleware) Layer

The middleware can consist of a microcontroller or an application that runs on a
smartphone or computer. The example presented in the following section utilizes
Arduino. The middleware provides an interface between the external world and the
sensor layer. Typically, the middleware is not used for processing or storing large
amounts of data. A small amount of data may be stored, but this will usually be in
the buffer in real time. Additionally, the middleware serves as a gateway to the server
layer for exchange of information between the two layers.
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11.3.3 Server Layer

The server layer receives data from the middleware and stores it. The middleware
connects to the server layer, typically via GSM and/or Wi-Fi. The server layer is
basically a cloud server. It is responsible for storing and processing of required
data to obtain meaningful and actionable information. Analysis of certain types of
medical data may require domain knowledge experts in the field of medical sciences,
and therefore automated processing of data on the server layer may be limited. The
example presented in Sect. 11.5 uses ThingSpeak as the server layer.

11.4 Wearables and Unobtrusive Methods for IoT
in Health Care

The technological advances and cost reduction in sensor devices and communications
(especially, in the sensor layer of the architecture as briefly overviewed above) are
major enablers to the rapid development and deployment of IoT-based healthcare
systems. The major trend in the aforementioned sensing layer in IoT health care is a
movement toward non-invasive or unobtrusive methods where sensing technologies
are enabling more health parameters to be measured using wearables or ambient
sensors. Modern inferential methods and algorithms also enable indirect methods
of determining health-related parameters. Some of the sensors commonly used for
remote monitoring of health provision are in terms of electrocardiogram (ECG),
blood pressure, body temperature, blood oxygen levels, pulse rate, electromyography
(EMG), movement measurement (accelerometer), galvanic skin response, breathing
rate (airflow), electroencephalogram (EEG) and electrodermal activity (EDA), etc.
[8].

Recently, there have been some remarkable advancements in medical sensor tech-
nologies, particularly for wearable applications. The wearable potentiometric ion
sensors are relatively new technology devices consisting of ion detection materi-
als and solid-state electronics for on-body measurements [9]. Due to the simplicity,
cost-effectiveness, unobtrusiveness, portability and robustness of such devices, these
devices are becoming highly popular in the health sector.

Another sensing platform that has seen recent advancement is conductive poly-
mer composite-based strain sensors used for artificial skin or wearables. The ongoing
challenges with this type of platform are fabrication to improve material properties,
namely elasticity, anti-corrosion, durability and reliability. Recently, researchers have
reportedwork that addresses these issues through the fabrication of a superhydropho-
bic strain sensor based on conductive polymer prepared by ultrasonically induced
decoration onto a nanofiber surface [10].

Aside from the rapid advancements in fabrication of wearable sensing technology,
there has also been progress toward addressing the challenge of reliable energy
sources for on-body IoT devices. An example of this progress is presented in [11],
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where the development of awireless implantable sensor prototypewith subcutaneous
solar energy harvesting is described. This device is essentially aimed at providing
a self-powered alternative to batteries for on-body devices, which is intended to be
optimally placed between the neck and shoulder of the user.

Wearable technologies are growing rapidly with various types of sensing tech-
nologies being developed to assist with the diagnosis of different conditions and/or
monitoring of health parameters [12]. These technologies are intended to be worn
on several parts of the body. Figure 11.3 provides an overview of the typical areas of
the body where wearable technologies are being applied. Some of these new tech-
nologies have been commercialized; particularly those used for movement disorders
[13], while others are still in development such as the interocular pressure-sensing
contact lenses [14].

An emerging sensing strategy in medical applications is ‘sensory substitution’ or
‘sensor modality shifting’ whereby a measured quantity or parameter is used as a
means of measuring another parameter [15]. This is particularly useful in medical
applications where IoT sensor deployment is constrained.

Fig. 11.3 Overview of on-body wearable sensing technologies (with associated measurement
modalities and applications) in IoT-based health care
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There are numerous design constraints associated with IoT sensor deployment in
health care. Examples of these constraints include the requirement of unobtrusive-
ness; limitations on health infrastructure modifications; number and type of body
sensors (power, mobility and weight requirements) that can be used, etc. Sensory
substitution does provide some assistance with this challenge; however, a manage-
ment model must be designed in terms of qualitative and quantitative assessment of
uncertainty arising from the modality shifting.

In [16], posture detection, which is necessary for reduction of ulcers or pres-
sure sores arising from limited mobility of patients, is carried out through sensory
substitution of the typical methods, e.g., video or pressure sensor array methods,
with a combination of thermal and acoustic sensing. Similarly, the method presented
in [17] shifts from typical sensing modalities in cardiac monitoring, such as EEG
and impedance cardiograph (ICG), to the use of mechano-cardiograph (MCG). This
method of MCG performs highly accurate cardiac beat-to-beat detection through
recording precordial translational and rotational motions of the chest using minia-
ture inertia sensors, e.g., accelerometric and gyroscopic sensors.

Context awareness is also critical to ensuring the accuracy and reliability of any
IoT-based healthcare system. A multitude of sensors is required for providing the
context, thereby supplementing the system with information relating to the situation
and environment. Additional sensors are therefore required to give context to the
‘basic’ sensory readings. For example, wearable sensors such as galvanic skin and
pulse rate sensors may indicate increased sweating and higher pulse rates, but the
supplementary location, ambient temperature and/or movement data of the person
give the context of the change in the ‘basic’ sensor data. The data fusion approach
is the key to enabling context awareness and is therefore crucial to the development
of reliable and accurate IoT systems in health care. Depending on the data fusion
strategy, the model employed may influence the entire IoT system architecture or
certain aspects thereof. This approach can help to determine the extent of the sensor
network, how the sensor data is collected, at what stage the data is filtered at and
how the intelligence and reasoning acts on that data.

11.5 Example of an IoT-Based Healthcare System

The presented example of an IoT-based healthcare system is an ongoing developmen-
tal project intended to bring together both wearable and ambient sensing concepts
into a single cyber-physical system for applications at home or in healthcare facilities.
A basic overview of the system function is given in Fig. 11.4. The system architec-
ture follows the simplified generic architecture previously discussed, in terms of the
same three layers viz: sensor, application and server layers.

Frail or critically ill patients with hypertension, diabetes and cardiac and respira-
tory issues require continuous monitoring which is typically carried out manually by
doctors and nurses at regular time intervals [18]. Monitoring systems can be used for
continuous observation in these situations but such systems typically employ wired
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Fig. 11.4 Basic flowchart of experimental low-cost monitoring system for IoT-based health care

devices that are attached to the patient’s body, thus limiting physical movement. For
example,when a patient needs to use the bathroom, the nursemust detach and reattach
such equipment. Furthermore, patient observations are recorded via manual entries
which are cumbersome, inefficient and susceptible to errors. Somewireless solutions
have been developed but they do not make the information remotely available for
monitoring, analysis and record keeping purposes. Additionally, these monitoring
systems should also have the capability of automatically detecting abnormal condi-
tions and sending out emergency notifications to personnel or care providers.

The aim of the presented system is to address the aforementioned shortcomings
through using both ambient and body sensors—in a wireless node configuration
that transmits the measured data to be recorded and accessed via the cloud. The
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system also utilizes a cloud-resident algorithm to carry out checks on the parameters
and sends out emergency alerts accordingly. The system is divided into two main
subsystems:

• Patient’s ambient or room environment—which consists of three sensor nodes viz:
a bed sensor node, chair sensor node and a patient room sensor node

• Wearable module—that consists of a temperature sensor and pulse rate sensor.

Figure 11.5 gives an overview of the system architecture. The ambient sensor
nodes are used to detect the condition of the patient sleeping on a bed or sitting in a
chair and also to check the ambient parameters of the patient’s room, such as room
temperature and light and movement within the room. Descriptions of the sensors
used in such systems and their functionality are given in Table 11.1.

The wearable subsystem consists of a temperature sensor and pulse rate sensor (as
shown in Fig. 11.6). The bed and patient room sensor nodes are given in Figs. 11.7 and
11.8, respectively. Each of the nodes utilize an Arduino microcontroller, with the bed
and chair sensor nodes communicating through XBee radio modules to the patient
room sensor node. The wearable and ambient subsystems then transmit wirelessly
to the cloud via Wi-Fi modules.

The preliminary implementation and testing of the suggested system were car-
ried out using ThingSpeak which is a MATLAB IoT analytics platform/service that

Fig. 11.5 Overall architecture of experimental low-cost monitoring system for IoT-based health
care
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Table 11.1 Sensors used in experimental low-cost monitoring system for IoT-based health care

Sensor types Functionality Images

Pulse rate sensor Patient pulse measurement

Temperature sensor Skin temperature

Photo resistor Ambient light sensing

PIR motion sensor Motion detection

Ultrasonic sensor Movement detection

Humidity and temperature sensor Room temperature and humidity
measurement

Pressure mat sensor Body pressure detection

X-band motion sensor Body movement

allows a user to aggregate, visualize and analyze live data streams in the cloud. Addi-
tionally, the ThingSpeak’s web platform communicates with the Wi-Fi modules that
are programmed with the same application programming interface (API) to provide
system security.

For testing purposes, the experimental system cloud interface was divided into
two channels on the ThingSpeak platform for real-time monitoring and analysis as
shown in Fig. 11.9. The two channels being: (1) a wearable sensors channel that
provides body temperature and heart rate sensing of the patient; and (2) a patient
room channel that provides measurement data of the relevant sensor nodes.

Upon deployment of the cloud interfaces, some basic tests were carried out to
check the hardware and software functionality. Figure 11.10 shows the real-time
measurements obtained from the wearable subsystem, and Fig. 11.11 shows the
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Fig. 11.6 Wearable sensors circuit: an experimental low-cost monitoring system for IoT-based
health care

Fig. 11.7 Bed sensors node: an experimental low-cost monitoring system for IoT-based health care

measurements from various devices from the patient room subsystem. It should be
highlighted that these results do not reflect testing under a practical medical scenario;
rather these simply represent the basic system functions such as sensor transmission
and node interfacing with the cloud platform.

The experimental system is also programmed to immediately alert healthcare
personnel in the event of an emergency and upon detection of abnormal conditions
of the patient and room environment. Figure 11.12 shows the response of the system
to the room temperature exceeding a predefined level and also when the light in the
patient’s room is rather low. The responses are sent as alert messages from the cloud
platform via Twitter (which in practice can be any other similar system).
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Fig. 11.8 Patient room sensors node: an experimental low-cost monitoring system for IoT-based
health care

Fig. 11.9 Cloud channels used for experimental system

Fig. 11.10 Preliminary results for experimental wearable subsystem function checks using cloud
platform
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Fig. 11.11 Preliminary results from patient room subsystem function checks using cloud platform

Although the presented results of implementation and testing of the system are
developmental, they do demonstrate the potential of IoT deployment in healthcare
applications based on the flexibility and range of functionality as well the low-cost
of the hardware and software implementation. It should also be highlighted that the
architecture of the system also allows for effortless upscaling in terms of the sensor
network and data analysis features.
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Fig. 11.12 Preliminary results from alert functions using cloud platform

11.6 Opportunities and Challenges in IoT-Based
Healthcare Systems

Although much work has been conducted in the area of IoT-based health care, with
many of these works offering end-to-end solutions, there is no consensus on a con-
sistently acceptable model to be used. Generally, the solutions being suggested are
mainly the developmental and generic architectures that tend to feature key compo-
nents which can be described using the generic models [19].

Our proposed simple model postulates four key elements for an IoT-based health-
care system, namely: (1) sensors and a central node; (2) short-range communications
between sensors and central node; (3) long-range communications between the node
and the cloud and (4) intelligent and machine learning algorithms, and cloud stor-
age. Most of the solutions being offered place emphasis on sensors—as discussed
in this chapter—as this ‘component’ of the generic model is probably the most
rapidly advancing. In general, a major challenge with sensors employed in IoT-based
health care is the trade-off between reliability and the cost of sensory devices. Many
low-cost sensors can provide reasonably accurate measurements; however, these are
inappropriate for wearable-based applications. Hence, there is an opportunity for the
development of low-cost sensors with suitable robustness and reliability for wearable
use, e.g., increased resilience against electromagnetic interference, bodymotion, etc.

Most systems tend to utilize wireless communication in the form of radio or
Bluetooth technologies for short-range communication with central nodes. In long-
range communications, LTE can be used but employing a smartphone as a central
node presents the limitation of battery life. Dedicated low-power nodes are preferred
in these applications. Therefore, effective power management of sensor nodes and
communication nodes for wearable and portable ambient sensing applications is
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an area of opportunity for further development. In both the short- and long-range
communication between components of IoT-based healthcare systems, low latency is
an essential design requirement due to the critical nature of the applications. Presently,
cloud storage and analytics probably pose the most technical challenges, considering
all the related components of the generic model. However, the relevant layers and
components also present the areas with the most potential for future development.
Some of the major obstacles with cloud computing in IoT-based healthcare systems
are summarized as follows [19–21]:

• Sharing of Resources: IoT-based healthcare services of the future will share infras-
tructure and systems. This poses risks such as conflict of interest, compromised
security, sharing outside the jurisdiction of law enforcement agencies, etc.

• Privacy and confidentiality: A major obstacle refers to ensuring and guaranteeing
that patients’ data are secure and confidential. Security is a particular concern given
that future IoT healthcare services will employ multiple cloud service providers
in different countries.

• Services and standardization: Due to the complex nature of IoT-based healthcare
services, there will undoubtedly be involvement or outsourcing of several ser-
vices and infrastructure providers. This poses both contract management and legal
risks to both the clients and the service providers, particularly in cases where
system/service disputes arise. The standardization of these systems for healthcare
service provision and surrounding regulations are currently non-existent and will
have to be developed over a period of timewith the involvement of all stakeholders.

• Ethics and data management: The access and usage of patient data by health-
care practitioners and service providers also pose risks to privacy and patients’
well-being. Similarly, with the standardization and regulations challenges, ethics
and data management policies for healthcare practitioners and service providers,
specifically for IoT-based systems, will need to be established.

Currently, work on the data processing and analytics aspect of IoT-based health-
care systems is very limited. Moreover, the intersection of machine learning and
domain-specific knowledge in the applications of IoT-based healthcare services is
still largely untapped. This is certainly amultidisciplinary area of research and devel-
opment that is expected to grow in the coming years.

11.7 Conclusion

The growing challenge of strained resources in healthcare industry adds to the
trilemma of service availability, affordability and quality. The Internet of Things
(IoT) paradigm is fast becoming popular in the healthcare industry because it offers
technological solutions that can potentially transform the sector. IoT-based healthcare
systems are likely to improve the quality of service and assist in the decision-making
processes of professionals working in the healthcare sector. With the use of recom-
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mender systems embedded in IoT systems for the healthcare sector, more patients
can receive quality service in a given period of time with fewer resources.

In this chapter,webeganbyproviding abrief introduction to IoTand its application
in different sectors including the healthcare industry. We provided a brief overview
on how the Fourth Industrial Revolution is likely to revolutionize the health care
sector. Recent advancements in IoT-based healthcare systems indicate the possibility
of making high-quality personalized healthcare service both affordable and widely
available.

We presented an example of theAPHvision, and suggested that, from a technolog-
ical standpoint, this vision is realizable in the near future. The IoT-based healthcare
systems tend to consist of key features which we identified and used to formu-
late a generic architecture. Technologies relating to the sensing layer of the generic
architecture are currently the most rapidly advancing and we therefore focussed on
wearables and different unobtrusive methods of sensing along with examples of sen-
sors in development. The preliminary results obtained from the development of an
experimental IoT-based healthcare system are presented. This system serves as a
basic demonstration of how IoT-based healthcare systems can bring together sen-
sor networks (wearable and ambient sensors), wireless communications and cloud
computing to enable low-cost and scalable solutions for continuously monitoring
patients and providing medical practitioners with observation information.

This chapter also presented a summary of opportunities and challenges in the
implementation of IoT vision in the healthcare industry, specificallywith the different
technical components of the generic IoT-based healthcare system.While there is still
much to be done in all layers of the proposed IoT-based architecture for health care,
the major challenges are also found to be in relation to the Cloud/Edge computing
paradigms.
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Chapter 12
Internet of Things Applications and Use
Cases in the Era of Industry 4.0

V. Vijayaraghavan and J. Rian Leevinson

Abstract The advent of the Industrial Internet of Things (IIoT) has pioneered
a global revolution that is transforming the industrial world. This technological
transformation toward a digitalized and connected world improving manufactur-
ing process and production lines with more efficiency, higher capacity, increased
worker safety and better return on investment compared to traditional industrial
techniques. With the Fourth Industrial Revolution already underway, companies and
organizations are swiftly moving toward smart factories, smart workforce, integrated
machines and intelligent operations through the use of advanced technologies such
as IIoT, cloud computing, cyber-physical systems, artificial intelligence and big data
analytics. This chapter explores a variety of IIoT use cases in areas such as manufac-
turing, automotive, transportation, preventive maintenance production lines, etc. We
examine a variety of real-life examples from the industrial sector where companies
and organizations have successfully implemented IIoT-based solutions in their fac-
tory ecosystems with excellent results. With the global industrial sector advancing
toward digitalization and automation, IIoT-based solutions will help to drive digital
transformations and thereby create a better future.

Keywords IIoT · Industry 4.0 ·Manufacturing · Connected industries · Smart
factories · Big data · Blockchain

12.1 Introduction

The Industrial Internet of Things (IIoT) refers to an interconnected industrial ecosys-
tem in which various machines and objects are embedded with electronic sen-
sors, actuators or other digital devices so that they can be connected and integrated to
collect and exchange data. IIoT, also known as Industry 4.0 or I4.0, offers advanced
connectivity of physical objects, machines, systems and services, enabling object-
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to-object communication and data sharing. IIoT primarily uses IoT paradigms in
an industrial environment to build smart factories, optimize production lines, enable
customizedmanufacturing, using connectedmachines leading to an intelligent work-
force.

IoT devices can generate information about an individual entity’s behaviors,
record it, analyze it and take necessary action. Gartner, a technology consulting
firm, estimates that over 6.4 billion connected objects will be in use worldwide this
year, in 2018 [1].

The concept of Industry 4.0 (or I4.0) was first introduced at the ‘Industrial Internet
Consortium (IIC)’ which was conducted byAT&T, Cisco, General Electric, IBM and
Intel in 2014 [2]. Industry 4.0 which refers to the ‘Fourth Industrial Revolution,’ is
considered the next major technological leap in the industrial world and it is already
underway. It is worth noting that the first such technology breakthrough happened
in the eighteenth century with the introduction of machines, leading to mechanized
production. The introduction and widespread implementations of the concepts of
assembly lines and mass production are considered the Second Industrial Revolution
and it happened in the early twentieth century. The Third Industrial Revolution was
marked by the emergence of digital concepts such as data processing, data storage,
computing and Internet in the twentieth century. The Fourth Industrial Revolution
is primarily associated with the advent of big data analytics, IIoT, cloud computing,
automation, customized productions, smart factories and cyber-physical systems.

Traditional industries rely on mass production and often prefer quantity over
quality to generate revenue. In such systems, the products are manufactured in a
pre-designed manner and often have limited flexibility and customizability to reduce
manufacturing costs.However,with Industry 4.0, individual and customized products
can be manufactured at the same cost as that of traditional mass-produced products.
They are manufactured by smart factories that have highly optimized and automated
production lines.

With this background, this chapter is organized as follows: Chapter 2 introduces
the concepts of IIoT and Industry 4.0 while exploring the links between them.
Chapter 3 explores the challenges and hurdles faced in the implementation of IIoT
systems in industrial settings. Chapter 4 contemplates ways of overcoming the lim-
itations faced by IIoT deployment in industries. Chapter 5 analyzes a number of use
cases of IIoT in various industrial sectors such as logistics, warehousing, transporta-
tion and manufacturing.

12.2 IIoT and Industry 4.0

Although IIoT and Industry 4.0 are closely related topics, in fact almost synonymous,
they are not interchangeable and have a lot of fundamental differences. IIoT is a
special case of IoT specifically applied to the industrial sector. IIoT is primarily
used to connect different machines, systems, networks and vehicles using sensors
and gateways. This ensures that machines and vehicles can communicate with each

https://doi.org/10.1007/978-3-030-24892-5_2
https://doi.org/10.1007/978-3-030-24892-5_3
https://doi.org/10.1007/978-3-030-24892-5_4
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Fig. 12.1 Entities and factors that define Industry 4.0

other and exchange information between them. IIoT solutions can also be integrated
with cloud platforms and big data analytics systems to derive deeper insights into
the various processes and perform operations more effectively and efficiently [3].

Industry 4.0 refers to an Industrial Revolution that is driven by the efficiency and
high level of optimization offered by technological advancements in fields such as
IIoT, cloud computing, big data, AI and cyber-physical systems (CPS).

Figure 12.1 depicts various entities and factors that define Industry 4.0. It is
predominantly associated with smart factories, intelligent operations, customized
products and smart workforce. Compared to traditional factories, modern smart fac-
tories have better efficiency, real-time tracking and monitoring of processes, safer
operations, better standardization and benchmarking and a high level of integration
and interoperability. Moreover, Industry 4.0 can also be considered the coalescence
of cyber-physical systems and IIoT [4].

12.3 Challenges and Limitations of IIoT

Although IIoT is a revolutionary concept that has the potential to transform the
industrial sector, the adoption rate of IIoT technologies is very slow. Many studies
and surveys have been conducted to determine the possible factors that could be
contributing to the extreme slow andminimal implementation of IIoT-based solutions
in Industry 4.0. In a study conducted by IBM in 2015 [5], high investment costs,
lack of awareness, complexity, lack of interoperability and lack of flexibility in the
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existing IT infrastructure in industries are considered some of the main challenges
in the implementation of IIoT.

IIoT solutions are generally expensive with high initial investment costs. This is
mainly due to the difficulty in introducing IIoT systems to existing machines and
networks. Besides, IIoT also requires the installation of a large number of sensors and
supporting infrastructure that are diverse in nature and expensive [6]. The installation
and implementation are made even more difficult by outdated machinery, lack of
flexibility in the production process and a high degree of manual labor. The situation
is further complicated by the fact that industries generally operate with stability as
a priority and hence generally refrain from investing in complex technologies like
IIoT [7].

Despite the numerous challenges inherent in the implementation of IIoT in con-
ventional industries, it is an investment that is more efficient and effective in the long
run. IIoT-based systems will out-perform traditional systems in terms of operating
costs, energy efficiency, process optimization, automation and production rate [8].
In the following sub-sections, we elaborate more on the related challenges.

12.3.1 Energy Efficiency

Although IoT devices are generally small in size, they consume a considerable
amount of electricity due to their high processing capabilities. Since full-scale IIoT
network implementations may involve thousands of such devices, the efficient man-
agement of energy becomes a key challenge. Most IIoT devices run on battery power
and are not connected to a direct power source. Moreover, the remote location of
these IIoT devices can further complicate the process of maintenance and the process
of recharging the batteries.

To overcome these challenges, IIoT technologies have to become more energy
efficient and reliable. Ideally, this can be achieved through the use of lightweight
algorithms, low-power sensors, efficient processors and optimized algorithms. Using
low-power RF transmitters and receivers may also help to increase the battery life
of IIoT devices.

12.3.2 Integration and Interoperability

IIoT systems are generally set up in hastewithout careful planning or proper network-
level architecture. Moreover, IoT devices and sensor manufacturers do not follow
any pre-defined manufacturing standards or design protocols. This causes problems
in the integration of various IoT devices as different devices tend to be incompatible.
This issue becomes more prominent when diverse and complex IoT networks are
connected together. This may cause integrity and stability issues, vulnerabilities and
incompatibility problems in the IIoT network that can severely hamper operations.
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Another challenge faced in the implementation of IIoT solutions is the integra-
tion of physical systems and digital networks without considerable data loss or the
introduction of vulnerabilities. IoT devices are usually developed as independent
solutions and are then integrated with the manufacturing devices [9]. This could lead
to a lack of effective connectivity and synchronization between the digital system
and the operational system.

Interoperability is another major hurdle in the widespread implementation of
IIoT technologies. Integrated IIoT solutions will have the necessity to share data
between different systems without issues in synchronization [10]. The issue with
interoperability of IIoT devices increases the time taken to implement IIoT solutions
in industrial ecosystems substantially and also tends to raise the overall cost of
implementation as well. These hurdles have to be addressed by introducing protocols
andguidelines in themanufacturingprocess of IIoTdevices to ensure standardization.

12.3.3 Cyber Security

With the growing number of interconnected IoT devices, networks are increasingly
becoming exposed and vulnerable. As devices are interconnected with each other,
a breach in any one device in the network can make the entire system exposed to
external threats. This is especially the case with IIoT devices as they do not have strict
security standards and protocols to govern them. They often tend to have minimal
layers of cyber security anduse lightweight encryption algorithms andhash tables that
are vulnerable to brute-force attacks. These limitations arise primarily due to the low
processing power and storage capacities of IoT devices. Since IIoT devices are not
manufactured with strict security guidelines, system vulnerabilities and weaknesses
are often overlooked.

IIoT devices also need resistance against physical attacks where a device can be
opened and accessed physically to gain access to the network. Physical tampering is
very difficult to detect and can lead to data loss over time. Therefore, IIoT devices
have to be properly secured and should be difficult to access physically to ensure that
they are not tampered. As an added layer of security, IIoT networks should use user-
based access restrictions and authentication systems to ensure that only authorized
personal can access the network [11].

Security concerns are amajor challenge in the implementation of IIoT as breaches
in security can cause massive damage in the form of confidential data loss, disruption
of operations and financial damage. The lack of comprehensive cybersecurity solu-
tions remains one of the main barriers in the implementation of IIoT technologies.
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12.3.4 Connectivity Issues

IIoT devices in industries are often placed in remote locations amid active heavy
machinery. This not only renders them inaccessible but creates a challenge in con-
necting the devices together as well. Moreover, devices placed in the vicinity of
machinery may experience interference and disruptions in communication. The vul-
nerability of IoT devices to external interferences is well understood, and adequate
shielding is needed. Disruption in the signal can have catastrophic consequences as
it could lead to loss of critical information.

Another possible cause of connectivity issue may be due to the large number of
devices connected to the IIoT network. Heavy traffic in the network can lead to a
decline in the quality of the signal, latency issues and possible data transmission
errors and data loss.

12.4 Overcoming the Challenges of IIoT

Although the Fourth Industrial Revolution, with IIoT as one of its key components, is
already underway, companies and organizations still face a variety of challenges that
prevent them from implementing full-scale IIoT-based solutions to real-life problems.
These challenges often tend to hinder the technological advancement of industries
across almost all sectors. However, overcoming these challenges offers excellent
business opportunities to improve productivity and growth of the respective organi-
zation. Most challenges related to the implementation of IIoT can be resolved with
monetary investments, awareness, scientific literacy and business initiatives.

Since the implementation of IIoT in existing industries is a very difficult and
complicated task, it often tends to de-motivate investors and stakeholders from tak-
ing up initiatives. Therefore, it is essential to educate and inform them about the
potential benefits of investing in IIoT. Although IIoT-based solutions have high ini-
tial investment costs and complexity in integration with existing systems, investors
should be persuaded and convinced about the long-term benefits and excellent return
on investment associated with them [12].

Standardization of IIoT plays an important role in overcoming the challenges
of IIoT. Most IIoT ventures face difficulties in integrating IoT systems with exist-
ing systems and also with other IoT networks. This is primarily due to the lack
of universally accepted standards and protocols in the design and manufacture of
IIoT devices and sensors. Standardization removes most barriers in integration and
improves interoperability. Standardization also helps stakeholders analyze the poten-
tial profits, hurdles and benefits of IIoT solutions as different networks, applications
and systems can be compared easily.

Security is a major issue in IIoT devices. Due to the lack of stringent manufactur-
ing protocols and guidelines, security aspects are often overlooked in IIoT devices.
Powerful lightweight encryption and hashing techniques are needed to protect IIoT
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networks and devices from cyber-attacks and data thefts. Blockchain and public
key asymmetric algorithms are possible solutions that organizations are currently
exploring. Moreover, IIoT devices also need to be tamper proof to protect them from
physical attacks and data leaching.

Security is an especially serious concern in the industrial paradigm where orga-
nizations tend to handle sensitive and critical data such as personal data, financial
data, product designs and key organization level plans.

12.5 Industrial IoT Use Cases

The Industrial Internet of Things sees potential in a variety of production sectors
such as logistics, transportation, manufacturing, energy generation, asset manage-
ment, smart grids andmaintenance. Although a lot of companies have already started
implementing IIoT-based intelligent systems in their factories and production lines
with immediate positive results, much of the potential for IIoT and advanced AI
implementations in the industrial sector remains untapped. This is especially impor-
tant in the industrial sector, as even small improvements and increase in efficiency
can lead to a massive increase in profits and operational savings.

The growth of Industry 4.0 will rest on important key enablers, catalysts and sup-
porting conditions. The key factors among these are continued dynamic innovation,
an effective cyber security regime, supporting IT infrastructure and the right talent,
skills and expertise. IIoT opens the doors to a variety of benefits for the industrial
economy including individual machine optimization, which leads to better perfor-
mance, lower costs and higher reliability. An optimizedmachine is one that is operat-
ing at peak performance and minimizes operating and maintenance costs. Intelligent
networks enable optimization across interconnectedmachines. Somecompanies have
been early adopters, realizing benefits andovercoming challenges related to capturing
and manipulating of data streams. Historically, many of these efforts have centered
on the digitally controlled systems of industrial assets with performance scope that
is narrow and compartmentalized relative to what is now becoming possible. Given
the size of the asset base involved, broader integration of systems and sub-systems
at the product level through intelligent devices is expected as the cost of handling
and processing data declines.

IIoT has already been successfully implemented in awide range of industries. IIoT
ecosystems are rapidly transforming the industrial paradigm into a smarter one. This
has led to revolutionary improvements in the concepts of smart factories, automated
warehouses, connected workforce, predictive maintenance, condition monitoring,
asset management and quality management. These use cases and their enactment in
various industrial sectors are explored in the following sections.
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12.5.1 Smart Factories

Traditional factories lack interconnection between various systems and machines.
This renders real-time management of operations difficult and tedious. Smart facto-
ries use IoT, cloud computing and big data analytics to integrate various sectors and
departments in the factory into a centralized system [13]. IoT-enabled objects that are
connected with each other will enable workers to remotely manage the factory units
and take advantage of process automation and optimization. By connecting existing
assets and equipment across global locations, manufacturers are able to generate live
performance data without disrupting production. Connected smart factories provide
dashboards to workers that aggregate performance data to provide a holistic view
of equipment efficiency, operational statuses and key performance indicators. This
enables manufacturers to assess the overall performance of various factories, in real
time, by comparing the production performance and working efficiency of machines
in the respective factories. With this information, a business can gain insights into
the various factors that are contributing to performance variation among factories,
and the performance of these factories can be optimized accordingly. Smart factories
are the epitome of interconnected production lines with machines communicating
with each other using IIoT technologies and a decentralized system that enables swift
decision making in an autonomous manner.

Factories of the Future

Aircraft are complex machines that are made of millions of different parts that have
to be assembled and built with utmost precision and perfection. While dealing with
such complex challenges, integrating innovative production techniques is essential.
Modern techniques such as graphic prototypes, 3D printing, laser projections, con-
nected tools, robotic exoskeletons for assembly, advanced robots, digitization of the
shop floor and integrated production are an integral part of themanufacturing process
used in modern smart factories. As shown in Fig. 12.2, IoT and RFID tagging are
used to track themillions of parts throughout their journey from various different fac-
tories and production lines [14]. Moreover, the location and performance of various
tools across the factory are also tracked and processed through IoT gateways.

Assembling an aircraft involves thousands of complex procedures that need to be
performed carefully. Since it is not possible to micro-manage all the tasks manually,
these process steps have to be integrated and centralized. This can be achieved with
the help of sensors-based IoT as the working condition, and the status of every tool
across the factory can be tracked andmonitored.With this data, the assembly process
can be optimized by efficiently managing the tools and resources [15].
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Fig. 12.2 Factories of the future

12.5.2 Condition Monitoring

Condition monitoring is the process of continuously or periodically monitoring the
performance of a system to assess its operating condition and quality of output. It
is often performed manually and is an extremely labor-intensive process. Besides,
the current automated systems in use offer limited insights into the operations of
machines due to physical and technical limitations and also have high investment
costs. IoT-based sensors can be used to monitor processes and the operations of
machines continuously, in real time as and when required. These sensors are con-
nected to a centralized system that monitors the overall functioning of the machines.
Any anomalous or undesired behavior can be immediately detected and necessary
course of action can be taken. Traditionally, the working condition and key met-
rics of machines are displayed locally on the human–machine interface and workers
have to work in the vicinity of the machines to continuously monitor them. With
a centralized system, a single worker can simultaneously monitor the operation of
multiple machines from a remote location. This reduces manual labor, saves cost and
time, improves the efficiency of the overall process and improves the safety of the
workers as they do not have to stand close to the machinery in potentially dangerous
environments.
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Cycle Time Monitoring of CNC Machines

Continuously monitoring the condition of computer numerical control (CNC)
machines manually is extremely difficult and tedious. Since employees normally
check the vibrations of machines at pre-defined intervals, there is a tendency for
problems to go undetected. It is also hard to calculate the cycle time of various
machines and pinpoint the exact factors that are causing machines to underperform
and affect production [16]. Moreover, there are limitations to the extent to which a
CNC machine’s processes can be monitored and assessed manually.

To improve the monitoring processes, IoT-based sensors can be connected to the
CNC machines to assess their working conditions and monitor key parameters such
as vibration, noise, leakages and precision. Any deviations from normal expected
behavior are immediately detected and resolved before any breakdown occurs. This
reduces unexpectedmachine downtimes and increases the quality of the final finished
outputs and products. It also improves work conditions and safety aspects of the
workers as they can monitor the CNC systems from remote locations using handheld
smart devices.

Condition Monitoring of Cooling Systems

Industrial cooling systems work by circulating cooling fluids through the system;
the fluids carry the heat away to a heat sink. If the flow in the cooling systems is
blocked, the fluid will not be able to transfer heat efficiently and it could potentially
cause the temperature of the system to increase. Blockages in the flow of the fluid
can also affect the fluid pump and could cause pump failure. Such unforeseen system
downtimes can be catastrophic and can lead to massive delays and inconveniences.

To improve the monitoring processes, IIoT-based flow sensors and temperature
sensors can be located at strategic points throughout the system to monitor it from
remote locations. The flow sensors monitor the rates of flow of the coolants through
the system. A considerable decrease in the rate of flow of the coolant can indicate a
potential block in the system. The specific region with the constriction in flow can be
identified and diagnosed by determining the location of the sensors that detected the
issue. By continuously monitoring the status of the cooling system, problems can be
proactively detected and necessary action can be taken before system failure [17].

12.5.3 Predictive Maintenance

Predictive maintenance is the process of anticipating potential failures in the system
and scheduling appropriate maintenance before the breakdown occurs. Predictive
maintenance can be considered a form of preventive maintenance as the system is,
ideally, not allowed to fail and the issues are appropriately identified and addressed
before the actual breakdown occurs. In predictive maintenance, various risk factors
are assessed, monitored and analyzed to predict the occurrence of failures. It is gen-
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erally classified into two types based on themethod used to detect the signs of failure:
statistical predictive maintenance and condition-based predictive maintenance [18].

Statistical predictive maintenance is based on the data that is compiled from
various IoT-based sensors. The data is used to develop statistical models and per-
form predictive analytics to predict and forecast failures before they actually occur.
Depending on the quality and quantity of the data, accurate predictions can be made
and potential cases of failures can be identified with high levels of precision.

In condition-based predictive maintenance, equipment and processes are continu-
ously monitored and assessed to identify any anomalies and deviations from desired
behavior. The data generated by various sensors is transmitted through IoT gateways
and is processed to identify possible scenarios of failures [19]. Once these failure
cases are identified, appropriate maintenance activities can be scheduled to prevent
undesired breakdowns.

By proactively performing predictive maintenance, the cost and resources associ-
ated with maintenance activities that are scheduled on a regular basis can be consid-
erably reduced while the system reliability and operating efficiency are increased.
The elimination of unwanted maintenance activities helps reduce cost and increase
productivity as the system does not have to be frequently shut down to pave way for
maintenance.

Predictive Maintenance for Milling Machines and Heat Exchangers

Spindles inmillingmachines are prone to breaking during the production process and
repairing spindles can be very expensive. It can also lead to unintended breakdowns
and ultimately affect the overall production efficiency. Therefore, predicting the
exact time and location of the potential failure of spindles can save money and time.
By positioning sensors in close proximity to the machines, vibrations, wobbles and
oscillations can be detected especially while performing operations like milling and
drilling. This system can be used to manage all the milling machines from a remote
location, thereby preventingworkers frombeing exposed to hazardous environments.

Deposits in the filters and ducts of heat exchangers can make them clog, thereby
disrupting the flow. Moreover, it is extremely difficult to monitor the flow inside
heat exchangers in real time. Due to this, accumulation of particles and development
of blockages inside heat exchangers can go undetected. Complete blockages can
potentially lead to catastrophic failure of the heat exchangers and can cause extended
periods of downtime. IoT gateways and sensors can be leveraged to continuously
monitor the flow rate and other vital signs in the heat exchangers. Any deviation
from expected behavior can be immediately noted and relevant corrective action is
taken [16].

Predictive Maintenance in Railways

Maintenance in railways is an important and difficult task which, when overlooked,
can cause downtimes of critical rail lines. Such unexpected downtimes can cause
delays and inconvenience for the passengers and considerable financial loss. Trains
canbefittedwith IoT sensors that detectwear and tear in various components through-
out the system. Additionally, vibrations and noise level can also be monitored using
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such sensors as they can highlight potential sources of malfunction. The data from
these sensors can be transmitted through cloud platforms and displayed in dash-
boards so that engineers and maintenance workers analyze the data in near real time
and take necessary preventive actions. Unexpected breakdowns and downtimes are
thereby prevented by performing predictive maintenance.

As depicted in Fig. 12.3, the entire rail network is connected with a series of IoT-
based sensors, devices and components. The system also uses integrated signaling
systems and route optimizing techniques to ensure efficient scheduling of trains.
Image analytics is also used to perform visual inspection and highlight potential
problems. Since the data from all the sensors are compiled to produce a consolidated
output, the trains can be monitored from remote locations [20].

IoT-enabled Truck Fleets

Trucks often tend to travel long distances carrying heavy loads in difficult terrains. To
obtain optimum performance and prevent unexpected breakdowns of these trucks, it
is essential that the trucks are well maintained. Maintaining fleets of trucks is a mas-
sive task for operators in the trucking industry. Truck manufacturers have designed
platforms to perform predictive and preventive maintenance by continuously moni-
toring the status and performance of their trucks. The trucks have a series of IoT-based
sensors that are connected to the cloud processing and storage to perform real-time
analytics.

The high volume of data generated from these sensors help derive deep insights
and develop sophisticated data analysis models. This helps fleet operators manage

Fig. 12.3 Smart rail
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and maintain their entire truck fleet in real time without halting the trucks and per-
forming traditional scheduled maintenance activities [21]. This also leads to efficient
micro-management of truck fleets with minimum effort, thereby saving time, energy,
labor and resources. Since the performance of the trucks is continuously monitored
from a remote location, problems or issues that occur while a truck is on-road are
immediately identified and relevant authorities are notified.

12.5.4 Quality Management

It is essential to maintain the quality in a production line environment. Products
often have to be manufactured with precise requirements and quality standards.
The quality and integrity of such products have to be monitored continuously for
adherence to quality standards and for optimum output. Conventional techniques
generally involve inspecting a few random products for defects and the results are
subsequently extrapolated onto the remaining products. Such a randomized sample
may or may not reflect the quality of the population and defective products might
find their way to the customers.

IoT gateways and connected sensors can be used to continuously monitor the
processing units to ensure compliance with quality standards. This enables existing
machines to communicate and perform sensor-based monitoring of the products and
detect defects and quality breaches in real time.

Monitoring Lubricants and Filters in Hydraulic Valves

Hydraulic valves are tested for leakages and manufacturing defects using lubricating
oils after production. This test is performed to identifying hidden cracks and faults
that may potentially cause failure of the valves. The quality of the lubricants used
to test hydraulic valves after production should meet specific preset standards. The
oil quality is continuously monitored and maintained to meet the required standards
by using IoT sensors. These sensors monitor a variety of parameters that affect the
quality of the lubricating oil such as viscosity, oil temperature, presence of contam-
ination and the composition of the oil. Using IoT, the quality standards can also be
managed across multiple systems by integrating them into a central system.

Blockages in filters may constrict the flow of hydraulic fluid and could potentially
cause catastrophic failure of the system. These blocks are generally difficult to deal
with, as the system has to be shut down and the entire section of the hydraulic
system has to be checked to identify the location and the cause of the block. By
interconnecting the system with IoT-based sensors, the flow through the pipeline
system can be monitored in real time. The flow sensors and gauges are continuously
monitored to detect anomalies in the flow that could possibly hint towards clogged
filters or blockages in the pipeline. The sensors help identify the location of the
blockages and necessary action can be taken to clean or repair the filters that may be
causing the issue.
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Quality Management of the Pressing Process

Airbag control units are manufactured by mechatronic presses that assemble every
component by a mechanical operation called mating. To gain a better understanding
of these mating processes and how the process parameters and product quality relate,
the process data is extracted from the proprietary press control system.With this data,
the force and position of the pressing processes are observed and recorded. This data
is used to define a template process which then serves as a reference for each press
in the production. This allows a direct evaluation of every single pressing process,
based on the raw data. Traditionally, this was only possible with a downstream
quality assessment; whereas now, every pressing process is monitored and cross-
checked with the template made from the raw historical data. This improves the
quality of the products and significantly improves the efficiency of the pressing
process.

12.5.5 Assets Tracking

Assets tracking is a method of tracking, monitoring and locating key physical assets.
Industries like Maritime shipping, e-commerce, logistics and transportation rely on
assets tracking systems to manage their assets. By tracking assets, organizations can
detect inefficiencies through the pipelines, optimize logistical operations, maintain
inventory and monitor the working condition of the assets.

The assets and individual entities are tracked using GPS, NFC and RFID tags and
the data is transmitted using IoT gateways to a centralized asset management system.
Moreover, industries with distributed assets can use IIoT to manage and track their
assets [22].

Tracking assets is also important in warehousing to manage stock, monitor inflow
and outflow of goods and to track the location of products. Assets management
becomes essential especially when the number of assets is large and tracking them
using traditional techniques is difficult.

Assets Management and Logistics

Grocery delivery companies have utilized IIoT technology to dispatch products from
their warehouses. They use systems of robots that communicatewith each other using
IIoT for logistics andwarehousing.When an order for a particular product is received,
the system automatically assigns a robot to perform the task of fetching the required
product and dispatching it for delivery. The robots carry the packages and move
through the grid while communicating with each other using the IoT infrastructure.
Each of the robot’s location is tracked and monitored in real time in a centralized
dash board. The robots travel along the grids to retrieve the specific item and ferry
them to a drop-off point on the grid to be dispatched [23].

For restocking, the procedure works in reverse where the new stock is classified
based on the type of product, and a robot is assigned to place the product in a
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specific shelf in the warehouse. This automated system is highly efficient and reliable
compared to conventional human-operated warehouses. The system can handle large
volumes of traffic and can work for extended periods of time.

Automated Warehouses

Traditional warehouses consist of racks and shelves that are stacked with various
goods. When an order is placed, a warehouse worker receives the specific product’s
ID and location, and the worker has to manually go to the specific shelf, fetch and
dispatch it. Such systems are generally labor-intensive, unsafe, time-consuming and
inefficient.

Modern warehouses are automated using technological solutions such as robots,
sensors, IoT, digital dashboards and integrated systems. Robots are used to move and
store products inside the warehouse, eliminating manual human labor. The robots
communicate with each other using IoT technology to optimize the logistical oper-
ation and to increase the efficiency of the process. These robots are faster, can carry
heavier loads and can work for longer periods of time compared to human coun-
terparts. This system has a high return of investment, increases reliability, improves
work quality and leads to a more efficient and safer workplace [24]. Moreover, since
robots pack the products into tighter spaces, more products can be stored in the same
warehouse.

Connected Tools

Tracking the location and operation of tools in large factories is a very difficult task.
The traditional approach used in the past cannotmanage highly sophisticated systems
and are not flexible. Manually tracking and documenting each tool’s location in the
workshop floor is a time- and resource-consuming activity and it is often prone to
error and mismanagement.

Modern techniques use integrated systems that consist of tools and machinery
that transmit data between each other through IIoT. The tools contain RFID tags
and IoT sensors that are used to monitor their location and operating status in real
time [25]. RFID is used to track parts when the wireless network is not available or
feasible. Information such as the torque, RPM, drill-bit to be used, etc., is displayed
on the tool itself, ensuring a smooth and an efficient process. Such innovations not
only improve the manufacturing capabilities of smart factories but also reduce cost
and improve production efficiency and time.

12.5.6 Fleet Management

According to a report by the American Trucking Association [26], the US trucking
industry accounts for nearly $700 billion in economic activity. With trucking and
transport being a massive industry, it is essential for companies to manage their
fleets efficiently. Fleet operators should ideally try to manage their fleets in the most
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efficient manner possible to reduce operating costs and to increase profits. Route
management, driver performance, vehicle performance and vehicle maintenance are
all major factors in the fleet management. Fleet management systems are essential
wherever large networks of connected vehicles are used such as the trucking industry,
railways, warehouse robots, logistics, etc.

Modern IoT-based systems have a variety of advantages over traditional systems
such as optimized logistics, driver performance monitoring for safety, better com-
pliance with environmental laws, efficient route planning and vehicle status tracking
for predictive maintenance. Efficient fleet management systems improve the work
quality of drivers and reduce driver fatigue by optimizing workload distribution and
allotting appropriate workforce for the tasks. Although investing in IoT systems
for the entire fleet could be very expensive, the benefits of such an implementation
substantially outweigh the downsides of such investments.

Railway Fleet Management System

Rail transport is reliable, cheap and environment-friendly especially in transporting
large volumes of passengers and freight. And with the advent of integrated sensors,
predictive analytics, big data and cloud technologies, railways have become more
efficient and reliable. An IIoT-based fleet monitoring system introduced in Russia
helped in significantly reducing delays and running costs. Sensors placed on the
train locomotive and bogies monitor a variety of parameters including engine tem-
perature, closed doors, noise, vibrations in specific coaches, etc. Besides, sensors
placed on railway tracks and data from other systems are used to perform predictive
maintenance and monitor the location of every individual train in the system [27].

IIoT is also used to micro-manage the railway system to monitor the performance
of individual trains and routes. The schedules of trains are planned and changed based
on demand in the specific routes. Moreover, the location and speed of the trains are
tracked in real time using IoT. This ensures that the trains operate at optimum speeds
and loads increasing the efficiency of the overall rail network. By managing the
location, movement and operation of every train individually, the efficiency of the
overall system is improved and enables the system to operate at maximum load
capacity for extended time periods.

IIoT in Garbage Trucks

Collecting garbage in metropolitan cities is a logistical nightmare as every street and
corner throughout the city has to be covered by a limited number of trucks within
a specific time period on a daily basis. Such systems need highly optimized routes,
sophisticated fleet management systems and careful planning for efficient operation.
Modern garbage and waste management companies use IoT sensors on their garbage
trucks to track the location of individual trucks in real time. Sensors are also used to
measure the amount of garbage collected at various locations. This leads to highly
optimized operations and efficient resource management as the routes of trucks can
be carefully planned and organized based on demand. Moreover, traffic jams and
road blocks can be detected and other trucks can be warned about the hurdles and
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can be re-routed accordingly. Since the routes are optimized based on the location of
the trucks, it considerably improves the overall efficiency of the fleet management
process.

Since the efficient fleet management system of modern garbage companies helps
them reduce the cost of their operations, they are able to provide better service to
their customers as well. Users can track and monitor the location of garbage trucks
in their locality using an interactive mobile app as the data from the truck sensors is
relayed in real time using IoT [28].

12.5.7 Worker Safety

The safety of workers is one of themost important concerns for any industry. Accord-
ing to the International Labor Organization, 2.3 million people worldwide die annu-
ally as a result of occupational illnesses and accidents at work. Besides, the report
also suggests that over 860,000 non-lethal workplace-related incidences are recorded
every day, leading to injuries. The concept of a connectedworkforce is used to demon-
strate how IIoT can be used to improve worker safety and worker well-being, and
enable safe work practices. Such a system can monitor a worker’s biometrics, expo-
sure levels to nearby hazards and broadcast the information to all nearby workers,
thereby avoiding potential mishaps [29]. The reduction in the number of safety-
related incidences considerably reduces the insurance costs, the severity of accidents
and corporate liability.

A connected workforce is essential in extremely hazardous work environments
such as underground mines, construction sites, excavation sites, factories, etc. In
dangerous work conditions like these, workers effectively communicating with each
other are crucial, and tracking the location and biometrics of workers could save
lives.

Such IIoT-based implementations are amajor leap in the safety aspects of some of
the most dangerous jobs on the planet. It leads to increase in workforce management
efficiency, improved resourcemanagement, faster operation times and overall worker
safety.

Connected Workforce

The ‘connected worker’ is a system that consists of a variety of wearable IoT-based
sensors that monitor information about workers and their environments such as toxic
gas exposure, breathing, heart rate, posture and motion. A mobile hub system is used
to collect and compile information from various sensors. This information can be
analyzed in real time to monitor the vital signs of the workers and also to warn them
about potentially hazardous situations.

The sensors collect data from a variety of sources including wrist watches, hel-
mets, breathing apparatus, heart rate monitor, activity detection device and motion
sensors. The analyzed data is shared on dashboards to the respective plant managers
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and incident commanders to inform them about potentially unsafe conditions and
dangerous scenarios [30].

In the mining sector, this system can also incorporate a ‘smart tagboard’ func-
tionality that can apply digital technology to know who is present underground at
any time to ensure that none of the workers are left behind during emergencies. This
is essential as the ability to track the location of individual workers in harsh work
environments such as factories and underground mines can drastically reduce the
number of safety-related incidences [31].

12.6 Conclusion

With the Fourth Industrial Revolution already underway, it is imperative for com-
panies to adopt advanced intelligent systems and methodologies to run their fac-
tories. Smart integrated factories are the future of the manufacturing industry with
the IIoT paving way for advanced factories that have automated production lines,
integrated machines, highly efficient manufacturing cycles, cloud-based big data
analytics, complex network of sensors, real-time data analysis, reduced downtimes
and increased production capacities. As increasing attention is given to Industry 4.0,
intelligent manufacturing is becoming more and more important in the advancement
of modern industry and economy. Intelligent manufacturing is considered to be a key
future perspective in both research as well as industry, as it provides added value to
various products and systems by applying cutting-edge technologies to traditional
products in manufacturing and services. Product service systems will continue to
replace traditional product types.

While still early in the process, the integration of the industrial world with the
Internet and associated technologies could be as transformative as previous histori-
cal waves of innovation and change. Advancements in AI and IIoT will pave for a
connected industrial world where processes and operations will be integrated, inter-
connected and optimized for maximum performance and efficiency.
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Chapter 13
Technology Trade-offs for IIoT Systems
and Applications from a Developing
Country Perspective: Case of Egypt

Aya Sedky Adly

Abstract As technologies and availability of IoT-based services in the industrial
sector advance, new demands from users emerge. Every day, we see countless IoT
applications appearing on the scene that have a direct impact on society and the public
at large. Recently in Egypt, interest in IoT technologies has been emphasized by
government ministries and the industrial sector. As a result, the Egyptian government
is taking a keen interest to develop IoT-based solutions and attract foreign investment.
However, the prevalence of new related technologies is creating confusion and giving
rise tomore compromises and decisions in industrial systems and applications. These
decisions often involve one or more trade-offs. Additionally, there are many inherent
challenges that need to be addressed to make IoT deployment more successful and
turning these challenges into opportunities with good possibilities to succeed in the
future. This chapter aims to address the related concerns and trade-offs for both
current and possible future technologies and their deployment in Egypt.

Keywords Industry · IoT · IIoT · Industry 4.0 · Trade-offs · Future · Challenges ·
Automation · Security · Hydro energy ·Wind energy · Solar energy · SCADA ·
Egypt

13.1 Introduction

During the 1990s, the term Internet had the implication and vision of a number of
computers connected by means of a cable. Even now, for many a youngster, the
term Internet or WiFi tends to mean perhaps no more than just Facebook, Instagram,
LinkedIn, Twitter, etc.

Currently, the explosion of Internet-based services has resulted in a huge shift
in the Internet vision from being technology-driven to being market-driven. This
separation between technologies and services has also become the trigger to unlock
a new Industrial Revolution. Currently, we aremoving swiftly into aworld of not only
computers and smartphones but also to universally connected smart devices, objects,
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and other things. It is now theworld of Internet of Things (IoT) which is moving from
people connectivity to machine connectivity and has the capability of emerging into
a new industrial and technological evolution, being dubbed as Industrial IoT (IIoT),
also called Industry 4.0 (or I4.0).

Generally, our world is filled with different devices, objects, and things that
have different identities, characteristics, and personalities and have the capability
of operating in smart environments using intelligent interfaces, communicating with
other devices and giving feedback to their users. From one point of view, IoT can
be considered as a network of interconnected devices, objects, or things that are
uniquely addressable using universally accepted standard communication protocols
[1]. Another point of viewwould suggest the combination of information and knowl-
edge obtained from physical actions and vice versa using devices, objects, and other
things in a new way that did not exist before.

In the global information and services industry, IoT has attracted attention of gov-
ernments, enterprises, factories, and academia and brought an intelligent newmarket
for the industry community. For a developing country such as Egypt (which has to
some extent a limited technology penetration at the national and international level),
it is essential to have an efficient infrastructure (to meet IoT-related demands) that
is based on present technology advances with capabilities that provide affordable
and sustainable solutions. Availability, reliability, interoperability, robustness, inte-
gration, standards, and low-cost deployment are currently being considered as the
main factors (or requirements) for IoT-based developments and solutions.

The industrial IoT (IIoT) can be useful in many different sectors including the
business sector, in particular inventory control, location tracking, shipping tracking,
assets tracking, energy conserving as well as customer and suppliers profiling. A
great potential lies in controlling, predicting, and automating the related processes
andoperations, resulting in an effective and efficient value chainwith utmost accuracy
and profitable benefits.

Considering the substantial importance of the IoT industry in the global economy,
academics are also focusing their attention on several issues within a wide range of
research topics [2]. Some of these are discussed in the following sections.

The remainder of this chapter is organized as follows. Section 13.2 introduces rel-
evant IoT-based solutions. Section 13.3 briefly discusses the evolution of industrial
systems and applications in the context of the IIoT vision. The next section highlights
state-of-the-art technologies and trade-offs. In Sect. 13.5, possible future technolog-
ical developments are articulated; the chapter is then concluded in Sect. 13.6.

13.2 IoT Solutions for the Industrial Sector

Demand for services that relies on the Internet is constantly increasing as the needs
arise. These services requiremore efficient human-to-human interactions via commu-
nication technologies, aswell as human-to-machine interactions (HMI) andmachine-
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to-machine (M2M) interactions using the interconnected smart devices, artificial
intelligence, and ubiquitous computing.

Introduction of radio-frequency identification (RFID) technologies have acted as
an initial trigger to extend the IoT vision for communication between the real and
the virtual worlds. With RFID, smartphones, sensors, actuators, robotics, and other
intelligent technologies, IoT is currently being considered as an important driver to
further the cause of ubiquitous and distributed computing. The related technologies
enable the IoT to provide services where most of the human senses are somehow
reproduced and replaced in the virtual world.

13.2.1 Requirements and Limitations of IIoT Solutions

The requirements and limitations of the IoT become obvious as soon as a need is felt
to integrate diverse devices from various manufacturers with the IoT environment.
Before understanding the impact that IoT can have on theway of living, it is important
to look at the necessary requirements and limitations.

13.2.1.1 Network Requirements and Limitations

Froman economical perspective, IoTvision is concernedwith providing new services
through device connectivity, which in turn results in profits and benefits.While from a
technical perspective, it is concerned with interconnecting new devices, objects, and
other things and interrogation mechanisms to develop investable applications. For
the Internet to adapt to these connectivity needs, it might have different requirements
for the two perspectives.

Currently, in Egypt, nodes on the Internet are usually connected using TCP/IP
protocols with the traditional IP addressing and routing capabilities. However, this
also requires adapting the TCP/IP to the resources connected with the nodes. This
is what is proposed by different protocols such as the 6LoWPAN stack for sensor
networks. Another solution is to use new communication suites other than TCP/IP
that will then also help with the Future Internet, which is a highly attracting topic
for many researches in the hope of achieving better adaptation and deployment of
future networks. However, while waiting for the Future Internet to appear in Egypt,
the current Internet can prove considerably useful in providing the various IoT-
based services. Even though earlier stages of the IoT paradigm were concerned with
connecting industrial devices, currently it has moved outside of this arena, to include
not only devices but also living things such as plants, animals, and even humans.

Another important requirement is to provide multi-networking capabilities. In
addition, multicast transport capability would be very beneficial, particularly with
high traffic on the roads. Even with fixed access technologies, multi-homing can
enable the smart devices to be always-connected.
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Today, given the diverse nature and variety of smart objects that can be connected,
many communication technologies are directly related towireless networkswhere the
most promising ones include 4G and 5G cellular systems, wireless sensor networks
(WSN), wireless local area networks (WLAN), vehicular ad hoc networks (VANET),
andmanymore [3]. Different wireless technologies that have different characteristics
and different capabilities can provide a great aid to the IoT infrastructure specifically
in machine-to-machine (M2M) applications [4].

Although wireless networks are essential for the IoT, these have numerous inher-
ent issues and limitations. One of these is that wireless communication normally
requires more power than if networks are wired. In Egypt, some of the wireless
networks were designed for purposes other than telephony or multimedia appli-
cations. Thus, wireless connectivity wastes a huge amount of power when utiliz-
ing communication protocols as they are, generally, not optimized for event-driven
communication.

Another limitation is that there are no intelligent smart devices that do not operate
with an IP address as it produces a heavy overhead requiring extra processing. In
fact, instead of using IP addresses, they rely on upstream nodes to provide them with
an Internet presence.

13.2.1.2 Device Requirements and Limitations

The vision of IoT is spreading with new capabilities and providing new services to
the community, as well as the industrial sector. One important reason is the advances
and development of low-cost and yet energy-efficient hardware and development
platforms that can combine intelligent processors, microcontrollers with memory,
and software components. Accordingly, IoT can be redefined from this point of
view as well, as a group of interrelated devices in which sensors, actuators, hard-
ware platforms, and communication technologies are combined to enable humans to
communicate with everyday objects [5].

An important component of the IoT structure is the interconnected devices. Thus,
knowing their exact state at any point in time is important. The related statesmay refer
to speed,movement, energy consumption, connectivity aspect, location longitude and
latitude, and many more. This can also help with what is called context awareness
which in turn refers to the ability to detect and manipulate status changes of the
devices and objects. If the devices have a good level of intelligence and the IoT
hardware development platforms are appropriate, thiswill simplifymatters providing
real-time and more precise services for optimal effectiveness.

Thus, hardware development platforms can have a great impact on the overall
development process of the IoT as they are responsible for providing prebuilt and
ready to program kits that help directly in setting the designers and developers sights
on what is required in their projects. Although hardware development platforms have
a significant impact, in Egypt, it did not gain much attention due to researchers being
often interested on the IoT-based services rather than fine-tuning IoT infrastructure.
However, as the number of connected devices, services, and solutions in the IoT
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environment is growing exponentially, we are still expecting a similar progress with
the IoT hardware developments [6].

Having said the above, sensors which are nowmore affordable in Egypt andmuch
smaller in size have never been more accessible than they are today. However, for a
developing country like Egypt, IoT devices need to operate at extremely low power
levels despite the fact that the devices do not often operate continuously. It is also
required to integrate processors, communication mechanisms, sensors, memory, and
storage. Moreover, IoT devices need to be robust, reliable, and energy-efficient and
able to run on batteries for a reasonable duration of time and as and when required.
They also need to be able to make use of the renewable energies such as solar
radiation for recharging capabilities. Sensors placed in areas where they are exposed
to environmental factors need to be resilient and have a reasonable life span. Their
design should be such that it simplifies replacing components in a plug and play
manner and their quality should be high enough to withstand any environmental
situation (rain, heat, dust, etc., in the environment). Knowing the condition of all
devices in the network and monitoring their behavior will grant the ability to correct
problems and accordingly increase efficiency, reliability, and human trust.

13.2.1.3 Application Requirements and Limitations

As devices and networks provide physical bases for IoT, applications are responsi-
ble of enabling human–device and device–device interactions in an interoperable,
robust, and reliable manner as well as confirming proper data transmission within
the desired time space. Usually, device-to-device interactions do not require applica-
tion interfaces or data visualization; yet software applications are still needed when
presenting information to end users in a simple and understandable manner to allow
them to interact with the system. It is crucial to develop intelligent and self-governing
IoT applications in order to be able to automatically monitor the environment and
identify and resolve problems (e.g., with devices and device connectivity) without
human mediation.

There are four major IoT features that can have a direct impact on Egyptian
industries, viz:

• Automation
• Integration
• Scalability
• Ability to use information from external sources.

These features are now briefly discussed below.

Automation
IoT automation is far from being simple. It involves the integration of many different
processes onmany diverse devices (with different communication protocols) with the
objective to enhance autonomous operations and significantly reduce human effort
and expense.
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The manufacturing industry is supported by the need to monitor costs, efficiency,
and output to ensure that business activities are reaching their full optimal poten-
tial. Enterprise manufacturing intelligence software (EMI) is a software solution that
collects and presents manufacturing-related data from a variety of sources in order
to provide clear information about the performance of required activities. From this
central data store, reporting, analysis, visual summaries, and data synchronization
enable a quality and business transformation across the enterprise. Intelligence man-
agement software empowers IoT industry to take full control over their data and
processes.

Moreover, Industrial IoT must be self-organizing, self-configuring, self-healing,
and scalable. It must also consume low energy, have lower cost of operations, be
simple to install, and be based on globally accepted standards. It is noteworthy that,
with the current automation network standards in Egypt, all this is very hard to
achieve.

Integration
Easier-to-deploy technologies, prebuilt integrations, and optimized software and
hardware are the main ingredients for a successful IoT vision. However, to ensure the
integration of software to deliver the most value, it is important to focus on strategies
for bringing all IoT actors who are typically in separate spheres. This will bring
huge benefits, as significant improvements in business and financial performance
can be realized by linking together the real-time nature of IoT and the Industrial IoT
information and processes.

In the case of Egypt, there are even more benefits to achieve. For instance, inte-
grating the data obtained from machines with data from other external sources (e.g.,
from enterprise resource planning systems (ERP), open databases, and social media)
can significantly enhance the added value derived from connecting the machines.

Scalability
Asmany related activities show, in Egypt, an exponential growth in the number of IoT
devices (in relation to realistic applications) will continue at least in the near future.
Therefore, scalability (which is the capability of an application or device cluster to
be adapted to a wider user base than what was initially or originally intended) is
emerging as one of the key requirements for IoT further development.

For this to be realized, it is required to consider a number of challenges. One
would be the technical challenge connected with possible geographical distribution
over wide areas.

Currently, research on IoT scalability in Egypt may be considered to be still
in its infancy, and there exist many IoT frameworks that are targeting industrial
communities that still suffer from scalability factors and related requirements.

Ability to Use External Information
The acquisition of information systems can either involve external sourcing or
reliance on internal developments and modifications. With today’s highly devel-
oped IoT industry (in global terms), enterprises tend to acquire information and data
from specialized vendors.
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The ability to use external information, data, and sources (as additional input is
also an important industrial IoT goal) is of utmost importance. Moreover, gathering
information from customer relationship management (CRM) or product lifecycle
management (PLM) systems further enables valuable insight into the products’ or
processes’ performance. Thus, the ability to use additional information from external
sources is an important requisite.

13.2.2 Security and Privacy

Security and privacy is one of the main network-related issues of serious concern,
due to a number of factors, as listed below [7]:

• Lack of feasibility of traditional security schemes involving public-key cryptog-
raphy for the majority of IoT nodes—this is usually due to cost and high-power
consumption requirements.

• The always-connected feature of IoT nodes—these may cause many vulnerabili-
ties, e.g., eavesdropping, software attacks, device cloning, and data stealing [8].

• The large number of IoT nodes and the resulting scale of the IoT network—this
may create an unprecedented unacceptably large number of “backdoors” that can
be exploited by attackers to carry out physical and network attacks.

• Different service providers—this may mean that the stored personal data in the
cloud may be shared with others. Also, the providers deliver their services through
“cloud apps” that normally run on a datacenter-scale software platform where the
user usually gives access to the service provider. This data sharing with multiple
service providers results in new security challenges, which need to be solved
mostly on the server side.

• Limitation of energy availability of IoT nodes—this will leave them vulnerable to
resource enervation and denial of service (DoS) attacks [8, 9].

• Software and firmware updates—these may become unavoidable as a result of the
long lifetime of IoT nodes, which require strong authentication mechanisms to
evaluate the authenticity and the integrity of the updates and patches, under tight
power consumption budget for IoT nodes.

For the future expansion of the IoT, a credible solution to the above challenges
is a fundamental requirement. This is already being reflected in the growth of IoT
security spending with a predicted compound annual growth rate close to 25% by
2018 [7].

13.2.3 Feasibility and Effectiveness

Currently, researchers and industries are reporting a growing interest to boost com-
munication systems’ efficiency in order to increase the diffusion of IoT applications
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and services with the industry. It has been demonstrated that cooperative network-
ing could be exploited for achieving this goal where cooperation embraces variable
protocols, technologies, and algorithms that have the same goal to improve the effec-
tiveness of communication systems.

In order to increase the signal-to-noise ratio (SNR), cooperation techniques can
allow multiple sending nodes to transmit data concurrently to the same destination,
specifically in the lowest layers of the protocol stack (e.g., virtual multiple input
multiple output (VMIMO)). It can benefit from the channel state information (CSI)
gained from many nodes while allowing the modulation schemas and transmission
power levels to be optimized with the extension of the wireless transmitter coverage.

For the application layer of the architecture stack, network cooperation can be
utilized to coordinate services, develop crowd sensing platforms, enforce trust man-
agement techniques, manage harvested energy, and optimize intelligent transporta-
tion systems (ITSs) [3]. Additionally, cooperation can play an important role in
forwarding and routing strategies that are considered with the next hop or the subset
of cooperating nodes based on collective feedback mechanism from the rest of the
network.

In general, characteristics of the infrastructure of the IoT comprise four partic-
ular elements [10] which Egyptian infrastructure for the IoT usually lack. These
are reliability, robustness, interoperability, and availability, which are now briefly
discussed.

Reliability
This is the ability of a system to continuously function in normal aswell as unexpected
circumstances. It can also be defined as the probability of performing a specified
function without failure for a certain period of time.

Reliability has several dimensions, according to varying perspectives of users.
The three components which are determinative for users are: (1) services delivery
continuity, (2) system availability and accessibility, and (3) users quality requirement
fulfillment.

The reliability of the IoT cannot be evaluated individually as it can only be mea-
sured for each service and node separately. Thus, a comprehensive assessment is
required that also considers different components of the IoT. Reliability also refers
to the expected performance of a system, sources of failure of a system, and their
consequences. In such cases, specified mechanisms and specified practical imple-
mentations are also required.

Robustness
A system that is able to deal with changes in its operation, without suffering from
main damage or loss of its ability to function, may be called robust. It should also
be able to absorb security attacks without failing. Devices can even request help in
case of failure and have knowledge about their own functioning ability with IoT and
related sensors.
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The IoT itself should include self-managing, self-monitoring, self-diagnosing,
and self-repairing structures. This is to ensure permanent functionality of the system.
Engineers and technicians also carry out the responsibility to develop systems that
are able to absorb security attacks without failures. This is considered as an important
activity as part of the provision of a robust system for the IoT environment.

Interoperability
Interoperability implementation has always been considered important for the IoT
paradigm. Interoperability refers to the compatibility of devices, so their commu-
nication is correctly and easily possible. It differs from connectivity which means
that different devices are linked to each other. Establishment of interoperability is,
however, highly challenging.

Separating the IoT technical implementation from its functionality is considered
as an effective approach to achieve interoperability. Thus, incorporating a diverse
set of technologies into the structure of the IoT allows for the implementation of
different solutions to different applications. Moreover, an infrastructure built with
heterogeneity in mind is highly capable of implementing newly developed devices
and networks as it involves various technologies.

Availability
One of the essential requirements for any technology is the system availability, which
can be defined as the proportion of time the system is able for used and the time it
takes to recover from a failure. It is very important specifically for the IoT when
business and commercial sectors are involved. For example, logistical problems can
result from constricted availability which can have a negative effect on supplying
and ordering the provision. It can result in cutback in functionality, production stop,
sabotage, and reduced transparency. For the end user, a lack of availability maymean
that product data is not available or functionality of services is limited including
personal consulting services.

Decentralization of the IoT increases its availability. In this case, as the Object
Naming Service (ONS) presents only itself, with only one root, the system can suffer
from a “single point of failure.” If the one existing root is attacked, e.g., through
a denial of service attack causing a breakdown, the whole IoT may be paralyzed.
Mostly, roots will be allowed to intercept queries directed to the attacked root and
respond to themdirectly. However, technology in Egyptmay not yet be in the position
to configure such a mechanism. Furthermore, it would demand that every root has
all the available data and this will not be practical.

The system ability to accommodate a large number of subscribers is another
requirement of availability. Retrieval of information from the IoT without delays is
essential to be guaranteed even if many users are provisioning the same information
at the same time.
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13.3 Evolution of Industrial Systems in the IoT Vision

Various types of IoT-based applications have emerged, and the willingness of enter-
prises to utilize them is growing rapidly. It has been estimated [11] that the IoT
will generate $14.4 trillion in value with a combination of increased revenues and
lower costs and also that it will cause emergence among companies and industries.
Evidently, IoT-based services are more optimized toward customers’ individualized
needs.

In manufacturing, the product life cycles begin with ideas generation and move
to order generation through the development and manufacturing of the products and
finally distribution to the end consumers. In addition, it ensures satisfactory recycling
and all post delivery services [12]. Integrating and connecting all parts of the systems
involved in the value chain (to ensure the availability of current data in real time) are
considered as the basis for the IoT industry revolution.

In Egypt, deriving the optimal value-added flow at any time in the process is vital.
The link between people, objects, and various networks of systems establishes an
organized, dynamic, optimized, and value-adding streams among all companies in
the supply chain in real time.

Looking back through the ages, we find that humans used mechanization, water,
and steam power for manufacturing in the First Industrial Revolution; while mass
production took place in the Second Industrial Revolution when there were assem-
bly lines in manufacturing plants with the electricity being a significant input for the
operations. The Third industrial Revolution was the era of emerging computerized
automation and automated processes with embedded technologies. The inception
of cyber-physical systems (CPSs) begins in the present-day Fourth Industrial Rev-
olution, often referred to as Industry 4.0 (or I4.0). In the past, the information and
communication technology in the production and manufacturing space was widely
adopted. However, with the emergence and adaptation of complicated systems in
the present I4.0, it is known as CPSs in the industry or cyber-physical production
systems (CPPS) that can obscure the boundaries between the real and the digital
worlds [13].

With this background, the IoT role is becoming very noticeable in facilitating
access to devices and machines that were previously hidden in well-designed silos
in manufacturing systems. This evolution will enable digitized manufacturing sys-
tems very rapidly as the IoT is capable of connecting factories to a new range of
applications that can run around the production. This could range from sharing the
production facility as a service, connecting the factories to the smart grids or enabling
more agility and flexibility within the production systems themselves. Accordingly,
the production system could be considered as one of the many IoT-based systems,
where a smarter, effective, and more efficient production could be achieved.

An IoT-enabled manufacturing system can consist of connected industrial sys-
tems that communicate and coordinate information analytics and actions to reduce
or eliminate downtime and advance both performance and efficiency. Thus, allowing
access to external stakeholders for interacting with an IoT-enabled manufacturing
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system is one of the evolutionary steps toward building smart factories. The core ele-
ments of the system could be the suppliers of the production tools (such as machines
and robots) as well as maintenance and retooling actors, production logistics such as
material flow, and supply chain management. It is not required for the manufacturing
services and applications to be defined in an intertwined and strongly linked manner
to the physical systems, but rather run as services in a shared physical world. As
the IoT industrial systems can be adaptive and scalable through software or added
functionality, adopting the industrial IoT (IIoT) needs a change that integrates with
the overall solutions in the way stakeholders design and augment their industrial
systems.

In order to improve the industrial processes, IIoT applications are concerned
with utilizing available data, cloud services, business analytics, enterprise mobility,
and more. The related technologies involve cloud-based services, embedded tech-
nologies, wireless communication, sensor networks, sensing technologies, big data,
business analytic software, mobility and identity recognition technologies, wireless
networks, and standardization protocols. The IIoT applications usually process data
from tens of thousands of edge devices nodes; thus, security is considered a very
essential requirement in IoT. In addition, faulty information injected into the sys-
tem has the potential to be as damaging, as information extracted from the systems
through information breach [14].

Considering the above, microelectronics and micromechanical parts merging and
deploying the sensing devices, communications ubiquity, rise of the microrobotics
and software customization can significantly change the world of manufacturing in
Egypt.

13.4 Emerging Technologies and Trade-offs

Recently, new technologies associated with IoT and wearable devices have been
considered vital for the main application domains but with different architectures
and data models. The high prevalence of new breed of sensors, which have varying
precision capabilities and fields of application, has granted the possibility to gather
large volumes of data that can be processed and analyzed to provide valuable business
insight.

However, the current state of the majority of IoT infrastructures does not permit
direct access to the information stored and elaborated by the devices. The only way
to access data is through RESTful APIs which are provided by the specific vendors.
A RESTful API is an application program interface that uses HTTP requests to GET,
PUT, POST, and DELETE data. This particular feature is quite critical as it leaves
little space to provide interconnectivity. There are special applications supplied with
the smart devices which communicate directly with other physical devices. A devel-
oper or end user can access the data solely through the application itself or through
the APIs; even the ways in which the vendor applications communicate with the
devices cannot be known. In spite of the fact that applications’ interfaces introduced
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by different vendors are simply accessible, each interface has its own representation
and special structure not necessarily complying with accepted standardization and
in most cases not even machine-readable [15]. Many different approaches have been
suggested to solve the IoT interoperability issues; one of them as reported in [16]
was based on opportunistic gateways.

Currently, as a result of the recent advances in computer science and information
and communication technologies along with manufacturing sciences, cyber-physical
systems (CPSs) are considered as important component of the industrial systems.
CPS connects the physical world with the virtual world of information technology
and software, which allows utilizing different types of available data, digital commu-
nication facilities, and relevant services [17]. However, the adoption of CPS through
the IoT, specifically in the industry, has resulted in the creation of vast amounts of
data that needs special manipulation and analysis for determiningmeaningful insight
and thus extracting the business value. To solve this problem, big data analytics is a
facilitator to overcome the bottlenecks that are created by the data generated by the
devices within the IoT [18].

There are many applications of IIoT, where generation of large volumes of data
is considered one of the most important outcomes of the IoT paradigm. This data is
estimated to be over 40 trillion gigabytes (or 40 yottabytes) by the year 2020 that
will need to be appropriately manipulated. Studies expect that, by 2020, there will
be nearly 20 billion devices connected to the IoT, where the majority of these will
belong to the industrial sector [19].

This large amount of data, referred to as big data, has certain unique character-
istics which include high velocity, volume, and variety of information. Additional
characteristics of big data are being continuously introduced, e.g., “value” that is
now being considered as the most important. Moreover, the identification of patterns
in the accumulated data is also essential in order to reach sensible predictive deci-
sions [20]. New technologies such as cloud computing allow the analysis of big data
through various data analytic techniques, providing complete access to information
and resulting in business intelligence [18].

Accordingly, the cloud environment can be the best place to store and analyze
such data. The cloud is not only capable of organizing and analyzing data, it can also
provide insight into data and visualize results in real time by combining software,
a big data engine, data analytic approach, application platform and a database and
even more. However, cloud computing is not fully able to meet every requirement
of distributed IoT-based deployments as it provides global centralization [21], espe-
cially when there is fast growth in the number of sensing devices, which might be
time and power restricted.

A novel trending computing paradigm called fog computing is currently emerg-
ing with the ability of extending cloud capabilities, such as storage, computation,
and networking, that may enable low latency, low power, and location awareness
[22]. The combination between the two technologies (cloud and fog) can also be
very beneficial. It should be noted that fog computing is not an alternative to cloud
computing, especially for applications related to big data and analytics [23]; rather,
it complements and extends the cloud idea.
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To increase performance and competitiveness, modern industries are moving
toward digitalization. However, digitalization should be further investigated in order
to address both existing and future industrial challenges, which are expressed through
CPS, IoT, big data, cloud as well as fog computing, and other relevant enabling tech-
nologies. Creating agreed-upon standards for connectivity and security is important
to ensure a bright future for IoT technologies that can communicate and collaborate.
Additionally, another major challenge is utilizing big data analytic techniques to
support decisions based on the data generated from the diverse sources of industrial
systems, including smart interconnected objects.

Furthermore, data visualization enables users to compare products, see trends,
and track generated information in real time. It is the user interface that gives the end
users the ability to control their products remotely. Commands can also be sent to
products, enabling remote access via the cloud. The management and visualization
of information from heterogeneous information sources under the same platform is
also one of the main challenges that need to be addressed in digitalized factories.

13.5 Emerging Technologies for the Future

Debatably, any entrepreneurial endeavor may need to bet on the future. An
entrepreneur can invest time and money, making a novel business model and hoping
that in the future, new products and services will become popular and generate a
steady flow of revenue for the new venture. Thus, future prediction can be a daunt-
ing task with a specific relation between predictions and technological landscape.
Determining the cause of success or failure of a particular technology in retrospect
is simple, while predicting the future of a particular technology is complicated.

In Egypt, Internet of Things is not yet a reality but rather a prospective vision of
a number of combined technologies that can modify the way our societies function.
Great interest has been unleashed since the evolution of the IoT, giving rise to many
research projects, workshops, and conferences [24].

It was believed as reported in [25] that IoT will have to adapt with over 50,000
billion objects of diverse types and technologies, where interacting with them via
the Internet would require standardization to be obligatory. Improving communi-
cation between objects and people can be done by developing new media access
techniques, communication protocols, and standards. This may be done using differ-
ent approaches. One approach would require smart wireless identifiable objects and
embedded devices encapsulation in Web services. In other cases, there are a num-
ber of initiatives including the following: context of Web services and things [26],
efficient REST-based communications between embedded systems [27], service-
oriented architecture-based Internet interactions [28], that may reveal high potential
solutions.

Currently, it is easier to enhance the quality of service aspects (e.g., response time,
throughput, resource consumption, availability, and reliability) with the advanced
technologies that are coming on board day after day. Additionally, improving man-
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agement of complex things structures can be accomplished by discovery and use of
knowledge about the availability of services and mechanisms. The large number of
things, though, will make their management somehow problematic.

Improving monitoring facilities in tracking objects and people and collecting data
about their status and situation for assisting informed decisions may be a solution to
this problem. Another way to solve this may be by allowing adaptation, intelligence,
autonomous behavior, robustness, and reliability of things [24].

In the following subsections, we illustrate a few possible technologies for the
future that extend the IoT paradigm.

13.5.1 IoT and Renewable Energy

Egypt is a country with plenty of land, sunny weather, and high wind speeds. This
makes it an excellent place for renewable energy sources. It even has a natural
potential for becoming the world’s biggest energy harvesting place as it has the
main renewable natural elements to generate energy from wind, sunlight, and water.
However, currently, Egypt depends heavily on oil and gas as its main energy supply
[29].

Industry is the largest consumer of electricity among all end user sectors. The
consumption of electricity worldwide by the industrial sector was 42.1% of total
energy produced, according to the International Energy Agency Statistics, for the
year 2015 [30]. Recently, this resulted in elevation of interest in the development of
industrial energy management around the world, as briefly illustrated below.

• An instant monitoring infrastructure of a renewable energy generation system has
been introduced by Kabalci et al. [31]. It is constituted of a wind turbine and solar
panel arrays. The monitoring platform is concerned with voltage measurements
of the renewable sources. Values are measured and processed by sensing circuits
and a microcontroller. The parameter values are then transferred over universal
serial bus and saved in a database to inspect the system instantly. Values of each
measurement are then periodically analyzed and the saved data managed by the
software coded visual interface.

• Goto et al. [32] demonstrated an integrated system that can remotely monitor
telecommunications power plants. This system is utilized to maintain and man-
age more than 200,000 telecommunication power plants with air-conditioning
plants thatwere installed in approximately 8000 telecommunication buildings. The
system characteristics include integration, remote monitoring functions, and user
interface improvement by utilizing information and communication technology.

• Suzdalenko et al. [33] have studied the issue of non-intrusive load monitoring
method for load disaggregation into separate appliances.

• Jiju et al. [34] have demonstrated an online monitoring and control system that
is based on android platform for the distributed renewable energy sources. This
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approach can use a mobile phone or an android tablet Bluetooth interface as a
link for data exchange with the digital hardware.

In many countries, solar photovoltaic (PV) systems are used as main contributors
of clean electricity. Electricity generation potential from a photovoltaic system can
vary from one technology to another, according to different parameters and locations.
On every installation of photovoltaic system, sufficient measures need to be taken to
have higher energy potentials. Chances of failure and maintenance problems during
the operation of the PV systems are present in spite of the efforts made during the
installation or before the installation. These problems are obvious when the PV
systems are installed in remote or far away locations. The best approach to cope with
these problemsmay be frequentmonitoring. However, frequentmonitoring cannot be
applicable for a human, as it requires full concentration, attention, and great accuracy
to identify a problem or to propose a solution [35]. Accordingly, IoT technology for
remotemonitoring still needs to be adopted. This would then assist in collectingmore
detailed data about the objects and provide a variety of new developmental scopes.

For instance, a recent work as reported in [36] was concerned with the devel-
opment of a wireless-based remote solar monitoring system for renewable energy
plants in Malawi in Africa. The aim was to develop a cost-effective data acquisi-
tion system that presents remote energy yields and performance measurements. The
project provided direct access to generated electric power at the rural site using wire-
less sensor boards and text message transmission over cellular network. Preliminary
experimental results showed that the performance of renewable energy systems in
remote rural sites could be assessed effectively at a very reasonable cost.

Among the wider applications of the IoT, researchers have also focused on the
solar photovoltaics (PV). In Egypt, the prevalence of solar PV systems would have
a considerable scope for implementing IoT systems, which would indirectly give
an extensive business for both the IoT service providers and the IoT-based service
consumers.

13.5.1.1 IoT and Hydro Energy

Hydro power systems, particularly small plants, are themost reliable among potential
renewable energy production systems since there are many sources of natural water
such as springs, waterfalls, rivers, streams, creeks, and tributaries [37]. A hydropower
generation system may be able to produce power that is sufficient to supply a rural
community village in Egypt that has small electricity consumption. In addition, this
system does not use fossil fuel, and so, it is free from pollutants [29].

If implemented in Egypt, an IoT hydropower system can minimize the investment
cost, particularly in relation tomaintenance, as IoT connectivity offers a host of devel-
opment opportunities in control, monitoring, and maintaining remote systems. The
system can consist of sensors, such as application-specific integrated circuit (ASIC)
microcontroller, and a global system for mobile communication (GSM) module. A
water-level sensor to detect the appropriate water level is needed due to seasonal
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fluctuating water levels as the unit should not generate power when there is too little
water, and accordingly, the turbine would not power up. A water flow sensor is also
needed to measure how much water has moved through. A pH sensor is also needed
to measure the hydrogen-ion activity in the water in order to maintain the durability
of the system over time. The ASICmicrocontroller is required to read the inputs from
these three sensors and send the information via IoT infrastructure for monitoring
purposes. Finally, the GSMmodule or any telemetry system can be used to feedback
the community by monitoring the system [38].

Another scenario for a hydropower generation system with IoT-based data moni-
toring system may be to do with producing sufficient amount of energy by the rapid
flow of water from a collector tank collecting water from the rain and other sources.
In this way, the rainwater can also be put to a good use and energy can be produced
from this water resource which is renewable. The main water tank which is above the
ground level can provide a rapid flow down to the undergroundmechanism of turbine
enginewhich is connected through pipes. The pipes are responsible for thewater flow
through the tanks located underground. Each pipe should be mounted with sensors
that are calibrated to assist to provide the information of water flow in the pipes. The
use of sensors attached to the tanks is mainly for the water-level indication which
can restrict or allow the flow of water into the tank when needed. The used water for
power generation is never wasted as it can be used several times to make the system
more efficient. The whole underground system is usually separately connected to an
Arduino-based system which includes the display and the WiFi modem for the data
transmission to the IoT server. The Arduino can take care of the mechanism for the
sensor calibration in the pipes and the tanks. All the data received can be displayed
on an LCD panel. Besides sensors in the pipes and tanks, there are voltage and flow
of current sensors attached to detect the power generation accurately in needed terms
as per the parameters there. In this way, the entire information can be transferred to
the server through IOT, and the amount of energy produced is determined [39].

13.5.1.2 IoT and Wind Energy

Although technologies involved in hydro and wind power energy are basically the
same, in case of Egypt, potential in wind energy is much greater. To take advantage
of the full potential, existing data from wind turbines and farms needs to be ana-
lyzed, while additional new data needs to be generated through advanced measuring
technologies or communication networks. However, if all the information could be
gathered, we would indeed get very different insights on how processes are running.
This is the vision of the IoT and cyber-physical systems (CPSs), which is to connect
everything through networking to facilitate access, minimize errors, and enhance
performance.

Thus, as CPS builds a tight coupling between the digital and physical worlds, the
implementation of CPS within the IoT with respect to wind energy or any renewable
energy promises a great potential for future renewable energy applications. All pro-
cesses in wind energy could be controlled and optimized automatically, including
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accurate real-timemonitoring ofwind turbine components and efficientmaintenance.
Integration into existing energy system and maximization of efficiency, reliability,
and adaptability can be supported by implementing CPS in renewable energy sources
like wind power. In some countries other than Egypt, some varieties of CPS within
IoT already exist in current wind turbine technologies.

Two of the technologies for the above scenarios are as follows: condition moni-
toring system (CMS) and supervisory control and data acquisition (SCADA). These
are now briefly elaborated below.

Condition Monitoring System (CMS)
CMS is a reliable and fast-reacting security engineered system that can operate
as control system to detect mechanical and electrical faults in core components of
machines and maintain permanent monitoring of the machine conditions. It can
also analyze and measure physical parameters such as vibration and temperature
[40]. Based on such parameters, the operational mode can be modified in case of
suspicious measured data. The integrated sensors can also measure the data in real
time.

Fiber Bragg grating (FBG) sensors can feature fast responses andmeasure temper-
atures, pressure, and vibrations [41]. These are considered as examples for advanced
sensor technology for wind turbine applications. They are suitable for monitoring
systems due to their small size. They can also be used for blade supervision in current
wind turbine applications and offer high reliability and durability.

Vibration analysis is a common feature of a CMS that is capable of detecting
deviation in normal ranges of stress. While CMS sensors collect high frequent data
at different locations from vibration sensors of the wind turbine’s drivetrain, the
other sensors may analyze and measure the characteristics and velocity of the main
bearing, generator, and nacelle.

Fourier transformation may be used to convert time history response data into
frequency domain in order for damage cases to be predicted earlier, so that wind
turbine components’ damage may be avoided by statistical algorithms.

The alarm systems may be classified according to the severity and lead times for
each of them. Despite the fact that CMS gathers wind turbines data in discrete-time
intervals, it can monitor the system state at selected measurement points. Thus, it is
desirable to have a CMS that is able to measure and monitor continuous loads of all
relevant machine components. Also, moving from reactive to predictive maintenance
is necessary for enhancing wind turbines capability in the future. It is noteworthy
that the application of CMS within the IoT is substantial in sensitive and expensive
machine components like the gearbox [42].

Supervisory Control and Data Acquisition (SCADA)
The most important aspect that affects the operation status and power output is the
physical environment of wind turbines. As the wind turbine performance accentuates
with the power of wind speed, an incorrect forecast of wind characteristics can result
in power deviation. Accordingly, all relevant operating conditions and wind proper-
ties should be considered important for operators of wind turbines and farms. Wind
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properties may include speed-, direction-, turbulence-, and energy-related informa-
tion, e.g., vibration level, temperature values, power output, and generator torque
[43].

In this context, supervisory control and data acquisition (SCADA) is an accurate
and modern sensing technology system which can provide the needed wind turbine
data. SCADA systems can transmit and collect various data streams at discrete-
time intervals through sensors. Remote controlling of the physical systems can be
realized throughalmost real-timeoverview that couldbeobtainedvia thewind turbine
conditions. This information can be available to operators and customers all over the
world, as long as it is stored online.

An example would be amonitoring control system that constitutes SCADAwhich
achieves real-time monitoring and control of a hybrid “wind PV battery” for renew-
able energy system [44]. This system can be used to measure electrical data in real
time and then effectively send it to remote monitoring center via the Intranet. It is
found from the experimental studies that this system can carry out data acquisition of
different remote forms of renewable energy system and real-time supervisory con-
trol. Overall, SCADA systems simplify and advance automated remote monitoring
in addition to being able to promote wind turbine operation [42].

13.6 Conclusion

The Industrial IoT represents a future vision of ubiquitous connectivity of smart
objects. Connecting devices, components, sensors, actuators, animals, plants, and
humans to the Internet greatly increases the potential range of applications and the
flexibility, reliability, usefulness, effectiveness, and scope of the networks. From
this perspective, the IoT pushes such capabilities beyond personal devices (e.g.,
smartphones), embedding them in everyday objects and living environments.

Although there is much ongoing activity in Egypt on the various aspects of the
IoT, the convergence of previously separate industry sectors has led to some overlap
and confusion. Industrial processes and logistics can highly benefit from the IoT,
as it enables ubiquitous sensing of operating conditions, real-time tracking of semi-
finished products, detection of events that slow down the process throughput and
potential safety issues. The data generated in the production line can be intelligently
shared with the quality assurance processes and across different sites, to raise the
yield and reduce costs.

With more and more smart objects being connected, recent research on differ-
ent trends of IoT shows direction toward many useful and highly beneficial topics
including power and renewable energy systems. There is no doubt that renewable
energy management at different scales can be made more effective in Egypt by the
IoT paradigm. As Egypt is a country with an abundant supply of renewable energy,
the ongoing improvements in power and renewable energy and increased efficiency
can enable further benefits for Egypt from the IoT in the future. Energy production
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and distribution can be easily monitored, and resultant advantages can be taken from
improved speed and precision even at existing power levels.

Several opportunities exist to leverage the sensing and decision-making capabil-
ities of the IoT to optimize the energy usage across a variety of consumers, raise
the coordinated usage and planning of alternative energy sources, and reduce the
overall energy and the currently large gap between the peak and the average con-
sumption.Meanwhile, the building blocks of the IoT infrastructure for automated and
machine-to-machine communication continue to be conventional. This revolution is
characterized by connectivity solutions and end-to-end processing for industrial IoT.

The main idea of applying IoT in the industry is to move out of traditional ways
of monitoring factories and collecting data into more automation and thus removing
the physical distance limitations that currently exist. The concept here is that IoT-
based technological innovations will enable to sense, process, and communicate with
physical parameters in real time. Many applications and devices also exist that are
suitable for industrial purposes. The overall view is to connect everything including
humans to create pervasive cyber-physical digital environments.

This situation may well present an important opportunity for governments and
organizations to play a greater role in providing solutions for Industrial IoT.
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