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8.1  Introduction

The applications of medical photography are 
diverse and can include assisting diagnosis of a 
disease, monitoring of a treatment, and creating 
documentation for academic or research pur-
poses, among others. Hence, capturing pictures in 
a consistent manner with appropriate color man-
agement is crucial in clinical photography. Since 
many medical specialties are mostly visual in 
practice (e.g., dermatology, plastic surgery, pedi-
atrics, ophthalmology), it seems intuitive that 
image acquisition should also take into account a 
standardized management of color. Unfortunately, 
the practitioners (nurses, doctors, technical pro-
fessionals, etc.) are not trained in taking pictures 
in a standardized manner, and they typically are 
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not aware of the complete chain of actions that 
occur from image acquisition until image display, 
which can result in poor-quality images with 
inconsistent color characteristics. This becomes 
all the more relevant with the advent of telemedi-
cine, which needs  standardized mechanisms to 
acquire, store, transfer, and display images. 
However, for most specialties such standards on 
color management do not exist. For example, in 
the case of general medicine, dermatology, pedi-
atrics, or plastic surgery, clinical pictures are gen-
erally obtained with a consumer camera or 
sometimes a smartphone, which can be different 
from one appointment to another. In addition, 
even when the same camera is used, color varia-
tions can occur due to different camera settings 
(i.e., white balance, gamma correction, etc.), the 
image format (i.e., JPEG, RAW, etc.), and its use 
of full versus indexed color, external illumination, 
focal distance, and display, among others. This 
may result in significant variability in color char-
acteristics, making comparisons challenging and 
potentially misleading, especially as it relates to 
diagnosis and patient management. In addition, 
color is particularly challenging since its percep-
tion may differ from individual to individual.

In this chapter, we will review the aspects of 
color in clinical photography that may be relevant 
for the medical photographer and the user (doc-
tors, nurses, technical professionals, patients, etc.). 
In order to better understand the complexity of 
color management and how to handle it properly, 
we will review how color is formed, interpreted, 
acquired, and managed in the current digital era; 
what the current state of the art is; and what the 
future direction of color in clinical photography 
could be. Information regarding camera and color 
calibration will be discussed in a separate chapter.

8.2  Relevance of Color in Clinical 
Photography, Color 
Formation, and Color 
Perception

Color is crucial in clinical photography since 
small changes in color can affect diagnosis or can 
determine whether a disease is active (e.g., bright 
redness in acute eczema) or resolved (e.g., brown 

hue in resolved eczema). This is especially 
important in early skin cancer detection when 
using a dermatoscope (a handheld microscope 
which can be attached to a camera). Since der-
moscopy allows the visualization of structures 
and colors not visible to the naked eye, color is a 
fundamental aspect of most dermoscopic diag-
nostic algorithms [1–3]. However, it is also true 
that the way humans describe color can be sub-
jective and can vary from one individual to 
another. These differences in color perception 
can exist not only due to anatomical variations on 
the retina but also due to differences during the 
color formation process.

Humans can identify thousands of colors but 
generally classify colors into broad categories, 
using terms such as red, green, yellow, or blue. 
This differs from the way color is described from 
a physical standpoint. Physically, color is the 
result of the reflection of an object illuminated 
with light from various wavelengths within the 
visible range of the electromagnetic spectrum, 
around 400–700 nm. Hence, if no light is reflected 
(if no illumination is used or if all light is 
absorbed), the object appears black, whereas if 
all wavelengths are reflected back, the object 
appears white. Thus, color depends both on the 
combination of different wavelengths and on how 
the eye perceives those wavelengths.

When it comes to the physiology of the human 
eye, the retina has three types of cones (Fig. 8.1) 
which absorb light at different wavelengths:

 – L cones, which absorb long wavelengths 
(560  nm) and correspond approximately to 
“red” color

 – M cones, which absorb medium wavelengths 
(530  nm) and correspond approximately to 
“green” color

 – S cones, which absorb short wavelengths 
(430  nm) and correspond approximately to 
“blue” color

The combination of information received in 
the cones is transferred through the optical nerve 
to the visual cortex of the brain where it is pro-
cessed to generate the perception of color. There, 
neurons may respond differently to certain parts 
of the visual spectrum, which also depends on the 
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adaptation state of the visual system. Thus, a 
given cell in the visual cortex may respond to all 
wavelengths under dim light, but may only 
respond to the red band of the spectrum under 
brighter light [4, 5]. This may explain why the 
same color displayed using the same monitor 
may be perceived differently depending on the 
illumination conditions of the room, a crucial 
point in medicine.

Other factors that can influence the brain’s 
response (and therefore, color perception) include 
anatomical variations [6] and even the colors sur-
rounding the object. It has been proven that the 
perception of color depends, to a great degree, on 
the context in which the perceived object is pre-
sented, as well as the adaptation state of the 
visual system [7]. The brain perceives known 
objects with a consistent color regardless of the 
amount or combination of light wavelengths 
reflected by the object. This phenomenon ensures 
that the perceived color of objects remains rela-
tively constant under varying illumination condi-
tions and is known as color constancy [7, 8]. 
This subjective constancy can often be useful in 
some situations, such as when comparing two 
images taken at different time points but with dif-
ferent color profiles. However, this assumption of 
unchanging colors can also lead to incorrect per-
ception of the true colors if they actually change. 
One example of the effect of surrounding colors 
is the perception of blue color on the skin. It has 
been generally believed that blue color seen in 
the skin, such as in veins or blue nevi, is caused 

by the Tyndall effect. However, there is some evi-
dence that the appearance of blue in these skin 
structures is not because of preferential scattering 
of blue wavelengths, but is instead caused by a 
decrease in the reflectance of red wavelengths, 
which creates an appearance of blue to the human 
eye when found amidst the surrounding red skin 
(Fig. 8.2) [9]. Examples such as this illustrate the 
complexity of the human visual system and how 
important it is to obtain images with standardized 
color parameters in order to minimize the impact 
of distractors and potential subjective color inter-
pretations. Hence, in order to standardize the 
color parameters in clinical medicine, it is neces-
sary to know the technical factors that influence 
the imaging chain in clinical photography.

8.3  The Imaging Chain

The sequence of events that occur from the 
moment the image is acquired until the moment 
the image is interpreted by a viewer is known as 
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Fig. 8.1 Relative responsiveness of cones. (Image avail-
able at: https://i.stack.imgur.com/fNRcL.jpg)

Fig. 8.2 Examples of color constancy. In this image, the 
color of the right eye is the same as the left eye (gray). 
However, due to the application of a superimposed filter, 
the color of the left eye appears blue. This example helps 
understand why some lesions may look blue on the skin. 
(Adapted from http://www.psy.ritsumei.ac.jp/~akitaoka/)
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the imaging chain. Several elements form this 
imaging chain, including a light source, an object 
to be imaged, a device that captures the image, a 
device that processes and stores the image, a sys-
tem that displays the image, and an individual, or 
computer, that interprets the image [10].

The imaging chain starts with the illumina-
tion of the object with either natural light or 
artificial light. Although it has been classically 
stated that sunlight is the best light to explore 
the body, natural light can change throughout 
the seasons or even during the day. Therefore, 
some suggest that artificial light with a known 
color temperature similar to natural light (5000–
6500  K) may be ideal [11, 12]. When using 
artificial light, especially regular flash lights 
without diffusors, care must be taken to avoid 
shadows and provide homogenous illumination 

[13]. To compare images over time, it is neces-
sary to obtain consistent, even illumination on a 
scene while maintaining the same illumination 
conditions at subsequent time points (Fig. 8.3). 

For this reason, some medical devices, such as 
dermatoscopes, already use predefined illumina-
tion. For skin surface imaging, a broad-band 
white light source with homogeneous illumina-
tion seems to be the best illuminant for true and 
consistent color capture. Since a standard D65 
illumination corresponds to midday light in 
Western-Northern Europe, it would be recom-
mended for skin surface imaging [14].

Typical dermatoscopes have two modes of 
illumination, non-polarized and cross-polarized, 
to view or capture skin surface and subsurface 
information. The non-polarized mode is used for 
evaluating topographical and textural character-

a b

Fig. 8.3 Impact of illumination on clinical photography. 
Picture (a) was taken at f/5.6, 1s without flash, whereas 
picture (b) was taken at f/5.6, 1/60s with flash light. Note 
that the color tone is more vivid in the picture using flash 
light, better showing the details of this example of tinea 

corporis. Even, constant illumination is key, especially to 
monitor conditions that may change over time and where 
color is crucial to determine whether the disease is active 
or cured or to obtain quality images to be transfer through 
telemedicine platforms

O. Yélamos et al.
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istics of the lesions, while the cross-polarized 
mode is used for visualizing and differentiating 
the architecture and distribution of skin pigment 
(mainly melanin and hemoglobin) for dermo-
scopic evaluation and classification of skin 
lesions. Optically, skin is a heterogeneous turbid 
medium. As governed by the Fresnel equations, 
approximately 5% of incident light is reflected 
from the skin surface as specular reflectance [15]. 
Skin color is therefore mainly determined by dif-
fuse reflection, or the scattering and absorption of 
incident light inside the skin. The cross-polarized 
imaging mode captures the diffuse reflectance 
while blocking the surface reflectance and allows 
us to visualize the interaction between tissue and 
light. Absorption of light by skin pigments is 
color/wavelength dependent. Light scattering and 
its penetration depth within the skin is also color/
wavelength dependent. Therefore, to visualize 
the distribution of skin pigment and differentiate 
between melanin and hemoglobin features, the 
illumination needs to be catered to the light 
absorption characteristics of these pigments. 
Between the red, green, and blue color/wave-
length bands, red has the most penetration and 
scattering while blue has the least. Since both 
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Fig. 8.4 Absorption spectra of Oxyhemoglobin (HbO2), Deoxyhemoglobin (Hb), and Melanin

melanin and hemoglobin have minimal absorp-
tion of red light, this color is of minimal use when 
visualizing pigment distribution. Melanin absorp-
tion of blue color light is very high compared to 
green, while hemoglobin absorption is high is the 
green-yellow color band. The absorption spec-
trums of these two pigments are illustrated in 
Figure 8.4. Distribution of these two pigments 
can therefore be best visualized by illuminating 
the skin using high intensity narrow-band blue 
color, along with medium intensity broad-band 
green color, and low intensity red color. Current 
dermatoscopes therefore provide this illumina-
tion using Phosphor-based LEDs.

The next step in the imaging chain involves 
image acquisition. This step is crucial when it 
comes to color management since many factors 
in this step can alter color, which includes cam-
era settings (lens, aperture, shutter speed, sensor 
characteristics) and/or software settings (white 
balance, image format). Some settings are hard-
ware based, such as the sensor characteristics, 
which defines the response of the sensor to dif-
ferent wavelengths. Sensor characteristics may 
vary from manufacturer to manufacturer, result-
ing in potential color changes when changing 

8 Understanding Color



104

devices. Other settings such as the white bal-
ance are adjusted in software. White balance 
is perhaps the most important setting since it 
affects the over color temperature of the image 
(whether the image appears with a blue, yellow, 
red, or orange tint), and many cameras adjust 
this automatically depending on the object being 
imaged. White balance changes the relationship 
between the red, green, and blue pixel values, 
resulting in significant changes in the observed 
color. In general, some medical devices which 
obtain pictures in a more standardized fashion 
such as digital dermatoscopes tend to have pre-
defined settings which minimize the variabil-
ity between the actual colors in the object of 
interest and the displayed image. This concept, 
known as color accuracy, defines the transfer 
mechanisms whereby the input colors are made 
to match up with the output colors, such as from 
capture to display [16]. Color consistency, on 
the other hand, refers to the reliability of a sys-
tem to produce a consistent perceptual response 
to an observer [16]. Both are important to stan-
dardize the color of a system.

The image format is one of the parameters 
involved in image acquisition which describes 
how the pixel color data in the image is encoded. 
Multiple formats exist, each with a different goal, 
but the majority of consumer cameras and medi-
cal devices store images in JPEG format [17]. 
This format has become very popular due to its 
strong energy compaction characteristics [18] 
resulting in high compression and its computa-
tional efficiency, which has facilitated sharing and 
storing these images easily. However, unless the 
capture parameters (white balance, gamma cor-
rection, contrast, saturation, etc.) are locked and 
maintained throughout the use of the imaging 
device, the color of JPEG images can be manipu-
lated by the camera, possibly changing every time 
a new image is saved. Additionally, because JPEG 
images are compressed in a “lossy” manner (indi-
cating that some of the original information cap-
tured by the camera is “lost”), the image will 
contain compression artifacts. Depending on the 
JPEG compression quality factor, these artifacts 
can appear as large 8 × 8 pixel blocks. For high-
quality levels (low compression), these artifacts 

are usually not noticeable, but when the quality 
factor is low (high compression), these artifacts 
become very  apparent. In fact, the visible pres-
ence of these artifacts might indicate that the 
image was saved at a low quality at some point in 
the image chain, and useful details in the image 
may have been lost. Formats such as BMP, TIFF, 
or PNG do not suffer from the lossy compression 
artifacts that occur with JPEG, but they are also 
processed with gamma correction, white balance, 
etc.; hence, they are still susceptible to color vari-
ations. Note that resaving a lossy format into a 
lossless format will not remove compression arti-
facts; the lossless format will simply save the arti-
facts as if they were real.

The RAW format, on the other hand, stores the 
sensor data that the camera has acquired without 
any in-camera processing. The camera sensor has 
a mosaic pattern of red, green, and blue filters 
in front of every pixel element. Thus, each pixel 
element acquires information of just one color. 
Typically the in-camera demosaicing algorithm 
then evaluates the surrounding color values to 
estimate the missing color information for each 
pixel element to then form a full-color image. 
The demosaicing and other in-camera algorithms 
vary between camera manufacturers, so the same 
image captured by cameras from two different 
manufacturers can look completely different. 
Maintaining the image in the RAW format, on 
the other hand, allows the user to change the spe-
cific set of parameters while keeping the original 
parameters in which the image was obtained. The 
advantage of the RAW format is that it preserves 
the original color bit depth and image quality. 
Parameters for sharpening, contrast, white bal-
ance, and color adjustment can be calculated 
based on the sensor data instead of an unknown 
in-camera processing system, and details in 
shadows and highlights can be preserved which 
 otherwise would have been lost in JPEG-like, 
8-bit-per-channel image formats. By using 
RAW images, one can ensure similar color pro-
file and a reliable baseline for comparing color 
to other images captured by the same device. 
Conventionally, the main limitation of using 
RAW images in digital systems was the file size 
of each image compared to other formats and the 
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lack of support to capture or display RAW files 
in many devices. While these issues are less of a 
barrier nowadays (even many consumer cameras 
and smartphones are currently capable of acquir-
ing and managing RAW images), the large file 
size of RAW images still can limit cloud applica-
tions (i.e., teledermatology) as well as storage of 
these files at scale (such as thousands of images 
stored by a hospital).

Finally, the last step in the imaging color chain 
involves the image display and the ambient light 
conditions in which the image is visualized. This 
mostly relies on the monitor characteristics (and 
whether it can be calibrated), the operating sys-
tem, graphics card, and most importantly, the 
ambient illumination conditions. Different brands 
or models of monitors may have completely dif-
ferent characteristics and settings, which will 
affect the perception of the displayed images. For 
example, one’s perception of the same clinical 
image viewed on a monitor in an exam room may 
be different when viewed later on a monitor in the 
doctor’s office. If these monitors are not standard-
ized and calibrated, the doctor’s assessment may 
differ. Ideally, in order to provide good color con-
sistency, monitors should provide a wide gamut of 
colors (although most of them are limited in this 
sense) and should be periodically calibrated. 
Several devices such as DataColor’s Spyder5 [18] 
exist on the market to measure and calibrate the 
color output of a monitor. In addition, if pictures 
need to be compared with high precision, dim 
light might be preferable in order to minimize the 
effect of external lighting on color perception.

8.4  Color Measurement, Color 
Models, Color Management, 
and Color Profiles

Since color is an attribute of the human visual sys-
tem, measuring color accuracy involves the use of 
models that take the perceptual aspects of human 
color vision into account. Color appearance mod-
els try to mathematically describe the shift in 
color perception as the viewing conditions change.

Based on the human eye receptors (LMS), a 
color model was developed to include the pri-
mary colors perceived by the human eye: the 
RGB color model. In this model, red, green, and 
blue are individually represented sequentially to 
produce a gamut of colors. An equal combination 
of these colors results in white (Fig. 8.5). Nearly 
all imaging sensors in consumer and medical 
cameras on the market capture image data in 
RGB format through the use of individual red, 
green, and blue sensors tiled across the camera’s 
CCD (charge-coupled device). Likewise, all the 
image formats discussed earlier encode separate 
values for R, G, and B. However, without a stan-
dard color management for RGB, the meaning of 
these values is not uniform across different cap-
ture and display devices. Consequently, these 
devices (and image formats besides RAW) in 
general adhere to the sRGB color space.

The sRGB (standard red green blue) color 
space is an RGB color space standardized by the 
Commission Internationale d’Éclairage (CIE) as 
CIE 61966-2-1:1999 [19]. Most browsers, appli-
cations, and devices are designed to work with 
sRGB and assume that the images are in the 
sRGB color space. The sRGB color space repre-
sents the same number of colors as the Adobe 
RGB color space, but the range of colors that it 
represents is narrower. Adobe RGB has a wider 

Fig. 8.5 Schematic representation of the RGB color 
model
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range of possible colors, but the difference 
between individual colors is bigger than in sRGB.

While sRGB is the primary color space that 
will practically be encountered when dealing 
with everyday digital images, other color spaces 
have been developed to better measure color and 
may be found when dealing with color-based 
analysis (i.e., the color of a skin lesion). One of 
these color spaces, the HSL (or HSV) model, is 
a tridimensional model that derives from the 
Munsell model [20] which evaluates the hue, the 
saturation (vividness), and the lightness (or value 
as in the case of HSV) that is encoded in the 
image. In addition to quantifying the primary col-
ors, this model also measures the color attributes 
perceived by the human eye/brain system [21].

In 1976, the CIE developed the CIELAB color 
space, or CIE L*a*b* or simply Lab, to charac-
terize the difference between two colors. This is 
a tridimensional model that assigns three numeri-
cal values to a color: L for lightness, a* for green-
red, and b* for blue-yellow (Fig. 8.6). This color 
space was constructed such that the Euclidean 
distance between any two Lab values is propor-
tional to the perceptual difference of those colors 
to the human eye. This system is based on a pre-
vious CIE version, the CIE 1931 XYZ, but has 
the advantage that this system is device-indepen-
dent, since it defines a given color by measuring 
the amount of numerical change in these parame-

ters. CIELAB was originally developed for qual-
ity assessment in the print and textile industry, 
i.e., to avoid the subjective factor in measuring 
color differences between the color obtained by 
the printer and the color prescribed by the cli-
ent. Unfortunately, the response of the human 
eye is highly dependent on the amount of ambi-
ent light (i.e., by increasing the ambient light, the 
perceived colors become more vivid), and some 
saturated colors can only be perceived in a given 
absolute luminance range. Since the CIELAB 
model does not consider absolute luminance, it 
is thus adequate for validating colorimetric data 
(i.e., comparing two colors and quantifying its 
difference) but ends up ignoring numerous per-
ceptual aspects. To overcome this difficulty, 
another color space called the CIECAM02 was 
subsequently introduced. Unlike the CIELAB, 
CIECAM02 is a nonlinear color space that takes 
several perceptual aspects that depend on abso-
lute luminance into consideration. Nevertheless, 
for most applications, CIELAB is a reasonably 
sufficient color space to measure and report the 
color of objects in an image.

Currently, one of the biggest challenges in 
clinical imaging is the fact that different vendors 
use different color models in their devices. This 
makes standardization and comparison challeng-
ing. In 1993, the International Color Consortium 
(ICC) was created in order to develop color man-
agement standards which would allow uniform 
color across different software packages and 
operating systems. Using the CIELAB or CIE 
XYZ color spaces as profile connection spaces 
(PCS), the ICC developed color profiles in order 
to define the color characteristics of a given 
device and allow color mapping between differ-
ent systems, for example, color space 1 → PCS 
(CIELAB or CIEXYZ)  →  color space 2 [22]. 
Currently, the ICC has a section which handles 
the specific situations of medical imaging, called 
the ICC Medical Imaging Working Group (http://
www.color.org/groups/medical/medical_imag-
ing_wg.xalter) which currently works towards 
the implementation of color management stan-
dards in the different fields of medicine. Some 
medical specialties such as radiology have regu-
lated imaging standards [22], whereas others, 

White
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+b*

Blue
-b*

Red
+a*

Green
-a*

Fig. 8.6 CIELAB color space. In this tridimensional 
model, L defines the lightness of a color, a* defines the 
green to red axis, and b* the blue to yellow axis
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such as pathology, are developing color manage-
ment strategies in order to ensure color consis-
tency and reproducibility [16]. However, most 
specialties dealing with clinical photography 
(such as dermatology, wound management, sur-
gery) lack standards on how to handle color.

8.5  Current Color Scenarios

How color is handled differs depending on the 
needs of different specialties. In general, when we 
think about clinical photography, we think about 
the acquisition of images from the skin, but clinical 
photography also encompasses the acquisition of 
images coming from areas such as the oral cavity, 
the gastrointestinal tract, the respiratory tract, or the 
retina. One could also consider that intraoperative 
pictures, or even the acquisition of scanned slides 
in pathology, fall under the umbrella of clinical 
photography. Some of the situations described in 
this book chapter deal with color challenges in skin 
photography where the images are known as “true 
color.” However, in other fields of medicine, color 
can be used to annotate, highlight thresholds, as 
well as artificially color the image (known as 
pseudo-color). These methods can be used to 
emphasize areas which are, for example, metaboli-
cally more active in cases of PET-CT scans which 
can be pseudo-colored in red or yellow. Hence, it is 
obvious that different needs exist in clinical pho-
tography. To date, only one consensus paper from 
the ICC Medical Imaging Working Group has been 
published regarding some suggestions for clinical 
photography [16]. Here we will summarize the dif-
ferent color scenarios and describe the ICC recom-
mendations on color management in clinical 
photography. For more information on these spe-
cific scenarios, see chapters included in Part IV.

8.5.1  Skin Photography

In skin photography, only a few studies have 
looked at color calibration [23, 24] and have 
developed some recommendations regarding 
metadata [25] or relevant information needed in 
teledermatology [26]. Skin photography encom-

passes different types of images which range from 
total body photography, close-up photography, 
multispectral photography, and dermoscopic 
images [16]. Interestingly, one of the few studies 
which have assessed the impact of color in derma-
tology suggested that dermoscopic structures may 
be more relevant than color when evaluating der-
moscopic images and that gray scale pictures may 
actually be more useful to highlight the dermo-
scopic structures (Fig. 8.7). However, the authors 
also acknowledged that colors may be important 
in select situations [27]. Another important issue 
is the fact that dermatoscopes can work with 
polarized or non-polarized light. This leads to the 
visualization of different structures but also leads 
to different color profiles. Currently the different 
devices that store images over time, for example, 
digital dermatoscopes, do not manage color in the 
same way and do not address the issues related to 
polarized or non-polarized light. Most of these 
devices can result in color changes from one 
image to another if the device settings are not 
locked and maintained during image capture 
(Fig. 8.8). Even though dermatologists have been 
trained to overcome these challenges, the diag-
nostic impact of color inconsistency is not fully 
understood, although it could be more critical in 
some difficult skin tumors (i.e., featureless, 
tumors with color variation). The real impact of 
color in diagnostic accuracy has not been exten-
sively assessed, and prospective studies analyzing 
the impact of color in the diagnostic accuracy are 
necessary. In addition, since the color parameters 
and the acquisition methods are not  necessarily 
uniform, color can be inconsistent depending on 
how the image is taken. Therefore, it is necessary 
to teach residents, clinicians, technicians, and 
nurses the process of capturing pictures in a stan-
dardized manner in order to improve color 
consistency.

Since many devices obtain pictures in a non- 
standardized manner, it may also be a good 
option to add color calibration charts (Fig. 8.9) in 
the field of view while taking the picture to 
improve color consistency. In this sense, several 
publications have looked at methods to do so, 
even in dermoscopic images [24] and in clinical 
images [28].
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Fig. 8.8 Examples of dermoscopic images taken with the 
same device over time. While the structures within the 
lesion remain stable, the color profile changes since the 
capture settings are dynamically adjusted by the camera 

software which averages the color in each acquisition. 
Although the clinical impact of such changes has not been 
evaluated, it is clear that this lack of color consistency can 
have an impact when evaluating colored structures

Fig. 8.7 Examples of melanomas showing color variega-
tion. The first column shows images using adjusted white 
balance, the second one using inadequate white balance, and 
the third one converting the images to gray scale. It seems 
that some structures are more conspicuous when using the 

gray scale mode. However, in very vascular lesions (first 
row) and in lesions showing scare semiology (second row), 
color evaluated using adequate color balance seems crucial 
to identify melanoma-specific structures (in this cases poly-
morphous vessels and shiny white streaks)

8.5.2  Oral Cavity Photography

Pictures taken from inside the oral cavity face 
unique challenges when compared to skin photog-
raphy. Inside the mouth, it is obvious that external 
lighting needs to be used. In this sense, annular 
flashlights or fiber-optic lights may be optimal 
since they produce an even illumination, diminish-
ing the generation of shadows that may occur 
while using other flashlights (Fig. 8.9). Especially 

when a dental piece needs to be replaced, it is very 
important to make sure that the white tones match. 
Since subtle differences can be very relevant, 
especially in aesthetic dentistry, standards must be 
followed to manage color correctly in the pictures 
used to evaluate such changes. The ICC suggests 
that clinicians dealing with the oral cavity should 
know the different color spaces and suggested the 
use of the DICOM WG 22 (dentistry) color frame-
work to calibrate oral images [16].
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8.5.3  Endoscopy and Laparoscopy

Currently many different endoscopic and laparo-
scopic devices are used in medicine. In these sys-
tems, color accuracy is the most relevant issue to 
be taken into account, since the clinician needs to 
see clearly the details and the colors of the cavity 
being explored live. This concept, of reproducing 
the details and colors correctly, is known as color 
reproducibility. Although color is relevant, most 
clinicians are trained with an individual device 
and get acclimatized to seeing images under a 
given color profile. Hence, color consistency 
among different devices seems less important 
than in other specialties. However, if a clinician 
changes, or uses another device, color can be dif-
ferent, requiring additional training. Therefore, 
standardization among devices may be benefi-
cial, although challenging [16].

8.5.4  Eye Photography

Pictures of the retinal fundus are generally taken 
to document the status of a patient at a given 
appointment and also to evaluate changes over 
time. In this sense, color accuracy is very impor-
tant to reliably document what the ophthalmolo-
gist is seeing, and color constancy is crucial to 
evaluate changes over time. Similar to skin pho-

tography, no standards exist, and therefore, com-
parison can be difficult. In this sense, the ICC 
suggested incorporating a color checker when 
pictures are taken to calibrate the images and to 
allow adequate color consistency [16].

8.5.5  Pathology Photography

Pathology is currently undergoing a revolution 
with the advent of whole slide scanning. This 
allows telepathology and archiving of informa-
tion in a more efficient manner. However, virtual 
pathology has very important challenges regard-
ing colors which are caused by (1) different scan-
ners used; (2) different slide processing methods 
(different staining methods, thickness of slides, 
etc.); (3) different software packages; (4) differ-
ent image formats; and (5) different displays. All 
these factors can generate color variability across 
different laboratories and sometimes even within 
a given laboratory. In order to solve this problem, 
the first step is to generate a consensus between 
laboratories for how samples should be handled. 
Afterwards, vendors should agree on calibrating 
their scanners using the same parameters. Finally, 
if all of this is not possible or feasible, adequate 
color management strategies seem the best 
approach to guarantee color consistency [16].

8.6  Camera Color Calibration

Commercially available systems used in clinical 
photography nowadays have no adequate color 
calibration, resulting in important differences in the 
image that depend on the camera and the computer 
display utilized by the physician. At this point, ade-
quate color calibration methods can provide 
improvements on the reproducibility and accuracy 
of the colors or color-associated structures present 
in the lesions. In order to calibrate the system 
formed by the camera and, for example, a dermato-
scope, a set of images of a known calibration pat-
tern (i.e., a color checker such as those illustrated in 
Fig. 8.10) should be acquired. Moreover, the spec-
tral distribution of the light source should also be 
measured with a spectrophotometer.

Fig. 8.9 Generation of shadows when obtaining images 
from the oral cavity. Note that there is a shadow in the left 
upper quadrant of the mouth due to the location of the 
flashlight in the top part of the camera. This issue can be 
solved by using annular flashlights
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The calibration provides an estimate of the 
CIE XYZ values measured by the camera (and 
dermatoscope) of the colors that appear in the 
calibration pattern. The accuracy can be mea-
sured, for instance, as the CIELAB difference 
between the known value of a given color and the 
value estimated by the camera (∆E). A complex 
image has numerous spatial visions, local chro-
matic adaptation, and other effects making it dif-
ficult in formulating a simple “color error.” For 
more information on camera color calibration, 
see the book chapter named “Color Calibration.”

8.7  Challenges and Next Steps

Currently, the main challenges regarding color in 
clinical photography are (1) no color standards 
exist regarding which color space to use from 
cameras to displays; (2) different devices use dif-
ferent color profiles and capture settings (often 
these may be different even for images from the 
same device); and (3) no study has evaluated the 
impact of color inconsistency to diagnostic accu-
racy. In this sense, we believe image acquisition 
should be performed in a standardized manner in 
order to obtain the same information over time. 
This is especially relevant in digital dermoscopic 
monitoring where factors such as illumination, 
magnification, resolution, contrast, or display 
need to be controlled. Calibration methods should 

be implemented in order to standardize color. 
Hence, it is crucial to develop strategies to set the 
foundation to standardize image acquisition in 
clinical photography as intended by this book. 
After this step, users and vendors may realize the 
importance of adequate color management to 
guarantee color accuracy and color consistency. 
In addition, collaborative efforts among clini-
cians, patients, vendors, and engineers are neces-
sary to develop recommendations regarding color 
management, as well as to perform clinical stud-
ies evaluating the impact of color to diagnostic 
accuracy and the daily practice of medicine. 
These strategies need to be implemented as soon 
as possible since teledermatology is a reality that 
is likely to grow even more with the advent of 
artificial intelligence algorithms.
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