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Preface

These six volumes (LNCS volumes 11619–11624) consist of the peer-reviewed papers
from the 2019 International Conference on Computational Science and Its Applications
(ICCSA 2019) held in St. Petersburg, Russia during July 1–4, 2019, in collaboration
with the St. Petersburg University, St. Petersburg, Russia.

ICCSA 2019 was a successful event in the International Conferences on Compu-
tational Science and Its Applications (ICCSA) series, previously held in Melbourne,
Australia (2018), Trieste, Italy (2017), Beijing, China (2016), Banff, Canada (2015),
Guimaraes, Portugal (2014), Ho Chi Minh City, Vietnam (2013), Salvador, Brazil
(2012), Santander, Spain (2011), Fukuoka, Japan (2010), Suwon, South Korea (2009),
Perugia, Italy (2008), Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006), Singa-
pore (2005), Assisi, Italy (2004), Montreal, Canada (2003), and (as ICCS) Amsterdam,
The Netherlands (2002) and San Francisco, USA (2001).

Computational science is a main pillar of most of the current research, industrial and
commercial activities, and plays a unique role in exploiting ICT innovative technolo-
gies. The ICCSA conference series have been providing a venue to researchers and
industry practitioners to discuss new ideas, to share complex problems and their
solutions, and to shape new trends in computational science.

Apart from the general track, ICCSA 2019 also included 33 workshops, in various
areas of computational sciences, ranging from computational science technologies, to
specific areas of computational sciences, such as software engineering, security,
artificial intelligence, and blockchain technologies. We accepted 64 papers distributed
in the five general tracks, 259 in workshops and ten short papers. We would like to
show our appreciations to the workshop chairs and co-chairs.

The success of the ICCSA conference series, in general, and ICCSA 2019, in
particular, is due to the support of many people: authors, presenters, participants,
keynote speakers, workshop chairs, Organizing Committee members, student volun-
teers, Program Committee members, Advisory Committee members, international
liaison chairs, reviewers and people in other various roles. We would like to thank them
all.

We also thank our publisher, Springer, for accepting to publish the proceedings, for
sponsoring part of the best papers awards and for their kind assistance and cooperation
during the editing process.

We cordially invite you to visit the ICCSA website http://www.iccsa.org where you
can find all relevant information about this interesting and exciting event.

July 2019 Osvaldo Gervasi
Beniamino Murgante

Sanjay Misra

http://www.iccsa.org


Welcome to St. Petersburg

Welcome to St. Petersburg, the Venice of the North, the city of three revolutions,
creation of czar Peter the Great, the most European city in Russia. ICCSA 2019 was
hosted by St. Petersburg State University, during July 1–4, 2019.

St. Petersburg is the second largest city in Russia after Moscow. It is the former
capital of Russia and has a lot of attractions related to this role in the past: imperial
palaces and parks both in the city center and suburbs, respectable buildings of nobles
and state institutions, multitude of rivers and canals with more than 300 bridges of
various forms and sizes. Extraordinary history and rich cultural traditions of both
imperial Russia and the Soviet Union attracted and inspired many examples of world’s
greatest architecture, literature, music, and visual art, some of which can be found in
the famous Hermitage and State Russian Museum located in the heart of the city. Late
June and early July is the season of white nights where the sun sets only for a few
hours, and the nighttime is covered with mysterious twilight.

What to do in the city:

• Enjoy the white nights, see the open bridges during the night and cargo ships
passing by from Ladoga Lake to the Gulf of Finland and back. Dvortsovy bridge is
open at about 1am. Be sure to stay on the correct side of the river when the bridges
open!

• Visit Hermitage (Winter palace) and State Russian Museum to see great examples
of international and Russian art, and the Kunstkammer, the oldest museum of
St. Petersburg founded by Peter the Great.

• Travel to St. Petersburg suburbs Peterhof and Tsarskoe Selo to see imperial palaces
and splendid parks, famous Peterhof fountains.

• Eat Russian food: borsch (beetroot soup), pelmeni and vareniki (meat and sweet
dumplings), bliny (pancakes), vinegret (beetroot salad), drink kvas and maybe some
vodka.

• Walk around and inside the Peter and Paul Fortress, the place where the city began
in 1703.

• Visit the Mariinsky Theater for famous Russian ballet and opera.
• Have a boat tour along the Neva River and canals to look at the city from the water.
• Walk along Nevsky Prospect, the main street of the city.
• Climb St. Isaac’s Cathedral colonnade to enjoy great city views.
• Go down to the Metro, the city’s underground train network with some Soviet-style

museum-like stations.
• Pay a visit to the recently renovated Summer Garden, the oldest park of

St. Petersburg.
• Visit a new modern open space on the New Holland Island to see modern art

exhibitions, performances and just to relax and enjoy sitting on the grass with an ice
cream or lemonade during a hot summer day.



St. Petersburg State University is the oldest university in Russia, an actively
developing, world-class center of research and education. The university dates back to
1724, when Peter the Great founded the Academy of Sciences and Arts as well as the
first Academic University and the university preparatory school in Russia. At present
there are over 5,000 academic staff members and more than 30,000 students, receiving
education in more than 400 educational programs at 25 faculties and institutes.

The venue of ICCSA is the Faculty of Economics located on Tavricheskaya Street,
other faculties and university buildings are distributed all over the city with the main
campus located on Vasilievsky Island and the natural science faculties (Mathematics
and Mechanics, Applied Mathematics and Control Processes, Physics, Chemistry)
located on the campus about 40 kilometers away from the city center in Peterhof.

Elena Stankova
Vladimir Korkhov

Nataliia Kulabukhova

viii Welcome to St. Petersburg



Organization

ICCSA 2019 was organized by St. Petersburg University (Russia), University of
Perugia (Italy), University of Basilicata (Italy), Monash University (Australia), Kyushu
Sangyo University (Japan), University of Minho, (Portugal).
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Takashi Naka Kyushu Sangyo University, Japan
Rafael D. C. Santos National Institute for Space Research, Brazil
Maribel Yasmina Santos University of Minho, Portugal

Workshop and Session Organizing Chairs

Beniamino Murgante University of Basilicata, Italy
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Workshop Organizers

Advanced Transport Tools and Methods (A2TM 2019)

Massimiliano Petri University of Pisa, Italy
Antonio Pratelli University of Pisa, Italy

Advanced Computational Approaches in Fractals, Wavelet, Entropy and Data
Mining Applications (AAFTWTETDT 2019)
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Advances in Information Systems and Technologies for Emergency Management,
Risk Assessment and Mitigation Based on the Resilience Concepts (ASTER 2019)

Maurizio Pollino ENEA, Italy
Marco Vona University of Basilicata, Italy
Beniamino Murgante University of Basilicata, Italy

Blockchain and Distributed Ledgers: Technologies and Application
(BDLTA 2019)
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(CMSIM 2019)

M. Filomena Teodoro Portuguese Naval Academy and Lisbon University,
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Computational Optimization and Applications (COA 2019)
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Humberto Rocha University of Coimbra, Portugal
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Econometrics and Multidimensional Evaluation in the Urban Environment
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Abstract. This paper evaluates a variant of the George-Liu algorithm
for finding a pseudoperipheral vertex in a graph aiming at returning
a vertex having a larger eccentricity than the original algorithm. The
experiments show that the Reverse Cuthill-McKee method with ordering
started with vertices given by the new variant of the George-Liu algo-
rithm yields promising results when applied to small symmetric matrices.

Keywords: Pseudoperipheral vertices ·
Reverse Cuthill-McKee method · Bandwidth reduction ·
Profile reduction · Reordering algorithms · Graph labeling ·
Sparse matrices · Orderings

1 Introduction

Heuristics for bandwidth and profile reductions are used to achieve low com-
putational and storage costs for solving sparse linear systems. Thus, there has
been given much attention to heuristics for bandwidth and profile reductions
(see [1–8] and references therein). The bandwidth and minimization problems
are of great interest because they are related to a large number of real-world
problems in science and engineering [4,5]. As a consequence, the importance of
matrix bandwidth and profile reductions has made these challenging problems
subject to numerous research efforts (see [3–6] and references therein).

Let G = (V,E) be a graph where V and E are sets of ver-
tices and edges, respectively. The bandwidth of G for a vertex labeling
S = {s(v1), s(v2), · · · , s(v|V |)} (i.e., a bijective mapping from V to the set
{1, 2, · · · , |V |}) is defined as β(G) = max

{v,u}∈E
[|s(v) − s(u)|] where s(v) and

s(u) are labels of vertices v and u, respectively. The profile is defined as
profile(G) =

∑

v∈V

max
{v,u}∈E

[|s(v) − s(u)|]. Let A be an n × n symmetric matrix
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_1&domain=pdf
https://doi.org/10.1007/978-3-030-24289-3_1
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associated with a connected undirected graph G = (V,E). Equivalently, the
bandwidth of row i of matrix A is given by βi(A) = i − min

1≤j<i
[j : aij �= 0] and

the bandwidth of a matrix A is defined as β(A) = max
1≤i≤n

[βi(A)]. The profile of a

matrix A is defined as profile(A) =
∑n

i=1 βi(A).
The Reverse Cuthill-McKee (RCM) method [9] starting with a pseudope-

ripheral vertex given by the George-Liu (GL) algorithm [10], termed RCM-GL
[11], is one of the best-known and widely used heuristics for bandwidth and
profile reductions of matrices [1,4–6,12]. Previous publications [4,5] report the
RCM-GL method [11] as potentially being one of the most promising low-cost
heuristics for bandwidth reductions.

Few algorithms can compete with the RCM-GL method [11] in bandwidth
results when considering execution times [4,5]. The reason is that the RCM-GL
method [11] yields reasonable bandwidth results at low cost. This may be the
reason why this method is available on the MATLAB [11,13,14] and GNU Octave
[11,15] mathematical softwares as the function symrcm1, and on Boost C++
Library [16]2. Thus, the Reverse Cuthill-McKee method [9] is a well-known and
successful heuristic for reducing bandwidth and profile of matrices. The method
is identified as one of the most important and amply used bandwidth reduction
methods [1,4–6,12,13] because the method yields accurate approximations to the
solution at low execution times. Although the Reverse Cuthill-McKee method
[9] remains in common use, it is well-known that the method is not trouble-free
[1]. The choice of the initial pseudoperipheral vertex influences the quality of the
results given by this method.

The Reverse Cuthill-McKee method [9] is a kind of heuristic known as level
set reorderings, where the vertices in a graph are labeled considering that level
sets subdivide the vertices, i.e., each level set contains a group of vertices con-
sidering the distance from a given starting vertex. Thus, the quality of the band-
width results will be strongly influenced by the selection of the starting vertex
and by the ordering of the vertices within level sets. In general, the Reverse
Cuthill-McKee method yields better results when the width of a level structure
rooted at the starting vertex is small, and its eccentricity is very close to the
diameter of the graph. Additionally, the computing times of an algorithm for the
identification of an appropriate starting vertex for the Reverse Cuthill-McKee
method can be even higher than the running times of the Reverse Cuthill-McKee
method itself. Thus, the bandwidth results of the Reverse Cuthill-McKee method
executed after an algorithm for the selection of a starting vertex must be substan-
tially better than the bandwidth results reached by the Reverse Cuthill-McKee
method without the use of such a kind of algorithm.

The purpose of this paper is to evaluate a variant of the George-Liu
algorithm. Specifically, this paper applies an alternative algorithm for finding

1 https://www.mathworks.com/help/matlab/ref/symrcm.html?requestedDomain=
www.mathworks.com, https://octave.sourceforge.io/octave/function/symrcm.html.

2 http://www.boost.org/doc/libs/1 38 0/libs/graph/doc/cuthill mckee ordering.
html.

https://www.mathworks.com/help/matlab/ref/symrcm.html?requestedDomain=www.mathworks.com
https://www.mathworks.com/help/matlab/ref/symrcm.html?requestedDomain=www.mathworks.com
https://octave.sourceforge.io/octave/function/symrcm.html.
http://www.boost.org/doc/libs/1_38_0/libs/graph/doc/cuthill_mckee_ordering.html.
http://www.boost.org/doc/libs/1_38_0/libs/graph/doc/cuthill_mckee_ordering.html.
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pseudoperipheral vertices along with the Reverse Cuthill-McKee method [9] for
bandwidth and profile reductions of matrices. We compare its results with the
results of the original George-Liu [10] and Reid-Scott [17] algorithms for deter-
mining the starting vertex for the Reverse Cuthill-McKee method. We refer
to these three algorithms together with the Reverse Cuthill-McKee method as
RCM-GL(k), RCM-GL [11], and RCM-RS, respectively.

Section 2 briefly describes the Reverse Cuthill-McKee [9] and George-Liu [10]
algorithms. This section also introduces a variant of the George-Liu algorithm.
Section 3 describes how we conducted the simulations in this study. Section 4
shows the results. Specifically, we experimentally analyze the effectiveness of the
proposed algorithm for finding pseudoperipheral vertices for the Reverse Cuthill-
McKee method [9]. Finally, Sect. 5 addresses the conclusions.

2 A Variant of the George-Liu Algorithm for Finding
Pseudoperipheral Vertices

The Reverse Cuthill-McKee method [9] is based on graph-theoretical concepts. It
labels the vertices of a graph G(V,E) in order of increasing distance from a given
pseudoperipheral vertex v. Specifically, the method labels vertices with the same
distance from the vertex v in order of increasing degree. Finally, the ordering
is reversed. Therefore, the final label of vertex v is |V |. Ordering the vertices
in such manner partitions them into level sets according to the distance from
the pseudoperipheral vertex v. Given a vertex v ∈ V , the level structure L (v)
rooted at vertex v, with depth �(v), is the partitioning L (v) = {L0(v), L1(v),
. . . , L�(v)(v)} where L0(v) = {v} and Li(v) = Adj(Li−1(v)) − ⋃i−1

j=0 Lj(v), for
i = 1, 2, 3, . . . , �(v), �(v) is the eccentricity of vertex v, and Adj(U) = {w ∈ V :
(u ∈ U ⊆ V ) {u,w} ∈ E}. In particular, the width of a rooted level set is defined
as b(L (v)) = max

0≤i≤�(v)
|Li(v)|. It is therefore desirable to find v with large �(v)

and a rooted level set L (v) with small width.
Algorithm 1 shows a pseudocode of the Reverse Cuthill-McKee method [9].

The method receives a graph G = (V,E) and a pseudoperipheral vertex v ∈ V .
The method labels the vertices of a graph (see line 8) with the same distance
from the pseudoperipheral vertex v in order of increasing degree (see line 6).
The method reverses the final ordering. Therefore, the final label of vertex v is
|V | at line 2. Thus, Algorithm1 begins the numbering with the label s(|V |) (see
lines 2–4 in Algorithm 1). Algorithm 1 returns the new labeling at line 10.

Algorithm 2 shows the George-Liu algorithm [10]. The George-Liu algorithm
begins with an arbitrary vertex v (see line 2 in Algorithm 2) and builds its
rooted level structure L (v) (see line 3). Then, the algorithm builds the rooted
level structure L (u) of the vertex u ∈ L�(v)(v) with minimum degree (see lines
5 and 6). If �(u) > �(v) (see line 7), then u is attributed to v (i.e., v ← u) as
well as L (v) ← L (u) is computed (see line 8), and the process is repeated;
otherwise, the process stops and v is the pseudoperipheral vertex found (see line
10 in Algorithm 2).
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Input: a connected graph G = (V, E); a vertex v ∈ V ;
Output: a labeling S = {s(1), s(2), ..., s(|V |)};

1 begin
2 s(|V |) ← v;
3 i ← |V |;
4 j ← |V |;
5 while (i > 0) do
6 foreach (vertex w ∈ Adj(s(j)) − {s(|V |), . . . , s(i)}, in order of

increasing degree) do
7 i ← i − 1;
8 s(i) ← w;

9 j ← j − 1;

10 return S;

Algorithm 1. The Reverse Cuthill-McKee method [9].

Input: graph G = (V, E);
Output: pseudo-peripheral vertex v ∈ V ;

1 begin
2 v ← ArbitraryV ertex(V );
3 L (v) ← BuscaEmLargura(v); // build a rooted level structure

4 repeat
5 u ← MinimumDegreeV ertex(L�(v)(v));
6 L (u) ← BuscaEmLargura(u); // build a rooted level structure

7 if �(u) > �(v) then
8 v ← u; L (v) ← L (u);

9 until (u �= v);
10 return v;

Algorithm 2. The George-Liu algorithm [10].

Algorithm 3 shows a pseudocode of a variant of the George-Liu algorithm
[10]. This variant of the George-Liu [10] algorithm verifies k vertices in L�(w)(w)
(note that v is attributed to w at line 6 of Algorithm 3) where k is a parameter
of the algorithm, instead of verifying only one vertex with minimum degree in
L�(w)(w), as the George-Liu algorithm [10] performs. If |L�(w)(w)| < k, then the
other k − |L�(w)(w)| vertices are verified in the previous levels of L�(w)(w), that
is, in L�(w)−1(w), L�(w)−2(w), and so on. In particular, the GL(k) algorithm is
reduced to the original George-Liu algorithm [10] for k = 1.

Reid and Scott [17] proposed another pseudoperipheral vertex finder based
on the George-Liu algorithm [10]. The Reid-Scott algorithm [17] relies on finding
a pseudoperipheral vertex with a large eccentricity and small b(L (v)). It sorts
vertices in L�(v)(v) in order of ascending degree and limits the search to one rep-
resentative of each degree. Additionally, the Reid-Scott algorithm [17] considers
up to five vertices in L�(v)(v), omitting any that is a neighbor of a vertex already
considered.
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Input: connected undirected graph G = (V, E); unsigned integer k ;
Output: pseudoperipheral vertex v ∈ V ;

1 begin
2 if (k > |V | − 1) then k ← |V | − 1;
3 v ← ArbitraryVertex(V ); // initial vertex

4 L (v) ← Breadth-First-Search(v); // build the rooted level structure

5 repeat
6 k ← 0; j ← 0; w ← v;

// k vertices are verified in the last level(s) of L (w)
7 while (j < k) do

// sort vertices in L�(w)−k(w) in order of ascending degree

8 F ← SortVertices(L�(w)−k(w)); // F is a priority queue

9 while (F �= ∅ ∧ j < k) do
10 u ← Remove(F );

// build the rooted level structure

11 L (u) ← Breadth-First-Search(u);
12 if (�(u) > �(v)) then
13 v ← u; L (v) ← L (u);

14 j ← j + 1;

// if |L�(w)(w)| < n, then the other n − |L�(w)(w)| vertices

are verified in L�(w)−1(w), L�(w)−2(w), · · · ,
15 k ← k + 1; // until k vertices are observed

16 until (v = w);
17 return (v);

Algorithm 3. A variant of the George-Liu algorithm [10].

3 Description of the Tests

The bandwidth results obtained by the Reverse Cuthill-McKee method [9] is
proportional to the eccentricity of the starting vertex v and the width b(L (v))
[9,11,18]. Thus, we evaluate the bandwidth and profile results provided by
the Reverse Cuthill-McKee method [9] along with three pseudoperipheral ver-
tex finders. To appraise the bandwidth and profile reductions provided by the
Reverse Cuthill-McKee method [9] started with a pseudoperipheral vertex given
by the George-Liu [10] and Reid-Scott [17] algorithms, and the new variant of the
George-Liu algorithm described in Algorithm 3, this paper uses 50 symmetric
matrices contained in the SuiteSparse sparse matrix collection [19].

The Reverse Cuthill-McKee method [9] and the algorithms for finding pseu-
doperipheral vertices were implemented using the C++ programming language.
We used the g++ version 4.8.2 compiler.

The workstation used in the execution of the simulations featured an Intel R©

CoreTM i5-3570 (6144 KB Cache, CPU 3.40 GHz, 12 GB of main memory DDR3
1333 MHz) (Intel; Santa Clara, CA, United States). This machine used a Slack-
ware 14.1 64-bit operating system with Linux kernel-version 3.10.17.
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4 Results and Analysis

This section presents the bandwidth and profile results obtained by the RCM-
GL [11], RCM-RS, and RCM-GL(k) methods applied to 50 symmetric matrices
contained in the SuiteSparse sparse matrix collection [19]. The tables below show
the characteristics of the matrix (name, size (k), original bandwidth (β0), and
profile (profile0)).

Tables 1 and 2 contain the results of the RCM-GL(k), RCM-RS, and RCM-
GL [11] methods applied to reduce the bandwidth and profile of 15 and 35
symmetric matrices, respectively. The tables show the smallest k such that the
RCM-GL(k) algorithm returns better results than the George-Liu [10] and Reid-
Scott [17] algorithms do. Specifically, Table 1 shows the results of the methods
applied to a set composed of 15 symmetric matrices. The table reveals that
the three methods find the same number of best bandwidth and profile results
when applied to this set composed of 15 symmetric matrices. On the other hand,
Table 2 shows that the RCM-GL(k) method delivered the best bandwidth and
profile results in the other dataset used in this study. Figure 1 shows the number
of best bandwidth and profile results yielded by the three methods evaluated
here when applied to 50 symmetric matrices.

Table 1. Results of the Reverse Cuthill-McKee method [9] along with three algorithms
for finding pseudoperipheral vertices when applied to reduce bandwidth and profile of
a set composed of 15 symmetric matrices.

Matrix n Bandwidth Profile

β0 GL(2) RS GL profile0 GL(2) RS GL

ash85 85 39 10 10 10 1153 589 589 589

bcspwr01 39 38 7 7 7 292 122 122 122

bcspwr02 49 34 13 13 13 377 234 234 234

bcspwr03 118 115 21 21 21 1288 804 804 804

bcsstk01 48 35 26 26 26 851 683 683 683

bcsstk04 132 47 54 54 54 3631 3717 3717 3717

bcsstk05 153 28 26 26 26 2449 2313 2313 2313

bcsstk22 138 111 14 14 14 2124 863 863 863

can 144 144 142 18 18 18 7355 1074 1074 1074

can 161 161 79 30 30 30 3378 3079 3079 3079

dwt 234 234 48 19 19 19 1765 1363 1363 1363

lund A 147 23 23 23 23 2870 2303 2303 2303

lund B 147 23 23 23 23 2870 2303 2303 2303

nos1 237 4 4 4 4 780 467 467 467

nos4 100 13 12 12 12 766 755 755 755

Number of best results 4 14 14 14 1 14 14 14
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Table 2. Results of the Reverse Cuthill-McKee method [9] along with three algorithms
for finding pseudoperipheral vertices when applied to reduce bandwidth and profile of
a set composed of 35 symmetric matrices.

Matrix n Bandwidth Profile

β0 GL(23) RS GL profile0 GL(77) RS GL

494 bus 494 428 62 62 62 40975 10566 10566 10566

662 bus 662 335 85 135 135 45165 20664 32903 32903

685 bus 685 550 72 72 79 28621 17551 17551 17457

ash292 292 24 34 34 34 4224 4659 4659 4659

bcspwr04 274 265 49 65 65 21015 4331 4825 4825

bcspwr05 443 435 59 59 59 36248 8825 8825 8825

bcsstk06 420 47 50 50 50 14691 13241 13241 13241

bcsstk19 817 567 21 21 21 74051 9457 9457 9457

bcsstk20 485 20 19 19 19 4309 4416 4416 4416

bcsstm07 420 47 50 50 50 14691 13310 13310 13310

can 292 292 282 75 75 65 23170 8977 8977 9706

can 445 445 403 92 92 92 22321 23808 23808 23808

can 715 715 611 157 157 157 72423 41231 41293 41293

can 838 838 837 137 137 155 207200 34254 39198 40835

dwt 209 209 184 35 35 35 9503 3914 3914 3914

dwt 221 221 187 16 16 16 9910 2011 2011 2011

dwt 245 245 115 45 45 45 3934 4177 4177 4177

dwt 310 310 28 13 13 13 2696 2695 2695 2695

dwt 361 361 50 25 25 25 5084 5139 5139 5139

dwt 419 419 356 34 34 34 39726 8230 8232 8232

dwt 503 503 452 58 58 58 35914 14816 15544 15544

dwt 592 592 259 42 42 42 28805 10983 10983 10983

dwt 878 878 519 37 37 37 26055 21034 21034 21034

dwt 918 918 839 72 72 72 108355 24347 24347 24347

dwt 992 992 513 63 63 63 262306 36296 36296 36296

gr 30 30 900 31 59 59 59 26970 33872 33872 33872

jagmesh1 936 778 27 27 27 37240 21817 21817 21817

nos2 957 4 4 4 4 3180 1907 1907 1907

nos3 960 43 79 79 79 39101 46168 46168 46168

nos5 468 178 88 88 88 27286 25381 25381 25381

nos6 675 30 16 16 16 16229 9305 9305 9305

nos7 729 81 65 65 65 53144 34110 34110 34110

plat362 362 249 56 56 56 45261 11018 11018 11018

plskz362 362 248 24 24 24 43090 4635 4635 4635

sherman1 1000 100 57 57 57 34740 26109 26109 26109

Number of best results 5 30 28 27 6 29 23 23
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Fig. 1. The number of best bandwidth and profile results obtained using three pseu-
doperipheral vertex finders along with the Reverse Cuthill-McKee method [9] applied
to 50 symmetric matrices when considering the results presented in Tables 1 and 2.

The execution times of the RCM-GL(k) method are proportional to the
parameter used. Figure 2 (as line charts for clarity) shows the running times
of the three methods when applied to the 50 symmetric matrices. The execution
times of the RCM-GL(k) method were competitive with the RCM-GL method
[11] when applied to the 50 symmetric matrices used in this study. Additionally,
the execution times of the RCM-GL(k) algorithm was lower (or similar) than
the processing times or the RCM-RS method.

(a) (b)

Fig. 2. Execution costs, in milliseconds, of the RCM-GL [11], RCM-RS, and RCM-
GL(k) methods applied to sets composed of (a) 15 and (b) 35 symmetric matrices.

5 Conclusions

This paper evaluated a new variant of the George-Liu algorithm [10]. Specifically,
this paper compared the results of the new algorithm with the results of the
original George-Liu [10] and Reid-Scott [17] algorithms for finding initial vertices
for the Reverse Cuthill-McKee method [9] when applied to 50 small symmetric
matrices.
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The results obtained by the new variant of the George-Liu algorithm applied
to a set of standard benchmark matrices taken from the SuiteSparse sparse
matrix collection [19] show that the proposed method compared favorably with
the two others algorithms for finding pseudoperipheral vertices evaluated here
when executed along with the Reverse Cuthill-McKee method [9]. Specifically,
the simulations presented in this paper show that the Reverse Cuthill-McKee
method [9] with ordering started with a pseudoperipheral vertex given by the
new variant of the George-Liu algorithm obtains better results for reducing band-
width and profile of small symmetric matrices than using the original George-Liu
[10] or Reid-Scott [17] algorithms. Parallel approaches of these algorithms are
the future steps of this investigation.
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Abstract. This paper considered cross-diffusion equations. With those
equations the concentration development in a certain region during an
interesting time-interval can be described.

Cross-diffusion means the diffusion of some species which influence
each other. The population dynamics of different species is a famous
example of cross-diffusion.

The implicit time-integration of such parabolic equations leads to non-
linear equation systems which requires a huge computational amount.

To avoid this amount we discuss a linear scheme proposed by
Murakawa [2] and investigate his properties.

Keywords: Cross diffusion problems, Linear time integration scheme ·
Finite volume method

1 Introduction

This paper deals with the so called cross-diffusion equations. These are nonlin-
ear parabolic partial differential equations and there components influence each
other. This means that every component of the solution we are looking for was
influencing the other ones and vice versa. Compared to classic diffusion equa-
tions it is necessary to solve nonlinear equation system in the case of implicit
time integration schemes (Euler backward). But we will discuss special linear
schemes which are easy to implement. These schemes are very sensitive but they
are a good alternative to the huge amount in the case of the solution nonlinear
equation system with a certain kind Newtons method.

1.1 Some Necessary Terms and Definitions

In this paper Ω describes a 1d or 2d bounded region with a smooth boundary ∂Ω.
On this region we investigate the concentration during the time in the interval
[0, T ] where T > 0. Our cross diffusion system lives on the space-time cylinder
Q = Ω × (0, T ]. M ∈ N is the number of considered species which influence each
other. For vector valued functions (for example z : RM → RM ) we denote the
i-th component by zi (i = 1, . . . ,m). With Zn we denote the approximation of
a function z at the n-th time step. With a bold sub-index, for instance z0 or Z0

we denote the given initial conditions.
c© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 13–24, 2019.
https://doi.org/10.1007/978-3-030-24289-3_2
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1.2 The Cross-Diffusion Equations

With the above discussed preparations we will now formulate the cross-diffusion
equations. We are looking for a function z = (z1, . . . , zM ) : Ω̄ × (0, T ] → R

M ,
M ∈ N with

∂z
∂t

= Δβ(z) + f(z) in Q

β(z) = 0 on ∂Ω × (0, T ],
z(·, 0) = z0 in Ω. (1)

The functions β = (β1, . . . , βM ) and f = (f1, . . . , fM ) are defined as functions

β, f : RM → R
M .

z0 = (z01, . . . , z0M ) : Ω → R
M are the given initial conditions. To illustrate

the nonlinearity of the cross-diffusion problems we write down an example of
Shigesada, Kawasaki and Teramoto [1] for two different components

∂z1
∂t

= Δ[(a1 + b1z1 + c1z2)z1] + (g10 − g11z1 − g12z2)z1,

∂z2
∂t

= Δ[(a2 + b2z2 + c2z1)z2] + (g20 − g21z1 − g12z2)z2, (2)

This model describes the competition of two different populations which influ-
ence each other. ai, bi, ci and gij are non-negative constants (i = 1, 2, j =
0, 1, 2). z1, z2 describe the population density of the species. gi0 is the growth-
rate of the i-th species while gii stands for an intra-specific concurrence value
and gij , i �= j stands for the inter-specific concurrence value.

The obvious time integration scheme, for example used by Chen and Jüngel
[4], is

Zn − Zn−1

τ
= Δβ(Zn) + f(Zn) in Ω,

β(Zn) = 0 on ∂Ω, (3)

where τ is the used time-step. But the time-discretisation (3) means the solution
of a nonlinear equations system

Zn − τΔβ(Zn) − τf(Zn) = Zn−1

in every time-step.
The scheme (3) is applicable but there some disadvantages like very huge

non-symmetric matrices because of the necessary spatial discretisation which
will discussed a bit later. To overcome the named problems Murakawa [2] devel-
oped an approximative time integration scheme for the solution of cross-diffusion
problems of type (1). This algorithm should be discussed in the next sections.
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2 Murakawas Method

We consider the discretisation of the time interval [0, T ] with the time-step τ =
T/NT , NT ∈ N. Instead of a straight-forward Euler-backward method Murakawa
proposed the following linear scheme

Un − τ

μ
ΔUn = β(Zn−1) +

τ

μ
f(Zn−1) in Ω,

Un = 0 on ∂Ω, (4)
Zn := Zn−1 + μ(Un − β(Zn−1)) in Ω.

μ is a free parameter which can be used to optimise the method. U is an approx-
imation of β(Z). Zn is an approximation of z(·, nτ).

There are also other boundary conditions than the second line of (4) possi-
ble, for example homogeneous or inhomogeneous Neumann boundary conditions.
The advantage of the scheme (4) consists in the very friendly equation for the
solution of Un which is elliptic and leads after the spatial discretisation to a
linear equation system with a positiv-definite coefficient matrix.

3 Some Mathematical Properties of the Scheme (4)

With the choice of appropriate Hilbert-spaces it is possible to formulate (4) in a
weak form. Murakawa proved the existence of weak solutions U and Z and if we
interpret these solutions as piece-wise constant interpolations during the time
the following proposition holds. The main assumptions on the initial value and
the functions β and f are

(1) β is Lipschitz-continuous with β(0) = 0
(2) f is Lipschitz-continuous
(3) There is a constant a > 0 with

M∑

i=1

((βi(ξ) − βi(η))(ξi − ηi) ≥ a|ξ − η|2

for a.e. ξ, η ∈ R
M

(4) It should be z0 ∈ L2(Ω)M

With (1) to (4) the main assumptions of the propositions of convergence and
stability of the discussed methods are valid. The conditions (1) and (3) guarantee
the parabolicity of the above noted cross-diffusion system. In the following should
only mentioned some basic results of the method.

Theorem 1. We have for the weak solution z ∈ L2(Ω)M the global error

E := ||β(z) − U||L2(Ω)M + ||
∫ t

0

(β(z) − U)dt||L∞(0,T ;H−1(Ω))M

+||z − Z||L∞(0,T ;H−1(Ω))M
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and the estimation

z ∈ L2(Ω)M −→ E + ||z − Z||L2(Q)M = O(
√

τ)

z ∈ L2(Ω)M −→ E + ||z − Z||L2(Q)M = O(τ)

This means convergence and stability.
To prove this theorem one need several lemmata and theorems of the theory

of Hilbert- and Sobolev-spaces (compactness and imbedding theorems) which
can found in the papers of Murakawa [2,3].

To get an idee of finding a good choice of the parameter μ we consider the
equivalent formulations of (1) and (4)

1
β′(z)

∂β(z)
∂t

= Δβ(z) + f(z)

∂z
∂t

=
1

β′(z)
∂β(z)

∂t

and

μ
Un − β(Zn−1)

τ
= ΔUn + f(Zn−1),

Zn − Zn−1

τ
= μ

Un − β(Zn−1)
τ

If we compare the continuous and the time-discrete system we find that

μ ≈ 1
β′(z)

is a good choice. But the choice of μ can and should also be supported by
numerical experiments.

4 Discretisation of (3) and (4) in Space

We use a finite-volume method for the spatial discretisation. This means we
consider the balance of the fluxes on the boundary of finite volumes, in a number
K 1d finite intervals and in 2d finite cells. Therefore we discretise Ω by a union
of finite cells ωj

Ω = ∪j=1ωj , ωj ∩ ωi = N, measure of N equals zero.

For example by balancing the equations (4) over ωj we get a system of K equa-
tions of type

Un
j − τ

μ
ΔhUn

j = β(Zn−1
j ) +

τ

μ
f(Zn−1

j ) j = 1, . . . ,K,

Zn
j := Zn−1

j + μ(Un
j − β(Zn−1

j )) j = 1, . . . , K, (5)
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where we closed the system by including the boundary conditions.
Δh is a finite approximation of the Laplacian Δ. In the finite volume dis-

cretisation method the discretisation of a diffusion term Δu is done as follows.
We start with the integral balance

∫

Ω

Δudv

and ∫

Ω

Δudv =
K∑

j=1

∫

ωj

Δudv

is obvious. Now we use the theorem of Gauß-Ostrogradski (divergence-theorem)
to move to flux integrals

∫

ωj

Δudv =
js∑

s=1

∫

γjs

∇u · nγjs
d∂γjs (6)

where js is the number of boundary pieces γjs of the finite-volume/cell ωj .
The fluxes or directional derivatives ∇u · nγjs

are now approximated by finite
differences of values of the u-values in the cell-centers. In the case of simple
structured grids the cells are rectangles and the number of boundary parts of
all cells are equal to 4. The sum of the right side of (6) together with the
approximated fluxes is the finite approximation of Δu.

For the Euler-backward time integration method we get, starting from (3)

Zn
j − Zn−1

j

τ
= Δhβ(Zn

j ) + f(Zn
j ) j = 1, · · · ,K, (7)

(also by closing the system by using the boundary information). The term
Δhβ(Zn

j ) is more complicated as the corresponding term ΔuUn
j .

We have to mention that in the 1d case or in the case of structured equidistant
grids in 2d problems the finite-volume method is very close to finite-difference
methods.

5 Solution Methods for the Linear Equations (5) and the
Non-linear Systems (7)

The linear systems (5) are solved by iterative Krylov-space methods or by direct
methods (Gauß). For the nonlinear systems (7) we use the Trust-Region-Dogleg-,
the Trust-Region- and the Levenberg-Marquard-Algorithm. We took these algo-
rithms given by Matlab or Octave. The non-linear algorithms are realised by the
fsolve-command und the linear solution one get by the backslash-command.

But during our numerical experiments we observed, that the ressources of
Matlab or Octave are not good enough to solve problems with very fine spatial
discretisations.
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6 Numerical Experiments - 1d

The following 1d- and 2d-examples are part of the master-thesis [5], where one
can find a lot of other instructive numerical examples.

First we considered a 1d examples with 2 species (M = 2). To recognise the
functions β and f we state the relevant equation system

∂z1
∂t

= Δ[(a1 + b1z1 + c1z2)z1] + (g10 − g11z1 − g12z2)z1,

∂z2
∂t

= Δ[(a2 + b2z2 + c2z1)z2] + (g20 − g21z1 − g12z2)z2,

Based on this system we define 3 test-examples. The first one reads as

∂z1
∂t

= Δ[(0, 04 + 0, 04αz2)z1] + (2, 8 − 1, 1z1 − z2)z1,

∂z2
∂t

= Δ[(0, 04 + 2αz1)z2] + (3, 0 − z1 − 1, 1z2)z2, (8)

We work with α = 1. For α = 0 the initial value (z1, z2) = ( 8
21 , 50

21 ) gives a stable
steady state solution. Therefore we use the initial value

z1(x, 0) =
8
11

+
8
11

R/100

z2(x, 0) =
50
11

+
50
11

R/100

where R ∈ R is an equally distributed random number of the interval (0, 1). As Ω
we use in this 1d example the unit interval. For all species we use homogeneous
Neumann boundary conditions.

Space grid size h τ = 2−5

(linear)
τ = 2−5

(nonlinear)
τ = 2−7

(linear)
τ = 2−7

(nonlinear)

1/8 0,14 7,57 4,28 21,15

1/16 0,25 11,77 8,00 36,44

1/32 0,49 16,48 15,44 66,37

1/64 0,95 63,27 30,47 249,51

1/128 1,90 241,09 60,61 958,09

1/265 3,83 970,58 121,92 3913,63

This table shows the computational times to reach a steady state solution (on a
quad core personal computer, the times can be proportional scaled to computers
with higher performance). For the solution with the linear algorithm we got
a linear growth of the times with respect to the used grid refinement. On the
other hand the growth of the computational times of the nonlinear algorithm is
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exponential. The influence of μ in this example was not significant. We used for
all species μ = 1.

As a second 1d example we consider the cross-diffusion system

∂z1
∂t

= Δ[(10−5 + 10−2z1 + 10−1z2)z1] + (2, 8 − 1, 1z1 − z2)z1,

∂z2
∂t

= Δ[(10−5 + 102z1 + 10−2z2)z2] + (3, 0 − z1 − 1, 1z2)z2, (9)

As initial conditions we use

z1(x, 0) =
8
11

(1 − 0, 1 exp(−x2))

z2(x, 0) =
50
11

(1 + 0, 1 exp(−x2))

for x ∈ (0, 1). Homogeneous Neumann boundary conditions are used. For the
first species we use μ = 7 and or the second one μ = 0.03.

The computational times for the solution of the second 1d example are similar
to those of the first example.

As a third 1d example we consider the equation system

∂zi

∂t
= Δβi(z) + didiv(zi∇p) in Ω

∂βi(z)
∂ν

+ dizi
∂p

∂ν
= 0 on ∂Ω × (0, T ),

zi(·, 0) = z0i in Ω (10)

with βi(z) = (ai + bizi + cizj)zi for (i, j) ∈ {(1, 2), (2, 1)}, p(x) = 1.5(x − 0.5)2,
z10 = 10, z20 = 20. In this example we use Ω =]0, L[=]0, 3[ and ]0, T ] =]0, 10].

As a discretisation of the system (10) we use the finite difference or finite
volume method resp. The coefficients ai = ci = di = 1 are fixed. For the coef-
ficients bi we use the values 0 and 0.1. The spatial discretisation parameter is
h = L/NX where NX + 1 = 301 is the number of mesh points. The time-step
parameter is τ = 10−3 and NT = T/τ is the number of time-levels. For μ we
used the value 10−3.

Let Zj,n
i be the numerical approximation of zi(jh, nτ). For the numerical

solution {Zj,n−1
i }i=1,2,j=0,...,N , (n = 1, . . . , NT ), is to solve

U j,n
i − τ

μh2
(U j+1,n

i − 2U j,n
i + U j−1,n

i )

−diτ

2h
(U j+1,n

i − U j−1,n
i )px(jh) − diτU j,n

i pxx(jh)

= βi(Zj,n−1) +
diτ

2μh
(Zj+1,n−1 − Zj−1,n−1 − μβi(Zj−1,n−1))px(jh)

+
diτ

μ
(Zj,n−1 − μβi(Zj,n−1))pxx(jh),

U−1,n
i − U1,n

i

2h
− di(Z0,n−1 − μ(U0,n

i − βi(Z0,n−1)))px(0) = 0,
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UNX+1,n
i − UNX−1,n

i

2h
+ di(ZNX ,n−1 − μ(UNX ,n

i − βi(ZNX ,n−1)))px(L) = 0,

to get with {U j,n
i }i=1,...,M, j=0,...,NX

the U -values at the new time-level n. After
that we compute with

Zj,n
i = Zj,n−1

i + μ(U j,n
i + βi(Zj,n−1)

the values {Zj,n
i }i=1,2, j=−1,...,NX+1 at the new time-level.

Fig. 1. 1d solution, 3rd example, first (left) and second (right) species, with bi = 0

Fig. 2. 1d solution, 3rd example, first (left) and second (right) species, with bi = 0, 1

The results showed in Figs. 1 and 2 represent the steady states. The compu-
tations were finished when the condition

max
0<j<NX

|Zj,n − Zj,n−1|
|Zj,n−1| < 10−5 (11)
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was fulfilled.
In the 4th example we considered the same model (9) as in the 3rd one.

We consider large diffusion coefficients ai compared to bi. The coefficients bi =
0, 001, ci = di = 1 are fixed. The Figs. 3 and 4 show the results for ai = 10 and
ai = 100.

Fig. 3. 1d solution, 4th example, first (left) and second (right) species, with ai = 10

Fig. 4. 1d solution, 3rd example, first (left) and second (right) species, with ai = 100

The steady states are reached if the condition (11) was fulfilled.

7 Numerical Experiments - 2d

For the 2d experiments we consider

∂z1
∂t

= Δ[(0, 04 + 0, 04z2)z1] + (2, 8 − 1, 1z1 − z2)z1,

∂z2
∂t

= Δ[(0, 04 + 2z1)z2] + (3, 0 − z1 − 1, 1z2)z2, (12)
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on Ω = (0, 1)2. As initial conditions we use

z1(x, y, 0) =
8
11

+
8
11

R/100

z2(x, y, 0) =
50
11

+
50
11

R/100

with the above described random number R.
In the following table we compare the computational times of the linear and

nonlinear methods for the 2d example. We used an equidistant discretisation.

Grid size hx = hy Linear algorithm Nonlinear algorithm

1/4 0,03 0,63

1/8 0,14 8,57

1/16 0,45 151,99

1/32 1,80 1850,22

1/64 7,45 29405,92

As a second 2d example we consider the cross diffusion system

∂z1
∂t

= Δ[(10−5 + 10−2z1 + 10−1z2)z1] + (2, 8 − 1, 1z1 − z2)z1,

∂z2
∂t

= Δ[(10−5 + 102z1 + 10−2z2)z2] + (3, 0 − z1 − 1, 1z2)z2, (13)

with the initial conditions

z1(x, y, 0) =
8
11

(1 − 0, 1 exp(−(x2 + y2)))

z2(x, y, 0) =
50
11

(1 + 0, 1 exp(−(x2 + y2))).

We follow the solution in the time during S = [ 3τ ]1 time steps. We use an
equidistant discretisation hx = hy = 1

64 and τ = 2−6. The solution of this
problem faults with the use of the μ-values of the second 1d example (μ1 = 7
for the first species and μ2 = 0, 03 for the second one).

Here we investigate the behaviour of the nonlinear method for different values
of μ1, namely μ1 ∈ {0, 03, 0, 5, 1, 2, 5}.

The following Figs. 5, 6, 7 and 8 show that there will be a influence of μ to
the time position of the solution. The figures show that small values of μ show
results, which are closer to the wanted steady state.

1 The function [q] gives the largest integer back, which is less than q.
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Fig. 5. 2d solution, first and second species, with μ = 2, 5

Fig. 6. 2d solution, first and second species, with μ = 1, 0

8 Resumee

First of all we have to note, that it is very useful to have linear time-integration
schemes to approximate cross-diffusion systems. Thus we can save a lot of com-
putational time compared to nonlinear systems coming from implicit Euler-
backward discretisation. Especially the growth of the computational time with
respect to the spatial grid refinement of the linear scheme is significantly slower
then the time growth of the nonlinear scheme.

The analysis of the test examples in which occur convergence and stability
problems during the numerical solution shows that this is the case if we have
a very strong cross-diffusion, which results in weakening the parabolicity of the
system.

The choice of the parameter μ is also a crucial point with respect to time-
truth of the numerical solution. The choice of appropriate time and space dis-
cretisation parameters, τ and h, must be further investigated. Especially the
space grid resolution must be fine enough to resolve fine-scale properties of the
solution in case of complicated initial distributions of the species.

If we are only interested in steady state solutions the choice of μ has no
influence. Certain choices of different μ values falsify the time of the modeled
process on the other hand, i.e. for different values of μ the solutions after a
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Fig. 7. 2d solution, first and second species, with μ = 0, 5

Fig. 8. 2d solution, first and second species, with μ = 0, 03

certain time-step n (that is t = nτ) differ. The use of different μ values faster
the modeled process or slowed down the process.

At the end our experiences with linear time discretisation scheme are very
promising. But there must still investigate applicable rules for the choice of the
time and space discretisation parameters and the choice of the free parameter μ.
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Abstract. This paper concentrates on low-cost heuristics for profile
reduction. Low-cost methods for profile reduction are mainly heuris-
tic in nature and based on graph-theoretic concepts. The contribution
of this paper is twofold. Firstly, the paper includes a section involving
a numerical examination of the current state-of-art metaheuristic and
graph-theoretic methods for matrix profile reduction. With the support
of extensive experiments, this paper shows that the metaheuristic-based
algorithm is capable of reducing the profile of some matrices where the
other algorithms do not perform well, but on average, the profile reduc-
tion obtained is similar for these algorithms, whereas the metaheuristic-
based algorithm takes seven orders of magnitude more running time.
These high execution times make the metaheuristic-based algorithm a
noncontender for sparse matrix factorization and related problems. Sec-
ondly, this paper experimentally evaluates a hybrid algorithm based on
the MPG and NSloan heuristics. This paper also evaluates the new
hybrid heuristic for profile reduction when applied to matrices arising
from two application areas against the most promising low-cost heuris-
tics for solving the problem. The results obtained on a set of standard
benchmark matrices show that the new hybrid heuristic method does not
compare favorably with existing low-cost heuristics for profile reduction
when applied to large-scale matrices.

Keywords: Profile reduction · Sparse matrices · Graph labelling ·
Combinatorial optimization · Graph theory · Search methods ·
Reordering algorithms · Renumbering · Ordering · Graph algorithm ·
Permutation of sparse matrices

1 Introduction

The solution of linear systems composed of large-scale sparse matrices is one
of the most relevant computational kernels in scientific computing. Specifically,
c© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 25–36, 2019.
https://doi.org/10.1007/978-3-030-24289-3_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_3&domain=pdf
https://doi.org/10.1007/978-3-030-24289-3_3


26 S. L. Gonzaga de Oliveira et al.

the solution of many real-world and applied problems in science and engineer-
ing (e.g., thermal and model reduction problems) reduces to solving large-scale
sparse linear systems. The solution of large-scale sparse linear systems is usually
a part of the numerical simulation that demands a high computational cost in
execution times and memory requirements. Thus, the study to reduce the com-
putational cost of solving linear systems composed of large-scale sparse matrices
is a significant topic in numerical mathematics because of its importance in many
numerical simulations.

Iterative linear system solvers that handle large-scale sparse matrices tend to
suffer from poor memory performance because of the inefficient use of cache if
they do not consider the order of how to process the matrix rows and columns.
Simulations can generally gain substantial improvements in execution costs by
accessing data with an appropriate order (e.g., [2,4,6,9,10]). Thus, the simu-
lation should adequately label the vertices (of the sparse graph corresponding
to a sparse matrix) so that data associated with adjacent vertices tend to be
stored in nearby memory locations to improve cache hit rates. Therefore, spatial
locality (a cache block brings in variables that the near future computation will
use) should be considered an essential aspect when designing a new algorithm.

An appropriate vertex numbering is desirable to guarantee that the associ-
ated coefficient matrix will have a small profile for the low-cost solution of large
and sparse linear systems, and to reduce the memory requirements of a linear
system, depending on the data structure used. Thereby, the use of heuristics
for profile reduction is a way of designing an application to return a sequence
of graph vertices with spatial locality. The matrix profile reduction also favors
direct methods for solving linear systems. Reordering rows and columns of sparse
matrices also contributes to improving the arithmetic intensity of the sparse
matrix-vector multiplication [21], which is the most critical aspect in the kernel
of the conjugate gradient method [11,14]. As a consequence, the resulting linear
system is much easier to compute than the original linear system, even when the
linear system is composed of multiple right-hand side vectors [9]. Thus, heuristics
for profile reduction are used to obtain low processing and small storage costs
for solving large sparse linear systems.

The profile reduction is also crucial for increasing the effectiveness of data
structures to represent large-scale matrices, such as applications that use the
skyline data structure [7]. Another area where reordering rows and columns of
sparse matrices is of fundamental importance is in serial and parallel adaptive
mesh refinement. As the mesh is adapted, sparsity changes dynamically and
reordering should be employed [3].

Heuristics for profile reduction belong to a family of renumbering algorithms
that place nonzero coefficients of a sparse matrix close to the main diagonal. Let
A = [aij ] be an n × n symmetric matrix associated with a connected undirected
graph G = (V,E) where V and E are sets of vertices and edges, respectively.
The profile of a matrix A is defined as profile(A) =

∑n
i=1[βi] where βi =

i − min
1≤j≤i

[j | aij �= 0] and aii �= 0.
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The profile minimization problem is a well known NP-hard [15] computa-
tional search problem studied for over a half-century. The reason is that it is
related to a vast range of scientific and engineering application areas. Thus,
practitioners have proposed a wide variety of heuristic methods for reordering
the rows and columns of a sparse matrix to reduce its profile (see [1,10] and ref-
erences therein). Since this is an intense field of research, practitioners continue
to devote efforts to developing heuristics for profile reductions that are capable
of reducing the profile of the instances to a considerable extent (e.g., see [17]).

Metaheuristic approaches are common alternatives to graph-theoretical opti-
mization techniques in several fields. Specifically, metaheuristic-based heuristics
for profile optimization have been proposed recently (see [17] and references
therein). Palubeckis [17] provides a list of applications that require the solu-
tion of the profile reduction problem where runtime is not a critical issue. Thus,
these applications may apply a metaheuristic algorithm for profile optimiza-
tion. In the case of a heuristic for profile reduction applied as a preprocessing
step while solving linear systems, however, there has been a limited exploration
of such techniques mainly because the heuristics for this problem must reach
low computational costs. In general, computational costs (time and space) of
metaheuristic-based heuristics for profile optimization are impractical when the
objective is to accelerate a linear system solver [1,8–10].

This paper focuses on the group of applications based on sparse matrix fac-
torization and related problems so that the experiments conducted here evaluate
low-cost (time and space) heuristics for profile reductions against the state-of-
the-art metaheuristic-based algorithm for this problem [17]. Apart from substan-
tially reducing the profile, a heuristic must also achieve low computational costs,
i.e., it can neither be slow nor show large memory requirements. To provide more
specific details, an adequate vertex labeling of a graph corresponding to a matrix
contained in a linear system may reduce the computational times of a (possibly
preconditioned) linear system solver, such as the conjugate gradient method [6]
(as previously mentioned, by improving cache hit rates [2,4]). Additionally, the
profile reductions obtained by a reordering algorithm are not directly propor-
tional to the computational time reduction of solving linear systems. Moreover,
the objective is to minimize the total computing time of the simulation including
the preprocessing time required by the reordering heuristic, at least when only
a single linear system is to be solved [10]. Therefore, a vertex labeling algorithm
must perform at low-cost [9].

This paper evaluates a modified heuristic against the Sloan’s [19], MPG [16],
NSloan [13], Sloan-MGPS [18], and Hu-Scott [12] heuristics. The new heuristic
for profile reduction is a hybrid algorithm of the MPG [16] and NSloan [13]
heuristics. This paper also compares the profile results obtained by these low-
cost heuristics with the state-of-the-art metaheuristic-based algorithm for profile
reduction [17].

Section 2 describes the heuristics evaluated in this computational experiment
and states a modified heuristic for profile reduction. Section 3 describes how this
paper conducted the tests in this computational experiment. Section 4 shows the
experimental results. Finally, Sect. 5 addresses the conclusions.
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2 Related Work

Sloan [19] proposed one of the most important heuristics in this field. His
heuristic is still one of the most widely used reordering algorithm for reduc-
ing the profile size of sparse matrices (e.g., [1,9,10,13,16,18]). The reason is
that it is inexpensive (in terms of execution times and storage costs) and gener-
ates quality solutions. Sloan’s heuristic [19] employs two weights in its priority
scheme in order to label the vertices of the instance: w1, associated with the
distance d(v, e) from the vertex v to a pseudo-peripheral (target end) vertex
e that belongs to the last level of the level structure rooted at a starting ver-
tex s, and w2, associated with the degree of each vertex. The priority function
p(v) = w1 · d(v, e) − w2 · (deg(v) + 1) employed in Sloan’s heuristic [19] presents
different scales for both criteria. The value of deg(v) + 1 ranges from 1 to m + 1
(where m = max

v∈V
[deg(v)] is the maximum degree found in the graph G = (V,E)),

and d(v, e) ranges from 0 (when v = e) to the eccentricity �(e) (of the target end
vertex e).

The MPG [16], NSloan [13], and Sloan-MGPS [18] heuristics are based on
Sloan’s heuristic [19]. Specifically, the Sloan-MGPS heuristic [18] is essentially
the Sloan’s heuristic [19] with the starting and target end vertices given by
an algorithm named modified GPS [18] instead of using the original Sloan’s
algorithm for finding these two pseudo-peripheral vertices.

The MPG heuristic [16] employs two max-priority queues: t contains vertices
that are candidate vertices to be labeled, and q contains vertices belonging to
t and also vertices that can be inserted to t. Similarly to Sloan’s heuristic [19]
(and its variations), the current degree of a vertex is the number of adjacencies
to vertices that neither have been labeled nor belong to q. A main loop performs
three steps. First, a vertex v is inserted into q in order to maximize a specific
priority function. Second, the current degree cdeg(v) of each vertex v ∈ t is
observed: the algorithm labels a vertex v if cdeg(v) = 0, and the algorithm
removes from t a vertex v (i.e., t ← t−{v}) if cdeg(v) > 1. Third, if t is empty, the
algorithm inserts into t each vertex u ∈ q with priority pu ≥ pmax(q) − 1 where
pmax(q) returns the maximum priority among the vertices in q. The priority
function in the MPG heuristic is p(v) = d(v, e) − 2 · cdeg(v).

Kumfert and Pothen [13] normalized the two criteria used in Sloan’s algo-
rithm with the objective of proposing the Normalized Sloan (NSloan) heuristic
[13]. These authors used the priority function p(v) = w1 ·d(v, e)−w2 ·�d(s, e)/m�·
(deg(v) + 1).

Regarding Sloan’s [19], NSloan [13], and Sloan-MGPS [18] heuristics, this
paper established the two weights as described in the original papers. When the
authors suggested more than one pair of values in the original papers, exploratory
investigations were performed to determine the pair of values that obtains the
best profile results [10]. Thus, the two weights are assigned as w1 = 1 and w2 = 2
for Sloan’s and Sloan-MGPS [18] heuristics, and as w1 = 2 and w2 = 1 for the
NSloan heuristic [13].

In addition to the four low-cost heuristics for profile reductions selected from
reviews of the literature [9,10], this paper evaluates a modified MPG heuristic



An Experimental Analysis of Heuristics for Profile Reduction 29

in this paper. The new heuristic for profile reduction is essentially a hybrid
of the MPG [16] and NSloan [13] heuristics. Specifically, the new heuristic is
based on the MPG heuristic [16] in conjunction with the normalized scheme
proposed by Kumfert and Pothen [13]. This heuristic uses the priority function
p(v) = d(v, e) − 2 · d(s, e)/max

v∈V
[deg(v)] · (cdeg(v)). This paper refer to this new

heuristic as the NMPG heuristic.
The Hu-Scott heuristic [12] is a multilevel algorithm that uses a maximal

independent vertex set for coarsening the adjacency graph of the matrix and
Sloan-MGPS heuristic [18] on the coarsest graph. This paper also analyzes the
results yielded by the state-of-the-art metaheuristic algorithm for profile reduc-
tion [17] against five low-cost heuristics. The MSA-VNS heuristic is a hybrid
algorithm based on the multi-start simulated annealing (MSA) algorithm along
with the Variable Neighborhood Search (VNS) metaheuristic [17].

3 Description of the Tests

This paper divides the experiments into two main parts. The first part of the
experiments compares the results of five low-cost heuristics for profile reduc-
tions with the results obtained by the MSA-VNS heuristic [17]. Palubeckis [17]
compared the results of his heuristic with the results of the previous state-of-the-
art metaheuristic algorithms for profile reduction when applied to two groups of
matrices: 38 (ranging from 24 to 292 vertices) and 39 matrices (ranging from 307
to 2,680 vertices). The SuiteSparse matrix collection [5] contains these matrices.
Since the matrices of the first group are too small for today’s standards, this
paper uses the 39 matrices of the second group to compare the six heuristics
evaluated in this computational experiment.

Palubeckis [17] implemented his heuristic in the C++ programming language,
and performed his experiments on a workstation containing an Intel R© CoreTM

2 Duo CPU running at 3.0 GHz. To provide a reasonable comparison of the
running times, we performed the executions of the five low-cost heuristics for
profile reductions evaluated here on a workstation containing an Intel CoreTM 2
Duo CPU running at 2.3 GHz (Intel; Santa Clara, CA, United States). Although
the profile reduction heuristics evaluated here are deterministic algorithms, 10
serial runs for each matrix were carried out to obtain average results to mitigate
possible interferences in the execution costs.

This appraisal also employs the C++ programming language to implement
five low-cost heuristics for profile reduction (Sloan’s, MPG, NSloan, Sloan-
MGPS, and NMPG heuristics). The implementations of these five heuristics
for profile reductions appraised here employ binary heaps to code the priority
queues (although the original Sloan’s algorithm [19] used a linked list to code
it). A previous publication [10] shows the testing and calibration performed to
compare the implementations with the ones used by the original proposers of the
four low-cost heuristics (Sloan’s [19], MPG [16], NSloan [13], and Sloan-MGPS
[18]) to ensure that the codes employed here were comparable to the formerly
proposed algorithms.
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A second part of the experiments uses 15 real symmetric matrices contained
in the SuiteSparse matrix collection [5]. We also used the Hu-Scott heuristic [12],
namely the MC73 routine, contained in the HSL [20], in this experiment. We
employed the Fortran programming language to use this routine. The worksta-
tions used in the execution of the simulations with these 15 matrices contained
an Intel R© CoreTM i7-4770 (CPU 3.40 GHz, 8 MB Cache, 8 GB of main memory
DDR3 1.333 GHz) (Intel; Santa Clara, CA, United States). We performed three
sequential runs for each large-scale matrix. The profile reduction depends on the
choice of the initial ordering, and this paper considers the original ordering given
in the instance contained in the SuiteSparse matrix collection [5].

4 Results and Analysis

The first part of the experiments (in Sect. 4.1) compares the profile results of
five low-cost heuristics (Sloan’s, MPG, NSloan, Sloan-MGPS, and NMPG) with
the results of the state-of-the-art metaheuristic algorithm for profile reduction
(i.e., the MSA-VNS heuristic [17]) when applied to instances ranging from 307
to 2,680 vertices. These experiments show that the MSA-VNS heuristic yields
better profile results than the five other heuristics evaluated do, at much higher
execution costs. Thus, the second part of the experiments (in Sect. 4.2) shows
the results of six low-cost heuristics for profile reductions (i.e., including the Hu-
Scott heuristic) when applied to 15 instances ranging from 19,994 to 1,228,045
vertices [up to 47,851,783 edges (or nonzero coefficients)].

4.1 Comparison of the Results Obtained Using State-of-the-Art
Metaheuristic Algorithm Against Five Low-Cost Heuristics

Tables 1 and 2 show the characteristics of the instance (name, size, original
profile (profile0)) and the average values of profile obtained when using six
heuristics applied to reduce the profile of 39 small matrices. Figure 1 shows that
the MSA-VNS heuristic [17] obtains better profile reductions than the five other
heuristics evaluated do in this computational experiment. The figure shows that
the MSA-VNS heuristic achieves much higher profile rate reduction than the five
other heuristics included in this appraisal when applied to some instances (e.g.,
can445, bcsstk20, can634, dwt869). Additionally, the MSA-VNS heuristic [17]
reduced the profile of the gr 30 30 and instances nos3, whereas, in general, the
five other low-cost heuristics increased the profiles of these two instances. On
the other hand, Fig. 1 shows that in general the profile rate reduction obtained
by the six heuristics evaluated are similar.

Figure 2 (in line charts for clarity) shows that the executions costs of the
MSA-VNS heuristic is much higher than the five other heuristics for profile reduc-
tion evaluated here. The experiments conducted here reveal that the MSA-VNS
heuristic [17] achieved its results with a higher processing cost of at least seven
magnitudes in relation to the five other heuristics evaluated. For example, Sloan’s
[19], NSloan [13], Sloan-MGPS [18], MPG [16], and NMPG heuristics computed
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Table 1. Results of six heuristics applied to reduce the profile of 26 instances contained
in the SuiteSparse matrix collection [5]. Palubeckis [17] obtained the results of the MSA-
VNS heuristic (times in seconds) in simulations performed on an IntelR© CoreTM 2 Duo
running at 3.0 GHz [17]. The five other heuristics (times in milliseconds) were executed
on a machine containing an IntelR© CoreTM 2 Duo running at 2.3 GHz. (Continued on
Table 2.)

Matrix Result profile0
/size

MSA-
VNS (s)

SLOAN-
MGPS (ms)

MPG
(ms)

SLOAN
(ms)

NSLOAN
(ms)

NMPG
(ms)

dwt307 profile 7825 6172 6842 6883 6813 6842 6883

time (s) 307 266.2 0.017 0.042 0.004 0.011 0.044

dwt310 profile 2696 2630 2661 2657 2658 2641 2666

time (s) 310 42.5 0.009 0.037 0.004 0.006 0.039

dwt346 profile 8708 5788 6214 6189 6191 6214 6189

time (s) 346 272.5 0.019 0.056 0.006 0.012 0.059

dwt361 profile 5084 4631 4706 4755 4699 4706 4758

time (s) 361 181.3 0.012 0.038 0.004 0.008 0.040

plat362 profile 45261 8206 8517 8517 8511 8517 8517

time (s) 362 276.8 0.019 0.071 0.006 0.012 0.076

lshp406 profile 13224 5955 6282 6203.2 6260 6194 6191

time (s) 406 114.7 0.017 0.055 0.005 0.011 0.058

dwt419 profile 39726 6073 6794 6714 6836 6794 6714

time (s) 408 268.3 0.044 0.096 0.008 0.028 0.102

bcsstk06 profile 14691 12829 13771 13870 13691 13771 13870

time (s) 419 270.6 0.019 0.068 0.006 0.012 0.071

bcspwr05 profile 36248 2608 3849 4414 4095 3862 4803

time (s) 420 272.4 0.024 0.090 0.007 0.015 0.098

can445 profile 22321 14199 18035 16511 17295 18035 16511

time (s) 443 276.5 0.016 0.052 0.006 0.011 0.051

nos5 profile 27286 19896 20447 20494 20549 20447 20494

time (s) 445 275.7 0.050 0.083 0.009 0.031 0.087

bcsstk20 profile 4309 2602 3242 3124 3248 3177 3123

time (s) 485 291.1 0.013 0.066 0.007 0.008 0.067

dwt492 profile 33790 2805 2866 2958 2856 2861 2938

time (s) 492 269.1 0.014 0.067 0.007 0.009 0.067

494bus profile 40975 2592 4327 4738 4486 3882 4667

time (s) 494 287.5 0.017 0.046 0.005 0.010 0.045

dwt503 profile 35914 11428 14259 14164 13608 14259 14164

time (s) 503 753.7 0.035 0.081 0.008 0.022 0.087

dwt512 profile 6018 3820 4150 4167 4322 4150 4169

time (s) 512 696 0.022 0.085 0.011 0.013 0.088

lshp577 profile 22816 10035 10625 10499 10607 10488 10469

time (s) 577 457.8 0.028 0.078 0.007 0.018 0.082

dwt592 profile 28805 8816 9697 9580 9871 9177 9437

time (s) 592 576.7 0.027 0.074 0.008 0.017 0.078

dwt607 profile 30008 12431 13856 14470 13825 13856 14470

time (s) 607 739.9 0.042 0.114 0.012 0.026 0.119

can634 profile 68586 25170 38033 33896 34609 38033 33896

time (s) 634 767.1 0.099 0.122 0.014 0.062 0.129

662bus profile 45165 5994 9180 10023 9701 8587.1 10339

time (s) 662 762.4 0.032 0.075 0.006 0.021 0.071

nos6 profile 16229 9095 9095.000 9095.000 9095.000 9095.000 9095

time (s) 675 600.2 0.024 0.060 0.006 0.015 0.063

685bus profile 28621 5993 8547.700 9674.000 8560.000 8912.000 8716

time (s) 685 769.9 0.028 0.078 0.008 0.020 0.076

can715 profile 72423 20280 30423.000 29810.000 30695.000 30423.000 29810

time (s) 715 1697.1 0.078 0.115 0.011 0.049 0.122

nos7 profile 53144 34110 34698.000 35202.000 34473.000 34690.000 35321

time (s) 729 1380.7 0.084 0.127 0.011 0.052 0.132

dwt758 profile 23113 6364 6967.000 6534.000 6983.000 6490.000 6535

time (s) 758 1528.1 0.023 0.090 0.010 0.015 0.095
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Table 2. Results of six heuristics applied to reduce the profile of 13 instances contained
in the SuiteSparse matrix collection. Palubeckis [17] obtained the results of the MSA-
VNS heuristic (times in seconds) in simulations performed on an IntelR© CoreTM 2 Duo
running at 3.0 GHz [17]. The five other heuristics (times in milliseconds) were executed
on a machine containing an IntelR© CoreTM 2 Duo running at 2.3 GHz. (Continued from
Table 1.)

Matrix Result profile0
/size

MSA-

VNS (s)

SLOAN-

MGPS (ms)

MPG

(ms)

SLOAN

(ms)

NSLOAN

(ms)

NMPG

(ms)

lshp778 profile 36284 15652 16630.000 16424.000 16592.000 16399.000 16373

time (s) 778 1364.3 0.046 0.118 0.009 0.027 0.123

bcsstk19 profile 74051 7240 8613.000 8450.000 9250.000 20837.000 22146

time (s) 817 1651.8 0.024 0.126 0.011 0.042 0.122

dwt869 profile 19528 11806 14672.000 14493.000 14918.000 14916.000 15521

time (s) 869 1609 0.040 0.100 0.011 0.027 0.106

dwt878 profile 26055 16903 18967.000 18227.000 18783.000 19522.000 18237

time (s) 878 1606.3 0.047 0.095 0.011 0.032 0.100

gr 30 30 profile 26970 23836 28764.000 26970.000 28664.000 26538.000 26970

time (s) 900 1616.5 0.070 0.098 0.012 0.041 0.104

dwt918 profile 108355 15007 16332.000 15768.000 16852.000 17754.000 19199

time (s) 918 1734.3 0.046 0.144 0.015 0.032 0.147

nos2 profile 3180 1907 1907.000 1910.000 1907.000 1907.000 1910

time (s) 957 1783.7 0.017 0.095 0.011 0.011 0.099

nos3 profile 39101 35916 39673.000 40195.000 39457.000 39673.000 40195

time (s) 960 1739.4 0.067 0.216 0.021 0.042 0.231

dwt992 profile 262306 31620 33013.200 33376.000 32960.000 33012.000 33376

time (s) 992 1678.4 0.053 0.193 0.017 0.034 0.208

dwt1005 profile 121070 29631 33980.000 33413.000 33737.000 33980.000 33413

time (s) 1005 1694.4 0.094 0.162 0.016 0.058 0.171

dwt1007 profile 25786 18880 22852.000 21321.900 22882.000 20184.000 21424

time (s) 1007 1613.5 0.060 0.114 0.015 0.034 0.121

dwt1242 profile 110188 31756 35611.000 36102.000 36377.000 33937.000 39951

time (s) 1242 1727.9 0.090 0.167 0.016 0.056 0.166

dwt2680 profile 587863 82575 87621.000 88130.000 87242.000 90123.000 91656

time (s) 2680 3221.4 0.230 0.389 0.041 0.164 0.406

Fig. 1. Results of six heuristics applied to reduce the profile of 39 instances contained
in the SuiteSparse matrix collection [5].
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the instance dwt2680 (i.e., the largest instance contained in this dataset) in 0.04,
0.16, 0.23, 0.39, and 0.41 ms (in simulations performed on an Intel R© CoreTM 2
Duo running at 2.3 GHz), respectively, whereas the MSA-VNS heuristic com-
puted this instance in more than 3221 s (in simulations performed on an Intel R©

CoreTM 2 Duo running at 3.0 GHz). As an example, Sloan’s heuristic [19] com-
putes an instance composed of 1,228,045 vertices in two seconds.

Fig. 2. Execution times of six heuristics applied to reduce the profile of 39 instances
contained in the SuiteSparse matrix collection. Palubeckis [17] obtained the results of
the MSA-VNS heuristic (times in seconds (s)) in simulations performed on an IntelR©

CoreTM 2 Duo running at 3.0 GHz [17]. The simulations with the five other heuristics
(times in milliseconds (msecs)) were performed on an IntelR© CoreTM 2 Duo running
at 2.3 GHz.

On 34 of the 39 matrices contained in the dataset used here, the MSA-VNS
heuristic [17] delivers smaller profiles than any other previously known profile
reduction algorithm does. While this result is impressive, the MSA-VNS heuristic
is very slow, taking approximately 2n2 milliseconds for a matrix of order n. It is
not practical for larger instances.

The quality and time of the MSA-VNS algorithm may depend on the setting
of its parameters. However, we considered the results provided by its original
publication [17], which are expected to have the best parameters. Since low-cost
heuristics for profile reductions [10] yield in general reasonable profile results at
much lower costs than the state-of-the-art metaheuristic algorithm for profile
reduction [17], Sect. 4.2 concentrates on evaluating six low-cost heuristics for
profile reductions when applied to larger matrices (up to 1,228,045 vertices).

4.2 Results of Six Low-Cost Heuristics for Profile Reductions

This section describes the results of six low-cost heuristics for profile reduc-
tions applied to a dataset comprised of 15 symmetric matrices contained in the
SuiteSparse matrix collection. Table 3 shows the matrix’s name and size, the
value of the initial profile of the instance (profile0), and the average values of
profile obtained when using each heuristic. The same table also highlights the
best profile results.

Table 3 shows that the Hu-Scott heuristic yielded the highest number of best
profile results when applied to symmetric instances originating from thermal (in
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Table 3. Results of six heuristics applied to reduce the profile of 15 symmetric matri-
ces contained in the SuiteSparse matrix collection [5] originating from thermal (four
matrices) and model reduction (11 matrices) problems.

matrix size profile0 Hu-Scott NMPG MPG NSloan Sloan-MGPS Sloan
thermal2 1,228,04553,657,335,080 587,662,601 586,063,633 584,643,264 587,246,981 609,179,419 593,981,740
thermo 204,31610,671,293,780 30,796,587 30,825,327 30,939,618 32,276,780 31,984,980mech dM 28,549,159

thermo 102,158 2,667,823,445 15,346,513 15,412,663 15,446,340 16,109,532 16,021,130mech TC 13,477,995

thermo 102,158 2,667,823,445 15,398,294 15,504,258 15,493,278 16,109,532 15,906,569mech TK 13,372,590

Nr. best results 0 3 0 1 0 0 0
bone010 986,703 8,846,266,758 187,539,3591,471,105,9792,231,282,1921,282,743,7041,687,120,7781,571,237,233
boneS10 914,898 6,345,023,0252,147,483,6473,742,417,5273,742,417,5273,823,790,1633,952,972,8333,890,992,689
boneS01 127,224 331,330,356 245,645,928 320,120,227 302,253,322 330,301,515 320,695,596 308,162,745
filter3D 106,437 260,719,523 68,760,290 86,376,100 87,199,353 95,192,166 98,931,960 97,975,438

rail 79841 79,841 551,148,483 11,968,229 8,910,916 12,851,179 9,830,923 14,398,928 13,732,868
t3dh 79,171 250,243,367 154,218,807 160,795,113 158,470,211 160,944,302 164,226,809 160,693,484

gas sensor 66,917 69,391,231 63,046,780 65,044,792 72,856,073 68,858,703 69,736,475 71,821,911
t3dl 20,360 14,726,265 14,392,289 14,146,144 14,081,961 44,263,732 14,754,577 14,654,390

rail 20209 20,209 60,032,258 1,295,632 1,172,744 1,744,663 1,214,743 1,562,130 1,632,981
LF10000 19,998 49,990 69,988 49,990 49,990 49,990 49,990 49,990
LFAT5000 19,994 84,958 54,978 34,984 34,984 34,984 34,984 34,984
Nr. best results 1 6 4 3 2 2 2

three instances) and model reduction (in six instances) problems. On the other
hand, the same table shows that the MPG heuristic delivered the best profile
result when applied to the highest matrix (thermal2 ) used in this study.

Figure 3 (in line charts for clarity) shows the execution times of the six low-
cost heuristics for profile reductions evaluated. The Sloan and NSloan heuristics
obtained lower execution times than the four other heuristics evaluated. On
average, the Hu-Scott, NMPG, and MPG heuristics obtained similar execution
times.

Fig. 3. Execution times (in seconds) of six heuristics for profile reductions in simula-
tions using 15 symmetric instances contained in the SuiteSparse matrix collection.

5 Conclusions

This computational experiment evaluated five existing low-cost heuristics for
profile reduction (variants of Sloan’s algorithm [19]) along with a new hybrid
heuristic based on the MPG [16] and NSloan [13] heuristics, termed NMPG
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heuristic. This computational experiment also compared the results provided by
a metaheuristic algorithm based on simulated annealing and variable neighbor-
hood search metaheuristics [17] with low-cost heuristics for profile reduction.
As expected, the simulations conducted in this paper show that the state-of-
the-art metaheuristic algorithm for profile reduction [17] reaches better profile
results than low-cost heuristics do at much higher execution costs. Currently, no
metaheuristic-based heuristic for profile reduction exists in the literature that
can successfully reduce the profile of large-scale matrices at a reasonable amount
of time. In this field, scientific and engineering applications apply low-cost heuris-
tics for profile reductions when the computational time is a critical subject. Con-
sequently, in the case of instances of rather large dimensions, a practical option
is to use low-cost heuristics for obtaining satisfactory-quality solutions for prob-
lem instances defined by such matrices. The experiments conducted here were
carried out on several matrices arising from different application domains. The
results show that the metaheuristic algorithm provides better profile results, but
takes a lot more time than graph-theoretic heuristics for profile reduction.

This paper also applied six low-cost heuristics to 15 matrices arising from
thermal and model reduction problems. Numerical experiments show that the
NMPG heuristic provides, in general, further worthwhile gains when compared
with classical heuristics in this field (Sloan’s [19], MPG [16], NSloan [13], Sloan-
MGPS [18]). However, the NMPG heuristic for profile reduction did not perform
better than Hu-Scott heuristic did when applied to matrices arising from the
application domains used here.

The next step in this work is to evaluate low-cost heuristics for profile reduc-
tions implemented using parallel libraries (e.g., OpenMP, Galois, and Message
Passing Interface systems) and in GPU-accelerated computing. Similarly, regard-
ing massively parallel computing, an evaluation of these heuristics implemented
within the Intel R© Math Kernel Library running on Intel R© Xeon R© Many Inte-
grated Core Architecture and Scalable processors is another future step of this
investigation.
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Abstract. The paper investigates the computational features of the
method of initial functions. Its idea is to express the components of the
stress and strain state of an elastic body through initial functions defined
on the initial line (a 2D problem) or surface (a 3D problem). A solution
by the method of initial functions for a linear-elastic orthotropic rect-
angle under plane deformation is constructed. Its implementation when
initial functions are represented by trigonometric functions is given. The
influence of the value of a load harmonic on stable computations is stud-
ied on the example of bending of a free-supported rectangle of average
thickness under the normal load specified on its upper boundary face.
The causes of computational instability of the algorithm of the method
of initial functions are found out. A modified algorithm is presented
to increase twice the limit value of the “stable” harmonic. It is noted
that calculations with a long mantissa should be cardinally performed
to solve the problem of unstable computations. The results of compu-
tational experiments to determine the maximum harmonics for stable
calculations of orthotropic rectangle depending on its relative thickness
and mantissa length are presented. Implementation of the algorithm of
the initial function method and calculations are performed using the
system of analytical calculations Maple.

Keywords: Computational instability · Method of initial functions ·
Orthotropic solid

1 Introduction

Currently, computational methods of mechanics are the main tool for modeling
the behavior of a complex mechanical system. Analytical approaches make it
possible to obtain solutions as the expansion in series of functions most often for
constructions of a simple configuration: a rectangle, a circle, a parallelepiped,
a sphere, etc. For verification of numerical solutions to have such analytical
solutions even for bodies of simple configuration, but made of materials with
complex physicomechanical properties, is a good deal. Finding such solutions
requires not only a high mathematical culture, but sometimes even a simple
guess about the type of solution. However, for some types of configurations,
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there is a universal algorithm for constructing an analytical solution in the form
of trigonometric series – a method of initial functions (MIF).

The history of this method begins with the work of Lur’e [1], in which he pro-
posed a symbolic way of recording the solution of a system of partial differential
equations in displacements of the elasticity theory. The essence of his approach
was that the system of partial differential equations was considered as a system
of ordinary differential equations with respect to one of the variables, and the
differentiation operators with respect to other variables were simply considered
as some symbolic parameters. The solution of this system was obtained as a lin-
ear combination of the unknown functions and their derivatives, defined on the
initial plane z = 0, using singular operators in other variables. In his next works
[2,3], using the solution obtained, he solves the problem of an infinite isotropic
layer loaded on the two bounding surfaces z = const, connecting the unknown
displacements and their derivatives on the initial plane with the loads specified
on these surfaces.

This approach to constructing a solution was not yet the method of initial
functions. The latter was born in the work of Vlasov [4], in which he, using
the symbolic method of recording the solution of A.I. Lur’e, proposed a method
for constructing the solution of the mixed equations of elasticity theory directly
through the components of the stress-strain state defined on the initial plane:
displacements u0, v0, w0 and stresses σ0

z , τ0
yz, τ0

xz. In the matrix-operator form,
this solution can be written as:

U = LU0.

Here U = {u, v, w, σz, τyz, τxz, σx, σy, τxy} is a vector of the stress-strain state
components of the layer, U0 = {u0, v0, w0, σ

0
z , τ

0
yz, τ

0
xz} is a vector of initial

functions defined on the initial plane z = 0 and L is a matrix of operators of the
method of initial functions. In the literature it is called the basic relation of the
method of initial functions.

After the works of Vlasov [5,6] the method of initial functions becomes very
popular among a large community of scientists. The basic relations of the method
of initial functions was obtained for the plane problem of elasticity theory in a
rectangular orthogonal coordinate system [7–10], for the axisymmetric problem
of elasticity theory in a cylindrical orthogonal coordinate system for both an
isotropic continuum and an orthotropic one [11–14]. The problems of bending
multilayer and layered systems with isotropic and orthotropic layers was solved
[15–19]. The method of initial functions was useful in the construction of refined
theories of bending of high beams and thick plates [20,21].

The method of initial functions is a universal method for constructing a
solution in any canonical region of the corresponding coordinate system. The
implementation of the method by trigonometric series can be carried out only in
the form of a computer program. However, in this connection, it should be noted
that one feature of the solutions obtained by the method of initial functions is
their computational instability. To achieve satisfactory accuracy for practice, it
is sometimes necessary to keep members with large harmonics in rows. But the
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calculations by the initial function method at the same time can be performed
with a large error. It depends on the geometric parameters of the calculated area,
for example, the ratio of the sides of the rectangle or parallelepiped, and physi-
comechanical characteristics of the material. The natural way to eliminate the
computational instability of an algorithm is to perform calculations with long
mantissa. The then level of development of both computer technology and pro-
gramming environments did not allow to overcome this drawback of the initial
method functions, which did not allow it to establish itself widely in computa-
tional practice. But attempts to develop stable algorithms were made [22].

Modern computer technology with its high performance and new program-
ming systems, which make it easy to go to calculations with different mantissa
lengths (Maple, Python, Mathematica), makes it possible to implement com-
putational stable algorithm of the initial function method. In this paper the
results of the study of computational stability of the initial functions method
based on the implementation of the algorithm of the method of initial functions
in the system of analytical calculations Maple are presented. All computational
experiments were performed on the example of the analysis of an orthotropic
free-supported rectangle.

2 Theoretical Model

Let’s consider a linearly elastic orthotropic rectangle in Cartesian orthogonal
coordinate system Oxy under plane deformation (see Fig. 1). On the initial line
(x = 0) the loads σp

x = q sin(py), τp
xy = 0, p =

mπ

A
(m is an integer, a harmonic

of the load) are specified.

Fig. 1. A design scheme of an orthotropic rectangle.

In the case of plane deformation the equilibrium equations in displacements
for an orthotropic body in a Cartesian orthogonal coordinate system Oxy in the
absence of mass forces in the operator form can be written as

(
A1,1∂

2
x + A6,6∂

2
y

)
u (x, y) + (A1,2 + A6,6) ∂x∂yv (x, y) = 0,

(A1,2 + A6,6) ∂x∂yu (x, y) +
(
A6,6∂

2
x + A2,2∂

2
y

)
v (x, y) = 0. (1)
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Here u (x, y) , v (x, y) are the displacements along the axis Ox and Oy respec-
tively, Ai,j are elastic constants of the material and symbols ∂x and ∂y are
differential operators with respect to the variables x and y.

According to the algorithm of the MIF the Eq. (1) are considered as ordinary
differential equations with respect to the variable x while the differential operator
∂y is assumed to be a symbolic parameter. The solution of the system of these
equations is searched in the form of linear combinations of the displacements and
the normal and tangential stresses defined on the initial line x = 0 (so called
initial functions)

u(x, y) = L1,1(∂y, x)u0 (y) + L1,2(∂y, x) v0 (y)+
+ L1,3(∂y, x)σ0 (y) + L1,4(∂y, x) τ0

xy (y) ,

v(x, y) = L2,1(∂y, x)u0 (y) + L2,2(∂y, x) v0 (y)+
+ L2,3(∂y, x)σ0 (y) + L2,4(∂y, x) τ0

xy (y) .

(2)

Here Lij(∂y, x) (i = 1, 2, j = 1, . . . , 4) are unknown operator-functions (the MIF
operators) and u0 (y), v0 (y), σ0

x (y), τ0
xy (y) are independent and arbitrary initial

functions.
Substitution (2) to (1) makes it possible to obtain the four systems of two

ordinary differential equations for determining the unknown operator-functions
Lij(∂y, x)

(
A1,1

d2

dx2
+ A6,6∂

2
y

)
L1,j + (A1,2 + A6,6) ∂y

d

dx
L2j = 0,

(A1,2 + A6,6) ∂y
d

dx
L1,j +

(
A2,2∂

2
y + A6,6

d2

dx2

)
L2,j = 0, j = 1, . . . , 4.

(3)

To solve the systems (3) requires to know the initial values of the MIF operators:
their values and the values of their first derivatives at the point x = 0. Assuming
in the representation (2) x = 0 the values of the operators on the initial line are
easily obtained

Li,j(0) = δji (i = 1, 2, j = 1, . . . , 4). (4)

In (4) δji is the Kronecker delta.
To get the values for derivatives with respect to the variable x we use the

Hooke’s generalized law
σx = A1,1εx + A1,2εy,
τxy = A6,6εxy,
σy = A1,2εx + A2,2εy

(5)

and the Cauchy relations

εx =
d

dx
u,

εx = ∂yv,

εxy =
d

dx
v + ∂yu.

(6)
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Substitution (6) into (5) gives the representation of the stress components
through the displacements

σx = A1,1
d

dx
u + A1,2∂yv,

τxy = A6,6
d

dx
v + A6,6∂yu,

σy = A1,2
d

dx
u + A2,2∂yv.

(7)

Evaluating first two equations in (7) at x = 0 and taking into account the
representations (2) the required values of derivatives of the MIF operators are
obtained as

dL1,1

dx

∣
∣
∣
∣
x=0

= 0,
dL1,2

dx

∣
∣
∣
∣
x=0

= −A1,2

A1,1
∂y,

dL1,3

dx

∣
∣
∣
∣
x=0

=
1

A1,1
,

dL1,4

dx

∣
∣
∣
∣
x=0

= 0,

dL2,1

dx

∣
∣
∣
∣
x=0

= −∂y,
dL2,2

dx

∣
∣
∣
∣
x=0

= 0,
dL2,3

dx

∣
∣
∣
∣
x=0

= 0,
dL2,4

dx

∣
∣
∣
∣
x=0

=
1

A6,6
.

(8)

The solution of the systems (3) with initial values (4) and (8) gives the
following values of the MIF operator-functions Li,j (i = 1, 2, j = 1, . . . .4)

L1,1 =
[(−A1,1A2,2 + A2

1,2 + A1,2A6,6 + A1,1A6,6α
2
1

)
cos (α1∂yx)

+
(
A1,1A2,2 − A2

1,2 − A1,2A6,6 − A1,1A6,6α
2
2

)
cos (α2∂yx)

]
/d,

L1,2 = A6,6

[
α2

(−A2,2 − A1,2α
2
1

)
sin (α1∂yx)

+α1

(
A2,2 + A1,2α

2
2

)
sin (α2∂yx)

]
/d,

L1,3 =
[
α2

(−A2,2 + A6,6α
2
1

)
sin (α1∂yx)

+α1

(
A2,2 − A6,6α

2
2

)
sin (α2∂yx)

]
/(∂yα1α2d),

L1,4 = (A1,2 + A6,6) [cos (α1∂yx) − cos (α2∂yx)] /(∂yd), (9)
L2,1 = A6,6

[
α2

(−A1,2 − A1,1α
2
1

)
sin (α1∂yx)

+α1

(
A1,2 + A1,1α

2
2

)
sin (α2∂yx)

]
/(α1α2d),

L2,2 = A6,6

[(
A1,2 + A1,1α

2
1

)
cos (α1∂yx) +

(−A1,2 − A1,1α
2
2

)
cos (α2∂yx)

]
/d,

L2,3 = (A1,2 + A6,6) [cos (α1∂yx) − cos (α2∂yx)] /(∂yd),
L2,4 =

[
α2

(−A6,6 + A1,1α
2
1

)
sin (α1∂yx)

+α1

(
A6,6 − A1,1α

2
2

)
sin (α2∂yx)

]
/(∂yα1α2d).

Here α1 =
√

2d4
d2 − d

, α2 =
√

2d4
d2 + d

, d =
√

d22 − 4d0d4, d0 = A2,2A6,6,

d2 = A1,1A2,2 − 2A1,2A6,6 − A1,2
2, d4 = A1,1A6,6.

Now the operator representations (2) of the displacements with the operators
(9) are fully defined. To use them for analysing elastic structures the type of
initial functions should be specified and then the results of the impact of the
MIF operator-functions on them should be calculated.



42 A. V. Matrosov

Let the initial functions are chosen as trigonometric functions u0 =
u0 sin (py), v0 = v0 cos (py), σ0

x = σ0
x sin (py), τ0

xy = τ0
xy cos (py), p = mπ/A

and the overlined coefficients are real constants. It should define how the MIF
operator-functions impact on the corresponding trigonometric functions:

(Li,1 (∂y, x)) sin (py) , (Li,2 (∂y, x)) cos (py) , (Li,3 (∂y, x)) sin (py) ,

(Li,4 (∂y, x)) cos (py) , i = 1, 2.

To determine the result of impacting of the MIF operator on any function this
operator should be expanded in the power series. Each member of these series will
contain integer power of the symbol ∂y. Then it should perform a differentiation
operation on the variable y of the function so many times what is the degree
of the symbol ∂y. Let’s show how an operator sin (α∂yx) impacts the function
sin (py):

(sin (α∂yx)) sin (py) =

(
∞∑

i=0

(−1)i(α∂yx)2i+1

(2i + 1)!

)

sin (py)

=
∞∑

i=0

(−1)i(αx)2i+1

(2i + 1)!
d2i+1 sin (py)

dy2i+1

=
∞∑

i=0

(−1)i(αx)2i+1

(2i + 1)!
(−1)i(p)2i+1 cos (py)

=
∞∑

i=0

(−1)2i(αpx)2i+1

(2i + 1)!
cos (py) = sinh (αpx) cos (py) .

Using this technique, the results of the impact of all transcendental operators
on the trigonometric functions that compose the MIF operators are presented
below

sin (α∂yx) (sin(py)) = sinh (αpy) cos(py),

sin (α∂yx) (cos(py)) = − sinh (αpy) sin(py),

∂y sin (α∂yx) (sin(py)) = −p sinh (αpx) sin(py),

∂y sin (α∂yx) (cos(py)) = −p sinh (αpx) cos(py),

sin (α∂yx)
∂x

(sin(py)) =
sinh (αpx)

p
sin(py),

sin (α∂yx)
∂x

(cos(py)) =
sinh (αpx)

p
cos(py),

cos (α∂yx) (sin(py)) = cosh (αpx) sin(py),

cos (α∂yx) (cos(py)) = cosh (αpx) cos(py),
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∂y cos (α∂yx) (sin(py)) = p cosh (αpx) cos(py),

∂y cos (α∂yx) (cos(py)) = −p cosh (αpx) sin(py).

After evaluating the impact of the MIF operators on the corresponding
trigonometric functions the displacements u and v will be obtained as expres-
sions depending on hyperbolic functions. Using the Cauchy relations (6), the
stress components will be also expressed through initial functions. Finally the
MIF solution can be written in the matrix form as

U = TLU
0
. (10)

In (10) U = {u, v, σx, σy, τxy} is the vector of the stress-strain state (SSS) com-
ponents, U

0
= {u0, v0, σ0

x, τ
0
xy} is the vector of the coefficients of the initial

functions, T = �sin(py), cos(py), sin(py), sin(py), cos(py)� is a diagonal matrix
of dimensions (5 × 5) and L is a matrix of dimensions (5 × 4) with following
elements:

L1,1 = L3,3 =
[(

A1,1A6,6α1
2 − A1,1A2,2 + A1,2

2 + A1,2A6,6

)
cosh (α1px)

+
(−A1,1A6,6α2

2 + A1,1A2,2 − A1,2
2 − A1,2A6,6

)
cosh (α2px)

]
/d,

L1,2 = −L4,3 = −A6,6

[
α2

(−A1,2α1
2 − A2,2

)
sinh (α1px)

+ α1

(
A1,2α2

2 + A2,2

)
sinh (α2px)

]
/ (α1α2d) ,

L1,3 =
[
α2

(
A6,6α1

2 − A2,2

)
sinh (α1px)

+ α1

(−A6,6α2
2 + A2,2

)
sinh (α2px)

]
/ (α1α2d) ,

L1,4 = −L2,3 = [(A1,2 + A6,6) (cosh (α1px) − cosh (α2px))] / (pd) ,

L2,1 = −L3,4 = A6,6

[
α2

(−A1,1α1
2 − A1,2

)
sinh (α1px)

+ α1

(
A1,1α2

2 + A1,2

)
sinh (α2px)

]
/ (α1α2d) ,

L2,2 = L4,4 = A6,6

[(
A1,1α1

2 + A1,2

)
cosh (α1px)

+
(−A1,1α2

2 − A1,2

)
cosh (α2px)

]
/d,

L2,4 =
[
α2

(
A1,1α1

2 − A6,6

)
sinh (α1px)

+ α1

(−A1,1α2
2 + A6,6

)
sinh (α2px)

]
/ (α1α2d) ,
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L3,1 = −p
{
α2

[−A1,2
2A6,6 + α1

2
(
A1,1

2A2,2 − A1,1A1,2
2 − 2A1,1A1,2A6,6

) −
+ α1

4A1,1
2A6,6

]
sinh (α1px)

+α1

[
A1,2

2A6,6 + α2
2
(−A1,1

2A2,2 + A1,1A1,2
2 + 2A1,1A1,2A6,6

)

+ α2
4A1,1

2A6,6

]
sinh (α2px)

}
/ (α1α2d) ,

L3,2 = −L4,1 = −pA6,6

(−A1,1A2,2 + A1,2
2
)
(cosh (α1px) − cosh (α2px)) /d,

L4,2 = −pA6,6
2
[
α2

(−A1,1α1
4 − 2A1,2α1

2 − A2,2

)
sinh (α1px)

+α1

(
A1,1α2

4 + 2A1,2α2
2 + A2,2

)
sinh (α2px)

]
/ (α1α2d) ,

L5,1 = −p {α2 [−A1,2A2,2A6,6

+ α1
2
(
A1,1A1,2A2,2 − A1,1A2,2A6,6 − A1,2

3 − A1,2
2A6,6

)

− A1,1A1,2A6,6α1
4
]
sinh (α1px)

+ α1

[
A1,2A2,2A6,6 + α2

2
(−A1,1A1,2A2,2 + A1,1A2,2A6,6 + A1,2

3 + A1,2
2A6,6

)

+A1,1A1,2A6,6α2
4
]
sinh (α2px)

}
/ (α1α2d) ,

L5,2 = −pA6,6

(
A1,1A2,2 − A1,2

2
) (

α1
2 cosh (α1px) − α2

2 cosh (α2px)
)
/d,

L5,3 = A6,6

((
A1,2α1

2 + A2,2

)
cosh (α1px) +

(−A1,2α2
2 − A2,2

)
cosh (α2px)

)
/d,

L5,4 = − [
α2

(−A2,2A6,6 +
(
A1,1A2,2 − A1,2

2 − A1,2A6,6

)
α1

2
)
sinh (α1px)

+ α1

(
A2,2A6,6 +

(−A1,1A2,2 + A1,2
2 + A1,2A6,6

)
α2

2
)
sinh (α2px)

]
/ (α1α2d) .

How to analyse the mechanical problem with the MIF solution (10)? Usually the
initial line is associated with one of the boundary line of a solid (see Fig. 1). In
this case two of the initial functions become equal specified boundary conditions.
Two unknown initial functions can be found by satisfying boundary conditions
on the boundary line x = H. For this with the solution (10) the corresponding
SSS components are evaluated on this boundary and equate to the boundary
condition to get a system to find unknown initial functions. We will call this
technique the first MIF algorithm. In our problem two initial functions σ0

x, τ0
xy

are known. Two unknown initial functions can be found from the system

L3,1(H)u0 + L3,2(H)v0 = − (
L3,3(H)σ0

x + L3,4(H)τ0
xy

)
,

L5,1(H)u0 + L5,2(H)v0 = − (
L5,3(H)σ0

x + L5,4(H)τ0
xy

)
.

(11)

Note that on the vertical lines y = 0, A of the rectangle the free support boundary
conditions are satisfied: u = 0, σy = 0.
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3 Investigation of the Solution and Discussion

Consider the behavior of the MIF solution (10) with increasing harmonic m of
normal load σ0

x = q sin (mπy/A) on the upper boundary of the rectangle with
no load on the bottom boundary. Let the technical constants of the orthotropic
material are Ex = 106, Ey = 25 106, νyx = 0.25, νxy = (Ex/Ey) νyx, Gxy = 5105

and the ratio of the width of the rectangle to its height is equal A/H = 4. The
elastic constants Ai,j are expressed through the technical modules of elasticity

as A1,1 =
Ex

1 − νxyνyx
, A2,2 =

Ey

1 − νxyνyx
, A1,2 =

Exνyx
1 − νxyνyx

=
Eyνxy

1 − νxyνyx
,

A6,6 = Gxy.

(a () b)

Fig. 2. Dimensionless shear stresses τxy/q (a) in the cross section y = 0 and normal
stresses σx/q (b) in the cross section y = A/2 across the plate thickness when calcu-
lating by the first MIF algorithm. (Color figure online)

The dimensionless shear stresses τxy/q (the cross section y = 0) and normal
stresses σx/q (b) (the cross section y = A/2) under three loads with harmonics
m = 1, 3, 5 are presented on the Fig. 2. Calculations have been performed with
double precision (16 decimal digits in the mantissa). The stresses under load
with a harmonic of m = 5 in the neighbourhood of the bottom boundary are
calculated with an error. This is evident for normal stress σx (the red dashdotted
line in the Fig. 2b) which becomes negative in the lower part of the plate. For
shear stresses, this fact is not so obvious (see the red dashdotted line in the
Fig. 2a). To verify this, the Fig. 2 also presents a graph of the exact calculation of
the shear stress (see the black dotted line). Minor differences start at the middle
of the plate and reach the highest values at the lower boundary. With a further
increase in harmonics, the region of unstable calculation expands, starting ever
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closer to the upper boundary of the plate. In this case, the errors can reach
enormous values, reaching up to orders of tens.

What is the reason for such a behavior of our analytical solution (10)? The
answer lies in the structure of the solution. It is necessary to do the calculation
of the difference between two large quantities. The normal stress σx (x, y) is
calculated according to the MIF solution by the formula

σx (x, y) =
[
L3,1(x)u0 + L3,2(x) v0 + L3,3(x)σ0

x + L4,4(x) τ0
xy

]
sin

(mπy

A

)
.

From the boundary conditions on the upper face of the rectangle, it is determined
that σ0

x = q and τ0
xy = 0 and the values of the initial displacements u0 and v0

can be found when solving the linear algebraic system (11). Thus, the formula
for calculating the normal stress σx (x, y) is transformed as

σx (x, y) =
[
L3,1(x)u0 + L3,2(x) v0 + L3,3(x) q

]
sin

(mπy

A

)
. (12)

Consider computing with a mantissa length equal to 16 (double precision).
When m = 1 the displacements u0 = −1.333821951997764 10−6q and v0 =
−1.790251182184309 10−6q, thus the formula (12) for evaluating the value of the
stress in the point (49H/50, A/2) gives following result

σx (49H/50, A/2) = −1.514358973839687 107 u0 + 1.125694145232843 108 v0

− 0.11032109322631 q.

Overlined digits in decimal notation represent incorrect digits that were deter-
mined by comparison with the exact calculations made with the mantissa length
equal to 20. Taking into account the errors of the coefficients and the values of
the initial functions in the given formula, the theoretical absolute error of the
normal stress is expressed as

Δ =
[
10−510−6 + 10710−16

]
+

[
10−510−6 + 10810−16

]
+

[
10−10

]
= 10−9.

Here in square brackets are the absolute errors of three members of the sum in
(12). Substituting numerical values for u0 and v0q into the formula for σx, we
get that the value of the normal stress is calculated as the difference

σx (49H/50, A/2) =
(
32.08618518321481 − 32.08457139048015

)
q

= 0.001613792734682q.
(13)

It should be seen that the absolute error is two orders of magnitude less than
theoretical one. This is a great result. But with increasing harmonics, the coef-
ficients in the formula and the initial functions themselves are calculated with a
large error, which leads to a catastrophic loss of accuracy. For m = 5 we have
the following results:
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Table 1. Limit values of harmonics for stable calculations depending on the geometric
dimensions of the orthotropic rectangle and the mantissa length for the first MIF
algorithm.

A/H Mantissa length

16 24 32 40 48

10 14 22 30 39 47

6 8 13 18 23 28

4 5 9 12 15 18

2 2 4 6 7 9

σx (49H/50, A/2) = −2.915263974948411 1017 u0

+2.041089167896948 1018 v0 − 4.109354721633858 109 q,

u0 = −9.648117714642594 10−8q, v0 = −1.176697993193913 10−8q,

Δ =
[
10610−8 + 101710−10

]
+

[
10710−8 + 101810−11

]
+

[
10−3

]
= 107,

σx (49H/50, A/2) =
(
2.812680999955915 1010 − 2.812680999957558 1010

)
q

= −0.16440418280285 10−1q.

We see that there are no true digits in the obtained numerical value. Moreover,
even the sign is negative, which can not be from a physical point of view. Such
a behavior of the constructed solution is due to the fact that as the harmonic
increases, the values of the matrix components and the vector of the right-hand
side of the ill-conditioned linear system (11) begin to grow. The length of the
mantissa is not enough to accurately represent the integer part of a number of
large order. Increasing the length of the mantissa, the MIF solution allows to
obtain exact numerical values. The value of the “stable” mantissa depends on
material characteristics and the ratio of geometrical dimensions of the rectan-
gle. Table 1 shows the “stable” mantissa values for the considered orthotropic
material.

A way to increase the harmonic of stable calculations with a given mantissa
can be offered. It is necessary to change the coordinate system by shifting the axis
Oy to a point located in the middle of the height of the rectangle. In this case,
the initial functions will no longer be equal to the given boundary conditions.
Four equations will be required to find all four unknown initial functions

L3,1(−H/2)u0 + L3,2(−H/2)v0 + L3,3(−H/2)σ0
x + L3,4(−H/2)τ0

xy = σ−
x ,

L4,1(−H/2)u0 + L4,2(−H/2)v0 + L4,3(−H/2)σ0
x + L4,4(−H/2)τ0

xy = τ−
xy,

L3,1(H/2)u0 + L3,2(H/2)v0 + L3,3(H/2)σ0
x + L3,4(H/2)τ0

xy = σ+
x ,

L4,1(H/2)u0 + L4,2(H/2)v0 + L4,3(H/2)σ0
x + L4,4(H/2)τ0

xy = τ+
xy.
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Table 2. Limit values of harmonics for stable calculations depending on the geometric
dimensions of the orthotropic rectangle and the mantissa length for the second MIF
algorithm.

A/H Mantissa length

16 24 32 40 48

10 25 45 61 81 91

6 15 27 37 49 59

4 9 17 23 31 39

2 5 9 12 16 19

Here σ+
x , τ+

x are boundary conditions on the upper rectangle’s face and σ−
x , τ−

x

are ones on the lower rectangle’s face. We will call this algorithm the second
MIF algorithm. Figure 2 shows stable calculations up to the eleventh harmonic
(exclusively). We can also observe the difference in the calculated stresses (m =
11) with double precision (red dashdotted graphs) and exact results (black dotted
graphs).

(a () b)

Fig. 3. Dimensionless shear stresses τxy/q (a) in the cross section y = 0 and normal
stresses σx/q (b) in the cross section y = A/2 across the plate thickness when calcu-
lating by the second MIF algorithm.

This technique increases the limit value of the harmonic for the mantissa
length because the maximum value of the coordinate x is equal ±H/2 (see
Table 2).
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4 Conclusion

We have seen that MIF solutions of bending problems of linear-elastic orthotropic
rectangular plates under boundary conditions in the form of trigonometric func-
tions have computational instability that does not allow them to be used directly
for loads represented by trigonometric series.

Computational experiments have shown that with the increase of the load
harmonic the computational instability of the algorithm of the method of initial
function begins to manifest itself. Starting with a certain harmonic number,
calculations of the stress-strain state components in the neighbourhood of the
lower face of the plate begin to be performed with a large error. This error
forms from errors in the determination of unknown initial functions solving an
ill-conditioned system of linear equations and errors in the representation of the
coefficients of this system and its right parts having an order greater than the
number of significant digits in the mantissa of the representation of real numbers.

This disadvantage of the method can be partially overcome by combining the
initial line with the median line of the rectangle. The limiting values of “stable”
harmonics are doubled, which is associated with a decrease in two times the
coordinate values of the boundary lines of the rectangle.

But this approach does not definitively solve the problem of instability of
computations. Radical results can be achieved by increasing the length of the
mantissa in the representation of real numbers. Of course, this is due both to time
costs and to the increase in the amount of RAM used. However, with the presence
of high-speed modern computers, as well as analytical computing systems (for
example, Maple) and programming languages (for example, Python) with the
possibility of a simple transition to calculations with a mantissa of arbitrary
length, these shortcomings do not seem to be so significant.

In conclusion, we note that the presented investigation of the stability of
the method of initial functions were used in computational algorithms based
on a common solution for an isotropic/orthotropic rectangle. This solution was
obtained by the superposition method as the sum of two (for the plane problem)
and three (for the spatial problem) solutions obtained by the method of initial
functions in each of the independent coordinates. With its help, the problems of
bending a grillage [23] and an isotropic/orthotropic rectangle [24] with arbitrary
boundary conditions on all their faces were investigated. For the plane problem of
the theory of elasticity, a method of analytical decomposition has been developed
on the basis of the general solution for analysing complex inhomogeneous elastic
systems [25].
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São José dos Campos, SP, Brazil

quiles@unifesp.br

Abstract. Clustering data streams is an interesting and challenging
problem. Although several solutions have been proposed in the litera-
ture, some drawbacks remain. For instance, how to deal effectively with
the offline process for partitioning the micro-clusters into macro-clusters
is still an open problem. Typically, the k-means algorithm is considered
in this phase, which despite precise results, require a mandatory user-
defined parameter k, that defines the number of expected clusters. In
this paper, we propose a new clustering method for data stream, named
Prototype Networks. This method takes the complex network structure
to represent the set of micro-clusters. This approach has proven to be
advantageous mainly because these networks have an inherent commu-
nity structure. As a consequence, the offline phase might be easily han-
dled by a community detection algorithm, such as Infomap. The commu-
nities detected represents the cluster structure of the data assuming that
the network construction was designed for this purpose. Computer exper-
iments demonstrated the feasibility of the proposed approach. Moreover,
the proposed method can detect automatically the number of clusters
in evolving scenarios, which is a useful feature when dealing with data
streams with concept drift.

Keywords: Data streams · Clustering · Complex network

1 Introduction

Data streams are a concept of data in which elements are streamed live [2,6,13,
14,21,22]. Due to its live nature, the volume of data might overcome the compu-
tational resources making it difficult to apply traditional machine learning tech-
niques. Moreover, data patterns, such as clusters, can evolve through time, impos-
ing an additional challenge when dealing with data streams [15,18,19,24,27].

Similarly to traditional machine learning scenarios, several tasks can be per-
formed with data streams, such as data classification and data clustering [2,6].
Here we will focus on the data clustering problem, which might be roughly
defined as the problem of partitioning the samples into groups of similar objects.
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Several approaches have been proposed to deal with data clustering of data
streams [14,21]. A critical restriction imposed on data stream algorithms is the
one-pass constraint. It states that each sample must be analyzed only once by the
algorithm. To overcome this limitation, algorithms have employed the strategy
of dividing the task into two phases, named online and offline [1,4]. The online
phase, which is conditioned to the one-pass constraint, is responsible for summa-
rizing the incoming data. On the other hand, the offline one is accountable for
analyzing the summary provided by the online phase to extract the partitions
and detecting the changes into the data trend [2,3,6,29].

Considering the importance of the summary structure generated by the online
phase and taken into account by the second, here, we investigate an alternative
data representation via a complex network framework [11,12,20]. Explicitly, data
prototypes are modeled as nodes and their similarities encoded into the links of
the network. As a consequence, the generated network highlights the structure of
the micro-clusters and their relations encoded in a powerful relational structure,
a complex network.

A Complex Network posses many features that can be extracted from its
structure; among them, there is a topological feature known as community struc-
ture that divides the vertices into groups according to their links density. Thus,
these communities, once revealed by a community detection algorithm, might be
interpreted as a clusters partition if the creation and maintenance of the network
are designed for this purpose. In summary, we propose a clustering algorithm in
which the online phase is responsible for generating the network of prototypes,
or the summary of the samples, while the offline phase carries out the community
detection process, or the clustering partition.

Three experiments were performed. The first two evaluate the clustering
accuracy achieved by our approach, and the third one verifies whether the com-
munity structure of the network evolves revealing the natural cluster evolution
existent in the data flow. Results showed that the communities in the network
indeed follows the changes in the cluster pattern, demonstrating the capacity
of the method for detecting changes in the data flow, such as drifts. Although
revealing the evolution of the cluster structure on evolving data, our method
delivers a slightly lower accuracy in comparison to benchmark approaches, such
as the CluStream algorithm, which is still one of the drawbacks of our approach.

This paper is organized as follows. Section 2 presents the related work. Our
proposed algorithm, named Prototype Network, is presented in Sect. 3. Section 4
presents our experiments and results. Finally, in Sect. 5, some conclusions are
discussed.

2 Related Work

Nowadays, data have been generated in large quantities and the significant tech-
nological advance of the last two decades is directly related to this phenomenon
[2,19,29,30]. Advances in hardware and software have allowed anyone to have
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access to some sort of data flow even on a large scale [7,29]. To cite a few
examples: social networks data, such as Facebook, Twitter, Waze, Uber, Google
Maps; time series related to finance, actions and exchange, or associated with
the processing of earth observation images can be used for almost anyone with
some knowledge on how to manipulate it.

These data flows are known in the literature as a data stream, that is, a
sequence of objects generated and made available automatically at high fre-
quency through the most varied type of sources. Data streams have received
much attention in recent years because manipulating, observing, mining, group-
ing, classifying and seizing this type of data is being demanded by a variety of
organizations [3–5,31].

However, this availability of data has no practical value if it cannot be intel-
ligently transformed into meaningful information [7]. These flows need to be
stored and analyzed in some way, even though they have a different kind of
restrictions, for instance, a finite set of resources, particularly processing time
and memory usage [2,7,29,31]. Beyond difficulties discussed above, data streams
have yet even more challenges, for example, the clustering of evolving data, i.e.,
how to cluster data that is fluid? In the next section, these challenges behind
this task are highlighted.

2.1 Challenges of Clustering Data Streams

Firstly, from a computational point of view, a data stream F can be represented
as a sequence of objects x1, x2, · · · , xN , such that F =

{
xi

}N

i=1
, and N → ∞

because that sequence is potentially unlimited. Secondly, each object xi has
intrinsic to itself a time stamp i, which can be assumed as a primary key. Thirdly,
the object xi is a vector of attributes of dimension n, such that xi =

[
xi
j

]n
j=1

.
Fourthly and finally, the value of each attribute xi

j can be continuous, categorical
or mixed [8,15,29,31].

Therefore, due to time constraints, it is necessary that the objects from the
data streams can be processed, analyzed and the model possibly updated as
fast as the arrival rate of the data [5,19]. In addition, space constraints make it
unworkable or impractical to store a copy of each received object. In this way, an
abstraction step can be used as a way of cutting the data into relevant attributes
[7,31].

After the abstraction data phase, the result needs to be processed, analyzed
and compared, so the model can decide what to do with the sample. The object
can be discarded or incorporated into the model, either way, the decision, and
possibly update should perform faster than the arrival of new data. For compar-
ison, in traditional data analysis, a representative or decision model is usually
created after analyzing the data in its entirety more than once [4,8,19]. In the
context of data streams, it is also likely that the model has to keep at least some
meta-data (timestamp, for example) in this process, as these can contribute to
the detection of concept drifts.
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In short, the large amount of data flowing into the system cannot be stored
in its entirety. Thus, their contribution to the model construction and update is
minimal. However, in some cases, if the tools mentioned above, the collection of
meta-data and the abstraction steps, combined with an adequate structure to
keep an information summary of data, it is possible to create a framework which
can lead to near-optimal results. The structure used in this work is inspired
by Micro-Clustering approach used by Aggarwal et al. in CluStream Algorithm
[1,2,4] which are detailed in the next sections.

2.2 Micro-clustering Approach

The summary structure has to be concise enough for updating model be efficient
and, at the same time, to contain temporal and space data enough to ensure an
accurate cluster partition through time. Those constraints are difficult to achieve
and raise the following questions: (a) the structure has to save all data ever
received or will erase information identified as imprecise or old? If it decides to
delete information, in which moments in time? and (b) how that same structure
can be the model that will provide cluster partition and detect concept drift
through time?

Fig. 1. Macro-cluster creation setting parameter k to 3 on CluStream.

CluStream uses a concept known as micro-clusters that are efficient to collect
data from a data stream. The micro-clusters maintain statistical information
about nearby samples in data space. CluStream process the data twice, first the
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online phase is responsible for processing the arriving data and to alter the micro-
clusters if necessary, and the offline component is responsible for analyzing the
summary in order to obtain current cluster partition and to maintain an index
which will tracking changes in relevant aspects to detect concept drift. In this
scenario, the micro-clusters set composes the summary structure.

Comparison of the results when applying k-means on micro-cluster’s state is
also useful to detect major changes in data. In Fig. 1, the macro-clusters, which
are the result of applying k-means (k = 3) on micro-clusters at time t1 and time
t2, could give insights on how data changes.

One problem of using k-means is the mandatory user-defined parameter k.
After all, if the k value could be discovered alongside the clusters themselves,
thus the clustering would become parameter-free. This paper proposes a sum-
mary structure that besides keep micro-clusters information, also keeps infor-
mation about how much these micro-clusters get together or split out trough
time. That extra information provides inputs for clustering process that makes
unnecessary to predetermine parameter k’s value, even though costs accuracy
and effectiveness. Nevertheless, that could be used in some context.

The algorithm proposes in this paper stores the summary in a structure
inspired by Complex Networks. These networks have a property known as com-
munity structure, that could be interpreted as a representation of data partition
in clusters. For that, one has to perform some community detection algorithm
in the network, for example, Infomap, which do not need to predetermine the
value of parameter k [25,26].

3 Prototype Network

This paper proposes a novel method based on a complex network structure.
The method, named Prototype Network, or PN , considers two sets: vertices
V = {v1, v2, · · · , vn}, and a set of edges E = {(vi, vj) | vi and vj are neighbors},
which jointly are represented as PN = {(V ,E )}. Each vertex and edge are
represented as list structures. Vertices are indexed by its integer primary key i
and a tuple (i, j) is assigned to each edge.

The Prototype Network structure considered in this work contains a func-
tion that adds a new vertex that contains the object xi to the network PN =
newVertex (PN , xi). In this function the object xi is loaded to a vertex vi, added
to the network and the network is updated if necessary, following the flowchart
contained in the Fig. 2.

In the context of this paper, the Prototype Network will be used for clustering
a Data Stream, so there are some restrictions on time and memory. The time
constraint says that the update of the structure must be as fast as the arrival rate
of new objects and the memory constraint says that the structure can not grow
at the same pace as the data stream because this would lead to an unlimited
structure.

Thus, when a new vertex is added to the network, the structure invokes the
function that chooses the neighbors for it. The chooseNeighborhood() function
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Fig. 2. The following steps after calling the newVertex () function. First, the
chooseNeighborhood() function is invoked that choose which vertices already in the
network will make pair with the new one, after that, it is verified if the size of the
network, that is, the number of vertices becomes higher than parameter MAXV . If
yes, the algorithm calls the agglutinate() function, which decreases the number of ver-
tices by merging two of them into one and adding the newly merged vertex using the
newVertex () function itself.

Fig. 3. Prototype Network before choose the neighborhood for vertex v5. The network
to the left possess four vertices and four edges, the vertices v1, v2, v3, v4, and the edges
(v1, v3), (v2, v3), (v1, v2), (v1, v4), the value of object x for each vertex is represented in
rectangles attached to the circles and the value of similarity of each edge is represented
by numbers attached to the line. The red arrows show which pair of vertices have
their similarity calculated. Finally, in bottom right, a table resuming the results of
similarities. (Color figure online)

choose some existing vertices that will link to the new one. For each selected
vertex, a new edge is created. Additionally, a user-defined parameter, called
MAXV , tells the maximum number of vertices allowed in the network structure.

The function newVertex () is continually invoked until the number of vertices
exceeds MAXV . When this occurs, the Prototype Network runs the aggluti-
nation method, which involves merging pairs of network’s vertices in order to
reestablish |V | = MAXV .

It can be seen that there are two crucial steps to prototype network algorithm:
neighborhood choice (Figs. 3 and 4) and agglutination (Figs. 4 and 5). The choice
of the neighborhood occurs when a new vertex is added, the data sample loaded
into the vertex will be compared to the data stored in the other vertices of the
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Fig. 4. Resulting Prototype Network after choosing neighborhood for vertex v5 and
showing all current edges on the network.

network, one by one, as shown in Fig. 3. Here, the comparison between patterns
is performed via a similarity measurement based on the Euclidean Distance, as
in Eq. 1.

sim(vi → x, vj → x) = 1/dist(vi → x, vj → x) (1)

After this calculation, a cut-off strategy is used to define the neighbors of the
new vertex, the cutoff is established by choosing only those vertices that have
greater similarity than the mean plus standard deviation of all computed simi-
larities. For example, in Fig. 3, the similarities obtained are 6.25, 2.7, 4 and 11, so
the mean is approximately 6 and the standard deviation is approximately 3.6, so
the threshold value is 6 + 3.6 = 9.6, all possible connections in which the simi-
larity are below this threshold are discarded. Therefore, in this example, only the
v4 will be assumed as a neighbor of new vertex v5. The weight of that edge is set
accordingly to the similarity between these nodes, that in this example is 11.

The other crucial step, the agglutinate() function, examines the set of edges
and verifies those that have greater weight. Assuming that MAXV parameter
value for the network in Fig. 4 is 4, some edge, and therefore a pair of nodes will
be agglutinate (merged). As explained previously, this weight is proportional to
the similarity between the objects stored in the vertices. In the network presented
in Fig. 4, the possible values are shown in the table depicted in this figure.

Assuming, that edge (v2, v3) is selected, the two vertices v2 and v3 are sub-
mitted to the following process: it saves the objects information and delete the
two vertices of the network, merges the information of the two objects (i.e. com-
pute the centroid) and adds a new vertex with the resulting object represented
by the new centroid. This process is presented in Fig. 5.

The addition of the agglutinated vertex follows the same process of adding
a new object, so it calls the function newVertex () that determine the neigh-
bors using the function chooseNeighborhood(), and, if necessary, performs the
agglutination method again, as reproduced in Fig. 5. The final result of vertex
v5 addition can be seen in Fig. 5.

Finally, to perform the partition of the network and reveal the clusters, a
community detection method is applied, which divides the vertices into groups
according to the edge’s densities. It is worth noting that each vertex represents
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Fig. 5. Final Result Network after choose the neighbourhood for vertex v5 and per-
formed the agglutinate() function.

a prototype of the sample, or a micro-cluster, thus, more than one object is
assigned to it. Thus, if vertex vi is determined as part of community Ci, all
objects represented by vi will be considered belonging to the same group of all
other objects of vertices of Ci. Although any community detection method could
be taken into account, here, we adopted the Infomap algorithm [25,26], due to
is higher efficiency and absence of parameters.

4 Experiments

Three experiments were performed to evaluate the Prototype Network. The first
two evaluates the accuracy of the clustering process and compares its outcome
with the results provided by the CluStream algorithm. The third experiment
checks if the number of communities in the structure follows the change in the
number of clusters of the data as the data stream evolves. Eventually, the data
stream experiences a change in the number of groups, which might increases or
decreases. However, detecting the emergence of a new community is especially
difficult as time is needed to rule out the hypothesis that arriving new data are
not just noises.

It should be stated that the CluStream algorithm was adopted as a com-
petitor in our experiments due to the following reasons: (1) The CluStream is
considered a benchmark algorithm in the literature; (2) it is on of the most cited
methods for clustering data streams; and (3) both CluStream and Prototype
Network use the micro-clustering approach.

All the experiments treated in this work were carried out on a PC with an
Intel i3-6100 3.70 GHz processor with 4 cores and 8 Gb of RAM running Ubuntu
16.04.5 LTS 64-bit Operating System. The entire development of the algorithm
was performed in R [23] in RStudio version 1.1.456. The packages igraph [9] and
stream [16,17] were used, respectively, for the treatment of complex network-
like structures, and for the generation of synthetic data and implementation and
execution of the CluStream algorithm used in the experiments.

The CluStream algorithm had its parameter M set to 200, that is, the struc-
ture consists of 200 micro-clusters, and its parameter h set to 1000, although
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Fig. 6. First experiment result when k = 3. Mean Purity (%) value for the first N
samples being N equal to 250 until 3000. (Color figure online)

these values do not influence results in this experiment. In the prototype net-
work, the MAXV parameter was also set to 200, that is, the network will consist
of a vertex set of at most 200 vertices.

In order to execute the k-means for CluStream algorithm, the parameter k
must be adjusted to be equal to the number of true classes. In the Infomap
algorithm, the network itself is the only input parameter. The return result of
each is compared to the true class and the purity of the partition in clusters is
measured.

The value of the accuracy is calculated using the purity measure that verifies
what percentage of the elements in each cluster belong to the dominant class.
The dominant class of a cluster is the true class to which the majority cluster’s
elements belong. The purity measure is a positive value and best value is 100%,
but results could be lower or higher than that, if the number of clusters nC is
equal or lower than k, than the purity will assume a value between 0 and 100,
in the other case, if number of clusters nC is higher than k, but two or more
of clusters actually belongs to the same true classes, than purity will be higher
than 100%.

Considering that |Ci| is the size of cluster Ci, and |Cd
i | is quantity of elements

which belong to dominant class d, than purity could be calculated according to
Eq. 2.

purity =

∑nc

i=1
|Cd

i |
|Ci|

k
× 100% (2)
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Fig. 7. First experiment result when k = 10. Mean Purity (%) value for the first N
samples being N equal to 250 until 3000. (Color figure online)

The first experiment uses a ten-dimensional data stream with N = 3000
samples generated by the package stream. Each arriving object is analyzed and
inserted into the structure, either the structure of the micro-clusters or the pro-
totype network. After that, the k-means is applied to the micro-clusters and the
Infomap community detection algorithm to the prototype network. Two versions
of this experiment were analyzed: (1) when the data generated were divided into
three clusters, thus k = 3, and (2) with ten clusters, k = 10.

The results can be seen in Figs. 6 and 7, both shows the evolution of purity
mean measured every time the data stream received 250 samples, that is, the
graph shows the mean value of purity for the first N results for clusters partition
for each algorithm when the number of samples N was equal to 250, 500, 750
and so on until reach 3000 samples.

Because the CluStream has parameter k fixed, purity measured will always
be between 0 and 100, and the algorithm achieves 100% most of the time in
both versions of the experiment, k = 3 and k = 10. Prototype Network, on the
other hand, might achieve mean values higher than 100% when k = 3, which
indicates that, occasionally, nC > k, i.e. two or more clusters belongs to the
same correct class. When k = 10, Prototype Network mean purity value decay
over time reaching 85%.

The second experiment uses a database available in the UCI repository [10],
called Vehicle Silhouettes [28]. The eighteen attributes of this data set are num-
bers extracted from the processing of 846 different images that have silhouettes
of four different types of vehicles. Therefore, the database has 846 instances,
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Fig. 8. First experiment result for Vehicle Data set. The graph shows purity value
for CluStream and Prototype Network after arrival of each new sample. (Color figure
online)

N = 846, 18 dimensions, and four classes. Although the database is normally
interpreted in its entirety in traditional algorithms, in this experiment it was
adapted to imitate the behavior of a data stream, that is, each instance is pre-
sented separately to the model.

The results of this experiment show the evolution of the purity value with
each introduction of a new object for both CluStream and Prototype Network,
and can be seen in Fig. 8. The graph shows that, in this case, the Prototype
Network algorithm obtained even better results than CluStream. In addition, it
is possible to observe in this experiment that Prototype Network algorithm had
better results in the discovery of the number of clusters, since it has a purity
value less than or equal to 100% most of the time.

Next, the third experiment evaluates whether the number of communities
follows automatically the number of clusters in data stream. In special, when new
clusters are introduced to the algorithm. This experiment also considered data
generated by package stream. However, the data is reorganized so that groups
of classes are put together in batches that will be presented to the algorithm.
The goal is to simulate the arrival of several new clusters in the data stream at
certain moments in time and, without disregarding the old data, verify if the
community structure also increases the number of communities, following the
movement of the clusters.



Clustering Data Streams: A Complex Network Approach 63

Number of Communities over Time

Time

N
um

be
r o

f C
om

m
un

iti
es

B1 =  1, 2 B2 =  3, 4, 5, 6 B3 =  7, 8, 9

2
4

6
8

Fig. 9. Second experiment results. Shows how number of communities changes as new
samples of each batch are introduced to the Prototype Network Structure. (Color figure
online)

This experiment assume a ten-dimensional data stream with N = 3000 sam-
ples. The data is divided into nine true classes and three batches B1 = {1, 2},
B2 = {3, 4, 5, 6} and B3 = {7, 8, 9}, in total batch B1 has 717 elements, batch
B2 has 1313 elements, batch B3, 970, summing up the 3000 samples. The order
of the elements is as follow, at first, only elements of batch 1 appear in the data
stream but at random order within the batch, followed by the elements of batch
2, and then batch 3, also at random order within each other.

Figure 9 shows the number of communities in the network structure at each
processing of a new object. Initially, the structure still are in construction phase,
but eventually stable in 2 or 3 communities, although the number of true classes
was just 2 for batch B1, than when batch B2 is introduced, rapidly the network
adjust itself and stable in six communities which is the number of true classes
too. Finally, batch B3 is introduced, and after a transient, it reaches the same
number of true classes correctly.

5 Conclusions

Developing methods able to deal with evolving data stream is still a big chal-
lenge. Here, we have proposed a novel method, named Prototype Network (PN).
The PN provides a new manner to summarize the data into micro-clusters, proto-
types, represented as vertices in a network structure. The edges between vertices
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represent the similarity between prototypes. The partition of the network is per-
formed by a community detection method. Although any community detection
method might be taken into account, we have taken the Infomap into account
due to its higher accuracy and lower time complexity.

Experiments showed that the accuracy delivered by the proposed method
is competitive, albeit inferior to the results achieved by the CluStream. Even
though, as illustrated in the third experiment, the Prototype Network can auto-
matically detect and follow the evolving clustering structure of the data, which
is a desirable property in clustering methods for data stream.

As future work, we intend to improve the dynamics of the PN to enhance
its accuracy. Moreover, experiments with real streaming data sets will also be
conducted.
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Abstract. We present a quantitative analysis using the concepts of Normalized
Gain and Least Squares in a process of Physics Teaching. This paper presents
the results of the strategy based in The Construction of Prototypes (TCP) and
Project Based Learning (PrBL) which was applied in a course of Mechanics in
Bogotá-Colombia. The strategy focuses on three topics of Rotational Dynamics
Teaching (RDT) specifically at centripetal force, Inertia moment and theorem de
parallel axes and angular momentum conservation. We present results and
analysis of employed method.
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1 Introduction

This paper takes some aspects of constructivism and more particularly uses the project-
based learning and active learning. The project-based learning proposes interdisci-
plinary teaching activities in long or medium term and focuses on the student, instead
of short and isolated educational processes. The instructional strategies based on
projects are rooted in the constructivist approach that evolved from the work of psy-
chologists and educators such as Lev Vygotsky, Jerome Bruner, Jean Piaget and John
Dewey [1, 2]. Active learning for its part according to the approach that gives Sokoloff
states that teaching physics can be undertaken using current technologies such as data
acquisition systems and sensors. There are introductory laboratory modules defined
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using data acquisition tools with the computer to help students develop important
physics concepts while they acquire skills in the laboratory, as in [3–6].

Data acquisition systems such as those presented in [3–6], allow the use of com-
puters for mathematical and physical modeling, based on observations of real experi-
ments. Besides, it also allows the cycle experimental of prediction, observation and
validation that is fundamental in the research of the physics education. There are
situations in which computation technologies are used to increase the efficiency of
teaching physics and other sciences [7–11].

Despite the advantages of the use of data acquisition systems and computers, it is
important to note that such costs are quite high, therefore we made a low-cost timer
which is presented in [12]. This timer allows students to experiment properly with
rotational dynamics projects as a complement to data acquisition systems and
computers.

This research presents the results obtained in the design and construction of pro-
totypes for centripetal force (P1), Moment of Inertia and Parallel Axis Theorem (P2)
and Conservation of Angular Momentum based on our experience in 2018-1with
student’s projects belonging to Faculties of Engineering in the Manuela Beltrán
University (MBU) and Colombian School of engineering (CSE) in Bogotá, Colombia.
The paper is structured as follows: Sect. 2 we present the Methodology. Section 2.5 we
present the results. Section 3 we present the conclusions of the strategy employed.

2 Methodology

2.1 Evaluation

Strategy (PrBL) and (TCP) to the (RDT) have two types of evaluation, one is the
evaluation of projects ((Eva-1), (Eva-2), (Eva-3)) in subgroups of 3 students and the
other is the conceptual multiple-choice test that is individual, (Si) and (Sf). Conceptual
test for its part consists of 15 questions that were excerpted and translated the question
bank of Mark Riley [13], is available in [14]. The questionnaire has 5 questions for
each of the thematic of the projects (P1), (P2), (P3), (Annex 1). The conceptual
evaluation is applied in the first week of classes (Si) and last week.

2.2 Population

The pedagogical strategy (PrBL) and (TCP) in the (RDT) was applied to eight groups
(experimental group) where four groups (156 students) belonged to the (MBU) and
four groups (144 students) belonged to the (CSE). Each group was made up of
approximately 40 students. Subgroups were formed later with three students and
exceptionally four students. In the case of (MBU) 52 subgroups were consolidated, in
the case of (CSE) were formed 48 subgroups. Additionally, there were eight groups to
which were applied traditional instructions (TI) (Control Group). The Fig. 1 illustrates
the population.
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2.3 Theoretical Fundaments (Gain and Least Squares)

Using the concept of gain of Hovland (1947) used by Hake in [15], is defined the gain
g by Eq. (1).

g ¼ Sf � Si
100� Si

ð1Þ

Where g = 0 if (Si) = 100; (Sf) (Post-Test) corresponds to the conceptual test
applied after applying the strategy (PrBL) and (TCP) to the (RDT) and (TI). Si (Pre-
Test) corresponds to the entrance test without applying any strategy or traditional
instruction. We proceeded to determine the average gain of each of the 4 experimental
groups and 4 control groups before and after applying the strategy and traditional
instruction in (CSE) and (MBU). Ordering the Eq. (1) we have the Eq. (2).

ðSf � SiÞ ¼ ðgÞ � g
100

� �
ðSiÞ ð2Þ

Thus for a data set in [16], the best curve that fits is one for which the sum of the
squares of the deviations is a minimum, then: J2 ¼ Pðyi � ŷiÞ2 ¼ minimun, yi is the
experimental value and corresponds to the measured values ðSf � SiÞ and ŷi is the
theoretical value of ðSf � SiÞ.

For Eq. (2) is given the first-degree polynomial: ŷ ¼ aþ bx. In this case a ¼ ðgÞ,
b ¼ g

100

� �
and x ¼ ðSiÞ. For N pairs of data, the regression parameters a and b are

obtained from the following Eqs. (3) and (4) respectively:

Fig. 1. Population
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Considering that the line is calculated to approximate the experimental data
obtained in the process of learning, it is convenient to measure the degree of linear
association between two variables (Sf − Si) and (Si).

There is a quantitative measure of the data that follows the straight line obtained by
the least squares fit. It is given by the values called correlation coefficient r which is
calculated using Eq. (5).

r ¼ N
PN
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PN
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For the analysis of the data are considered a good correlation, jrj[ 0:9. In the case
of the regressions is possible to determine the standard error a (ra) and b (rb). In the
linear regression method, we assume that the real values a and b (a* and b*, respec-
tively) should be in a certain range so that the regression line is acceptable. The ranges
for a* and b*, are:

Range of a*: (a – ra < a < a + ra)
Range of b*: (b – rb < b < b + rb)

The values of ra and rb, known as standard errors of a and b respectively, are
calculated using Eqs. (6) and (7).

ra ¼ ry
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rb ¼ ry
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ð7Þ

Where:

ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 dyið Þ2
N � 2

s
y dyi ¼ yi � aþ bxið Þ

Therefore, the range of experimental error of the regression obtained is between the
graphs of the following Eq. (8).
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Ymax ¼ aþ rað Þþ bþ rbð Þx
Ymin ¼ a� rað Þþ b� rbð Þx ð8Þ

In the case of gain, the Eq. (8) are represented by Eq. (9):

ðSf � SiÞg gþ rg
100

� �
max

ðSf � SiÞg g� rg
100

� �
min

ð9Þ

Equation (9) are valid only when we work with experimental samples (experi-
mental or control groups) belonging to the same population (University). In the case of
working with a different population is recommended to use standard deviation instead
of standard error. This produces more dispersion models and thus greater reliability.

2.4 Experimental Data (Conceptual Test)

To calculate the average gain score we use a histogram obtained for an experimental
group of 40 students (MBU) before and after the strategy was applied. Figure 2 show
the average obtained before the test (Si, Pre-test) that is 21.98 points and the average
obtained after the test (Sf, Post-test) that is 45.96 points over 100 points. After
implementing the strategy using the Eq. 1 we determined the average gain �g ¼ 30:74
of one experimental group (MBU) using (PrBL). The average gain of each of the 4
control groups and 4 experimental groups (CSE) and (MBU) are presented in Tables 1
and 2 respectively.

Fig. 2. Histogram (MBU), (PrBL), Pre-test and Post-test combined
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The blank area in Tables 1 and 2 corresponds to the experimental groups and the
gray area corresponds to the control groups. Based on the gain equation is a linear
model and due to the dispersion of the data we apply the method of least squares as in
Sect. 2.3.

Figures 3, 4, 5 and 6 show the maximum and minimum models of experimental
and control groups in (MBU) and (CSE), based on Eq. (10). This methodology allows
to look at the dispersion rg of the gain g with the (PrBL) and (TI) using least squares.

Figures 7 and 8 show simultaneously the experimental groups and control
(MBU) and (CSE) with the models calculated by the method of least squares and the
correlation coefficient r.

2.5 Quantitative Analysis Results

Based on theoretical Fundaments of Sect. 2.3, the mathematical models were obtained
for each educational process. Figure 9 shows all groups (control and experimental) in
(MBU) and (CSE), indicating the gain and the classification provided by Hake in [10].

Table 1. Average gains for (MBU)

Table 2. Average gains for (CSE)

Normalized Gain and Least Squares to Measure of the Effectiveness 71



Figure 9 also shows that the gain for the (MBU) with (PrBL) is (30.43 ± 2.08) and is
located in medium gain, but with (TI) is (13.04 ± 1.14) and is located in low gain. For
(CSE) with (PrBL) is (46.52 ± 1.88) and is located in medium gain, but with (TI) is
(17.48 ± 1.23) and is located in low gain. The results show the efficiency of (PrBL) in
contrast to the (TI) at both universities.

Fig. 3. Experimental groups (MBU), (PrBL), maximum model (top), minimal model (bottom),
g = 30.43; rg ¼ 2:08

Fig. 4. Control groups (MBU), (TI), maximum model (top), minimal model (bottom),
g = 13.04; rg ¼ 1:14
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Fig. 5. Experimental groups (CSE), (PrBL), maximum model (top), minimal model (bottom),
g = 46.52; rg ¼ 1:88

Fig. 6. Experimental groups (CSE), (TI), maximum model (top), minimal model (bottom),
g = 17.48; rg ¼ 1:23
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Fig. 7. Experimental and control groups (MBU), (PrBL): g = 30.43, top; (TI): g = 13.04,
bottom.

Fig. 8. Experimental and control groups (CSE), (PrBL): g = 46.52, top; (TI): g = 17.48, bottom
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3 Conclusions

The method used in this work is part of the current curriculum of both universities
(MBU) and (SCE). Moreover, this research can be applied in various areas of physics,
such as optics, electromagnetism, Physics of Sound, Biophysics, Thermodynamics,
Fluid Mechanics and Modern Physics, among others. The prototypes for Mechanics
(Rotational Dynamics) are show in [17–21], for Electromagnetism (Electrostatic) in
[22, 23] and Fluid Mechanics in [24].

Based on the results (Sect. 2.4), the strategy allows for gains in the medium range.
Results obtained a gain to (MBU) of (30.43 ± 2.08) and to (SCE) of (46.52 ± 1.88).
The methodology used in this paper presents a gain compared to traditional instruction
(TI), which had a lower gain range than for the (MBU) that was of (13.04 ± 2.08) and
to (SCE) that was of (17.43 ± 1.24).

General speaking, the results analysis scheme allows quantitative measurement and
qualitatively evaluate the strategy used. It was possible to establish that the students:

– Built prototypes that allowed them to properly conceptualize the topics of rotational
cinema.

– Identified and corrected some mistaken concepts related to the fundamental
principles of rotational dynamics.

Fig. 9. Experimental (black) and control (gray) groups (CSE, MBU), red (ideal: g = 100), blue
(hight: g � 70), green (medium: 70 > g � 30), low (g < 30) (Color figure online)
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– Engaged actively and collaboratively in the execution of projects.
– Developed a question on the topic raised, for which they carried out the review of

different sources (pages on the web, books, journals of scientific dissemination,
sought expert advice, among others). Then selected the information that allowed
them to solve the formulated project.

– Could establish an experimentation process (prediction, observation and validation).
Although the theory of error and graphic analysis was difficult and generated
confusion at the beginning, then the students were able to perform correct analyses
and interpretations of the experimental data.

– Constructed and modeled the prototype physically. For this they used methods of
inductive and deductive reasoning that allowed to identify the physical variables
involved as well as defining dependent variables, independent and constant. Sim-
ilarly, they obtained measures of the mentioned variables in order to perform the
analysis. In this regard the theoretical and practical solution of the project
strengthened investigative skills, such as: observing, analyzing, deducing, conjec-
turing, designing, producing, among others.
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jcsanabria@uniandes.edu.co

3 Universidad Manuela Beltrán, Bogotá, Colombia
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Abstract. We study the strange quark s− s̄ asymmetry in the nucleon
sea using a model in which the proton wave function includes a Kaon
meson-Hyperon Fock state. Parameters of the model are fixed by fitting
the s − s̄ asymmetry obtained from global fits to Deep Inelastic Scat-
tering data. We discuss possible effects of the s − s̄ asymmetry on the
measurement of the Weinberg angle by the NuTeV Collaboration.

Keywords: Strange sea · Asymmetry

1 Introduction

Nucleons are one of the most important particles in the nature, they compose
majority of all matter in the universe. A nucleon is either a proton or a neutron,
the component of an atomic nucleus. In the standard model of elementary parti-
cles proton and neutron are classified into family of particles known as hadrons,
which are composed of more elementary particles named quarks. Proton is com-
posed by three quarks: 2 quarks up(u) and one quark down(d). Particles with two
quarks also exist and they are named mesons. Quarks into hadrons interact each
other by gluons(g), particles mediator of the strong interaction. At the present
there are six quarks with different mass values, associate to them their corre-
sponding antiparticles, or in general antimatter. Currently the precise study of
the quark physics into hadrons is a main challenge in the high energy of physics
made by experiments as CERN in order to understand the nature and origin of
the universe.

Quarks model was confirmed with the study of nucleons structure in process
of deep inelastic scattering (DIS) in the 1960s by colliding leptons as electrons,
muons and neutrinos with nucleon targets in a similar way as Rutherford’s scat-
tering, whose study determined the existence of the nucleons into atomos. In
DIS leptons have a high energies to break up the nucleons and collide with the
quarks, producing after of collision new particles, mainly hadrons. Additionally,
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in the scale of DIS energy values, gluon splitting process related with matter
anti matter production of quarks q anti quarks q̄ inside nuclons -known as sea
quarks- was a astonishing result that scientificts in that epoc could not expected.
Parton model making by Feynman could explain in a better way the structure
of nucleons: valence quarks, gluons process and sea quarks are inside nucleons
with a momentum fraction given by a probability density function q(x), known
as parton density functions. In general quarks sea densities for quarks up u and
down d inside nucleons are not symetrical, but in the case of heavier quarks as
the strange s, charm c, bottom b and top t is expected that quarks sea densities
would be symmetric.

The first studies about a possible asymmetry in the strange sea of the nucleon
dates from 1987, when Signal and Thomas [1] discussed the possibility of a K+Λ
pair component in the proton wavefunction. Since then on, several models have
been propossed for the nucleon structure, allowing for an asymmetric s− s̄ [2,3].
However, no experimental evidence was presented on this subject until the global
fit of DIS data by Barone et al. [5] in 2000. Most recently, the s − s̄ asymmetry
in the nucleon sea was called for as a possible explanation.

From a theoretical point of view, it is interesting to note that although sea
quarks in the nucleon originating in gluon splitting necessarily have symmet-
ric momentum distributions, after interacting with the valence quarks and the
remaining partons in the sea, their momentum distributions do not have to be
equal. This can be interpreted as the formation of a virtual K+Λ pair in the
nucleon structure. Being this the case, it is easy to see that, since the s and the
s̄ quarks are part of the Λ and K+ respectively, then their momentum distribu-
tions would be different. This difference, which is merely a consequence of the
interaction of sea quarks with the remaining partons in the nucleon, has to be
understood as part of the non-perturbative dynamics responsible for the forma-
tion of the nucleon as a bound state of quarks and gluons. Recall also the ū − d̄
asymmetry and the Gottfried Sum Rule violation, known since the New Muon
Collaboration results [6,7], which can also been explained in terms of a nπ+ and
Δ++π− components in the proton wave function [10].

In this work, we shall consider a model for the strange sea of the proton
which can describe the form of the s − s̄ asymmetry extracted from global fits
to DIS data. After fixing the parameters of the model, in Sect. 2.3, we shall
study the effect of this asymmetry, together with possible effects coming from
the non isoscalarity of the target, in the determination of sin2 θW by the NuTeV
Collaboration [8]. Section 4 will be devoted to discussion and conclusions.

2 A Model for the s − s̄ Asymmetry

Different models [1–4] have attempted to predict the s − s̄ asymmetry. Among
them, the most promising approach seems to be the Meson Cloud Model (MCM).
In the MCM fluctuations of the proton to kaon-hyperon virtual states are respon-
sible for the s − s̄ asymmetry. Since the s quark belong to the hyperon particle
state and the s̄ quark to the Kaon particle state, the asymmetry arises natu-
rally due to the different momentum carried by the kaon and the hyperon in the
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fluctuation. A squeme view of these process are shown as a Feynman diagram
in the Fig. 1. Here hyperon state is given Λ particle state which is compose uds
quarks and Kaon particle state compose by us̄ quarks. Two different approaches
exist within the MCM. The first is based in a description of the form factor of
the extended proton-kaon-hyperon vertex [1,3] and, the second one, in terms of
parton degrees of freedom [4]. In the first approach, the knowledge of the form
factors is crucial to get a reasonable description of the s− s̄ asymmetry (see e.g.
Ref. [3]). In the second one, fluctuations are generated through gluon emission
from the constituent valence and its subsequent splitting to a s − s̄ pair [4].
This s− s̄ pair then recombines with constituent quarks to form a kaon-hyperon
bound state. In what follows, we will adopt the second approach.

Fig. 1. Scheme view of Feynman diagram process: gluon emission from the constituent
valence and its subsequent splitting process produces a ss̄ pair which interact with
valence quarks u and d generating K+ and Λ0 virtual states (shown with dashed boxes).
After that virtual states, the ss̄ pair recombines into a gluon which is reabsorbed by a
valence quark

2.1 The Model

We start by considering a simple picture of the nucleon in the infinite momentum
frame as being formed by three dressed valence quarks - valons, v(x) - which
carry all of its momentum [11]. In the framework of the MCM, the nucleon can
fluctuate to a meson-baryon bound state carrying zero net strangeness, that is

∫ 1

0

[s(x) − s̄(x)]dx = 0 (1)

where x is the momentum fraction. As a first step in such a process, we may
consider that each valon can emit a gluon which, before interacting, decays
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perturbatively into a ss̄ pair The probability of having such a perturbative qq̄
pair can then be computed in terms of Altarelli-Parisi splitting functions [12]

Pgq(z) =
4
3

1 + (1 + z2)
z

,

Pqg(z) =
1
2
(z2 + (1 + z)2). (2)

These functions have a physical interpretation as the probability of gluon
emission and qq̄ creation with momentum fraction z from a parent quark or
gluon respectively. Hence,

q(x,Q2) = q̄(x,Q2)
α2

st(Q
2)

(2π)2

∫ x

1

dy

y
Pqg

(
x

y

)∫ y

1

dz

z
Pgq

(y

z

)
v(z) (3)

is the joint probability density of obtaining a quark or anti-quark coming from
subsequent decays v → v + g and g → q + q̄ at some fixed low Q2. As the
valon distribution does not depend on Q2 [11], the scale dependence in Eq. 3
only exhibits through the strong coupling constant αst(Q2). The range of values
of Q2 at which the process of virtual pair creation occurs in this approach is
typically below 1 GeV2, as dictated by the valon model of the nucleon. For
definiteness, we will use Q = 0.7 GeV as in Ref. [11], for which αst(Q2) ≈ 0.3,
is still sufficiently small to allow for a perturbative evaluation of the qq̄ pair
production. Since the scale must be consistent with the valon picture, the value
of Q2 is not really free and cannot be used to control the flavor produced at the
gqq̄ vertex. Instead, this role can be ascribed to the normalization constant N ,
which must be such that to a heavier quark corresponds a lower value of N .

Once a ss̄ pair is produced, it can rearrange itself with the remaining valons
so as to form a most energetically favored meson-baryon bound state. When
the nucleon fluctuates into a meson-baryon bound state, the meson and baryon
probability densities PM (x), and PB(x) inside the nucleon are not independent.
Actually, to ensure the zero net strangeness of the nucleon and momentum con-
servation, the in-nucleon meson and baryon distributions must fulfill two basic
constraints,

∫ 1

0

[PB(x) − PM (x)]dx = 0 (4)
∫ 1

0

[xPB(x) + xPM (x)]dx = 1 (5)

for all momentum fractions x. The meson, PM (x), and baryon, PB(x), proba-
bility density functions have to be calculated by means of effective techniques
in order to deal with the non-perturbative quatum cromodynamics (QCD) pro-
cesses inherent to the dressing of quarks into hadrons. In Ref. [4], these proba-
bility densities have been related to the cross section for meson production by
recombination, and the model by Das and Hwa [13] was used to obtain them. In
this work, since the aim is to compare the model to experimental data by means
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of a fit, we will follow a different approach. Let us note that, for reasonable valon
distributions in the nucleon and sea quark distributions of the form given by Eq.
(3), the result of using the recombination model gives for the meson probability
density a function of the form xa(1 − x)b. Then we will assume

PM (x) =
1

β(aKN + 1, bKN + 1)
xaKN (1 − x)bKN (6)

which is properly normalized to one. If for the in-nucleon baryon probability we
use the same functional form as for the meson,

PB(x) =
1

β(aHN + 1, bHN + 1)
xaHN (1 − x)bHN (7)

it is automatically satisfied the requirement of zero net strangenes. In addition,
interpreting aKN , bKN , aHN and bHN as parameters of the model, and recog-
nizing that Eq. (4) fix one of them as a function of the remaining three by means
of

Γ (aKN + bKN + 2)Γ (aKN + 2)
Γ (aKN + 1)Γ (aKN + bKN + 3)

+
Γ (aHN + bHN + 2)Γ (aHN + 2)
Γ (aHN + 1)Γ (aHN + bHN + 3)

= 1 (8)

then the momentum conservation sum rule is also fulfilled. The non-perturbative
strange and anti-strange sea distributions in the nucleon can be now computed
by means of the two-level convolution formulas

sB(x) =
∫ x

1

dy

y
PB(y)s

(y

z

)
, (9)

s̄M (x) =
∫ x

1

dy

y
PH(y)s̄

(y

z

)
, (10)

where the sources sB(x) and s̄M (x) are primarily the probability densities of the
strange valence quark and anti-quark in the baryon and meson respectively, eval-
uated at the hadronic scale Q2 [1]. In principle, to obtain the non-perturbative
distributions given by Eqs. (9) and (11), one should sum over all the strange
meson-baryon fluctuations of the nucleon but, since such hadronic Fock states
are necessarilly off-shell, the most likely configurations are those closest to the
nucleon energy-shell, namely Λ0K+, Σ0K+ and Σ+K0, for a proton state.

2.2 Fit to x(s(x) − s̄(x)) Data

In order to fit to experimental data on the s − s̄ asymmetry and to extract the
parameters of the model, we will use

s̄K(x) =
1

β(aK + 1, bK + 1)
xaK (1 − x)bK (11)

sH(x) =
1

β(aH + 1, bH + 1)
xaH (1 − x)bH (12)
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which are consistent with the hypothesis that the in meson and baryon are
formed by valons. Then the s − s̄ asymmetry of the nucleon is given by

xs(x) − s̄(x) = N2(xsNP (x) − s̄NP (x)) (13)

at the valon scale Q2 = 0.49 GeV2, and where N2 is the probability of the |HK〉
Fock state in the proton wave function, which is related to the probability of
having a s(x)− s̄ pair out of Eq. ( 3). The model has then a total of 8 parameters
to be fixed by fits to experimental data. Results of the fit to experimental data
from Ref. [14] are shown in Fig. 2 and Table 1. For the experimental data, we
extracted 27 segments from the allowed band in Fig. 2 of Ref. [14] and assumed
that the midpoint of each segment is the most probable value which we inter-
preted as the value for the asymmetry, while the half lenght of the segment
was interpreted as the error bar. Notice however that this procedure has to be
taken only as a way to fit our model inside the allowed region for the s(x) − s̄
asymmetry. The fit was performed by minimizing the χ2 using MINUIT. In the
fitting procedure, since the allowed bars for the s − s̄ asymmetry are given at
Q2 = 20 GeV2, the parameters where chosen, then the asymmetry was evolved
from Q2 = 0.49 GeV2 to Q2 = 20 GeV2, the χ2was evaluated and the procedure
was repeated until a minimum was reached.

Table 1. Fit results. Parameters aKN , bKN are for the Kaon probability density in the
nucleon, aHN , bHN for the Hyperon probability density, aK , bK for the anti-strange
valon proba bility density in the Kaon and aH , bH for the strange valon density in the
Hyperon. The χ2/d.o.f. = 0.15 and bHN = 1.11 is the result of the constraint due to
the momentum sum rule of Eq. (7)

Parameter Value

aKN 2.06 ± 2.62 × 10−7

bKN 2.14 ± 0.11

aK 5.14 ± 1.93

bK 0.90 ± 0.34

aHN 1.17 ± 0.35

aH 9.47 ± 0.61

bH 2.51 ± 0.61

N2 0.04 ± 0.02

2.3 Discusion of Effects of s(x) − s̄(x)

The effect of the asymmetry in the strange sea in the nucleon has a surprised
result in the DIS. In general the size of this asymmetry depends of the scale
value energy of Q2. As it mentioned before analysis of results of x[s(x) − s̄(x)]
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asymmetry by Barone et al. [5] is given to a scale Q2 = 20 GeV2. Most recently,
the x[s(x) − s̄(x)] asymmetry in the nucleon sea was called for as a possible
explanation [6] for the almost 3σ difference between the NuTeV sin2 θW result
[8] and global fits [9]. The evolution has been done at next-to-leading order
(NLO) with the Eq. (3) and a value of

S− =
∫ 1

0

x[s(x) − s̄(x)]dx = 0.87 × 10−4 (14)

at Q2 = 20 GeV2 has been obtained, which is also the average Q2 reported by
NuTeV. Although this value of S− is small to account for the anomalous result
for reported by NuTeV, it is positive. It is also conceivable that, by performing a
next-to-next-leading-orden (NNLO) evolution, the negative contribution of the
perturbative asymmetry in s(x)− s̄(x) be compensated by a bigger positive non-
perturbative asymmetry. In Fig. 3, the xs and xs̄ distributions are displayed at
the Q2 scale where the evolution starts, namely, Q2 = 0.49 GeV2.

3 The Effect of s(x) − s̄(x) on the Determination
of sin2 θW

The weak mixing angle is one of the basic parameters of the standard model of
electroweak interactions. An experimental value for sin2 θW has been obtained,
using the on-shell renormalization scheme, from a global fit to the precise elec-
troweak measurements performed by the LEP experiments at CERN and the
SLD experiment at SLC, together with data from several other experiments at
Fermilab [9]. This global analysis lends a value of

sin2 θW = 0.2227 ± 0.004 (15)

excluding the data from CCFR and NuTeV experiments. The NuTeV collabo-
ration reported a value of sin2 θW extracted from the analysis of neutrino ν and
anti-neutrino ν̄ charged current (CC) and neutral current (NC) scattering data
[8]. The on shell value obtained by this experiment is

sin2 θW = 0.22773 ± 0.00135stat ± 0.00093sys (16)

which is ∼ 3σ away from the electroweak global fit value. Due to an inevitable
contamination of the muon and anti-muon neutrinos νμ(ν̄μ) beams with electron
muons νe(νe), and the impossibility of separating CC νe(νe) induced interac-
tions from the NC νμ(νμ) induced ones on an event by event bases, the NuTeV
result was obtained by performing a full simulation of the whole experiment,
in which the value of the weak mixing angle was adjusted so that the Monte
Carlo yield the best de scription of the experimental data. The NuTeV Monte
Carlo included, among may other things, a detailed simulation of the neu-
trino(antineutrino) beam, a detailed model of the N cross section, QED radia-
tive corrections, charm-production-threshold effects, strange and charm sea scat-
tering, quasi-elastic scattering, neutrino-electron scattering, non-isoscalar-target
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Fig. 2. The model compared to experimental data at Q2 = 20 GeV2 (full line). The
curve is the result of the fit, data points were extracted to fit in the shadowed region
as given in Ref. [14] (see the text). The dashed line is the model at Q2 = 20 GeV2

Fig. 3. The xs(x) (full line) and xs̄ (dashed line) at Q2 = 0.49 GeV2 as given by the
model.
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effects, higher twist effects, etc. [15]. The experimental data and the Monte Carlo
results compare very well.

The NuTeV Monte Carlo simulation did not assume any asymmetry in the
strange-antistrange sea of the nucleons. The effect of this asymmetry and possible
effects due to nuclear medium modifications to the parton distributions have
been explored as possible explanations for the discrepancy between the results
for the sin2 θW obtained by NuTeV and those obtained by the global fit to the
DIS data [9]. The effect of the s(x) − s̄(x) asymmetry on the determination of
sin2 θW can be accounted for through the use of the Paschos-Wolfenstein (PW)
relation [16]

R− =
σνN

NC − σν̄N
NC

σνN
CC − σν̄N

CC

=
1
2

− sin2 θW . (17)

Equation (17) does not assume any asymmetry in the strange sea of the
nucleon, and has to be corrected when the target is a nucleus, due to effects
of the nuclear medium. In most experimental cases, as for example the NuTeV
experiment, the target is not isoscalar either and this effect has to be taken into
account. A generalized PW relation that includes all these modifications can
easily be obtained. The extraction of the sin2 θW by NuTeV did not resort to
any PW relation because of the impossibility to separate effectively the charged
current form the neutral current signals.

Through the use of a generalized PW relation one can estimate the effect
of the presence of a nucleon-strange- sea asymmetry over the extraction of the
sin2 θW done by NuTeV. The same procedure can also allow to estimate the
effect of different nuclear medium modifications. The generalized PW relation
can be written as:

R− =
Z(σνp

NC − σν̄p
NC) + N(σνn

NC − σν̄n
NC)

Z(σνp
CC − σν̄p

CC) + Z(σνn
CC − σν̄n

NC)

=
2

[(3N − Z)U− + (3Z − N)D− + 3(N + Z)S−]
×

[(
1
4

− 2
3

sin2 θW

)
(ZU− + ND−) +

(
1
4

− 1
3

sin2 θW

)
(ZD− + NU−)

+
(

1
4

− 1
3

sin2 θW

)
(N + Z)S−

]
, (18)

where

U− =
∫ 1

0

x[u(x) − ū(x)]dx, (19)

D− =
∫ 1

0

x[d(x) − d̄(x)]dx, (20)

S− =
∫ 1

0

x[u(x) − ū(x)]dx, (21)

and Z and N are the proton and neutron numbers of the target nucleus. The
NuTeV Collaboration extracted sin2 θW from a full simulation of the experiment
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in which a symmetric strange sea was assumed (S− = 0). From this, and the use
of the generalized PW relation, one could determine the value of R− consistent
with the results of NuTeV, by evaluating

R−
NuTeV = R−[S− = 0, Z,N, sin2 θNuTeV

W ], (22)

where N and Z correspond to the iron target used, and sin2 θNuTeV
W to the value

reported by the experiment. Assuming R−
NuTeV, the value of sin2 θW from the

global analysis of the DIS data ( sin2 θGlobal), and the parametrizations of Gluck,
Reya and Vogt for the parton distributions of u(x) and d(x) [17], one can evaluate
the level of asymmetry in the strange sea of the nucleon that could explain the
NuTeV result,

S− =
1

[( 3
2
R−

NuTeV − (
1
4
− 1

3
sin2 θW

)
]

[
(ZU− + ND−)

(
1

4
− 2

3
sin2 θGlobal

W

)
+

(ZD− + NU−)

(
1

4
− 1

3
sin2 θGlobal

W

)
− R−

NuTeV

2
[(3N − Z)U− + (3Z − N)D−]

]

= 0.004013. (23)

The strange asymmetries predicted by our model is, again, given by

S− =
∫ 1

0

x[s(x) − s̄(x)]dx = 0.87 × 10−4, (24)

which are two orders of magnitude smaller. Since our parametrizations for
x[s(x) − s̄(x)] are in agreement with the experimental data from [14], one can
conclude that the anomalous value for sin2 θW reported by NuTeV cannot be
explained in terms of a possible asymmetry in the strange sea of the nucleon.

4 Conclusions

We have presented a model, based in fluctuations of the proton wavefunction
to a generic Hyperon-Kaon Fock state, that closely reproduces experimental
data on the extrange sea asymmetry of the nucleon. The model has a total of 8
parameters which have been fixed by fits to experimental data. No NNLO effects
in the evolution of the xs and xs̄ have been considered, however the negative
asymmetry introduced by NNLO evolution effects should be compensated by
a large and positive asymmetry coming from the non-perturbative dynamics
associated to the confining phase of QCD.

We investigated also the effect of such an asymmetry on the result presented
by the NuTeV experiment on the measurement of sin2 θW . In the study we
considered, in addition, effects coming from the non isoscalarity of the NuTeV
target. Considering all together, we found that the effect of the x[s(x) − s̄(x)]
asymmetry in the nucleon sea is too small to account for the almost 3σ difference
among the sin2 θW result by NuTeV and the world average.
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Abstract. Structural partitioning of systems of ordinary differential
equations is made on base of right-hand side dependencies on the
unknown variables. It is used to construct fully explicit Runge–Kutta
methods with several computational schemes applied to different parts
of the system. The constructed structural methods require fewer right-
hand side evaluations (stages) per step for some parts of the system
than classic explicit Runge–Kutta methods of the same order. The full
structural form of the system is presented, which after permutation of
variables can be applied to any system of ordinary differential equation.
For such structure a multischeme method is formulated and conditions
of the sixth order are written down. We present simplifying conditions
and reduce the system to a solvable smaller system. A particular compu-
tational scheme, that requires seven stages for a group without special
structure and only six stages for other equations, is presented. Its sixth
order is confirmed by a numerical convergence test.

Keywords: explicit Runge–Kutta · Partitioned methods ·
Structural partitioning · Order conditions · Multischeme methods

1 Introduction

Nowadays Runge–Kutta type methods (RKs) are one of the most widely used
class of numerical methods for solving ordinary differential equations (ODEs).
They have been intensively studied for more than a century and each new chal-
lenge in numerical treatment of ODEs like stiffness or geometrical properties
preservation gave new inspiration to researchers for constructing and modifying
Runge–Kutta methods. There is a lot of literature on the topic. One can find
basics in classical textbooks on general numerical analysis, like [12,22], as well
as read special monographs on ODE solution as [3,8].

New methods are proposed every year. Obviously they are not new kinds of
“classical” explicit methods, but usually are designed to have one or few special
properties or are intended for some peculiar classes of ODE systems.
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It is well known that partitioning of variables in ODE systems helps to sim-
plify or reduce the system analytically. However even without analytical simpli-
fication it might be useful to separate the system into two or more parts and
treat them numerically in different ways, i.e. to apply different (though intercon-
nected) numerical schemes. Often this partitioning can be done in some natural
way, say different parts of the system correspond to the unknowns of different
physical nature. In other cases the partitioning is made on base of the system
structure, stiffness or characteristic speeds of the processes.

Pioneer papers dealing with partitioning proposed methods for stiff problems
of ODEs which were split up into “stiff” and “non-stiff” subsystems. Those
methods were named implicit-explicit, since the “non-stiff” part was solve by fast
explicit scheme and only the “stiff” part was solved by an implicit one (e.g. [9,
23]). In many recent paper such methods are called multischeme. Multischeme
methods are studied to obtain simplectic integrators [13,14,29], to treat partial
differential equations with parts of different physical nature [10,11], to solve fast
and slow processes in large systems with different step sizes [27,28].

Here we consider the partitioning based on the right-hand side functions
dependence on the unknowns. The structure of such dependencies can be used
to construct fully explicit multischeme Runge–Kutta methods with fewer total
right-hand side evaluations than classic explicit RKs require per step (the con-
straints known as Butcher barriers [3,8]).

We have presented several types of structural partitioning in [5]. Using the
same denotations as there we present a full structurally partitioned system. It
contains the general group of unknown functions — all those that don’t have
structural properties — and two structural groups.

⎧
⎪⎨

⎪⎩

y′
0(t) = f0(t, y0, y11, ..., y1,n1 , y21, ..., y2n2),

y′
1r(t) = f1r(t, y0, y11, ..., y1,r−1, y21, ..., y2n2), r = 1, ..., n1,

y′
2r(t) = f2r(t, y0, y11, ..., y1,n1 , y21, ..., y2,r−1), r = 1, ..., n2.

(1)

We distinguish between every unknown function in the first (y11, ..., y1,n1) and
the second (y21, ..., y2,n2) structural groups since the numerical method is imple-
mented differently to each of them. At the same time all the unknowns and
equations in the general group are treated in the same way and the denotation
y0 can be formally considered as a vector of arbitrary length.

Any system of ODEs can be rewritten to have the structure (1). The general
algorithm of finding the permutation of unknowns to obtain the structure (1)
can be found in [17]. It is designed to maximize the size of structural groups,
since the advantage over classic RKs is provided for the right-hand sides within
them. In the worst case when for every possible r the derivative y′

r depends on
yr, no structural group can be formed and all the equations are included into
the vector y0. In this case the method studied in the present paper reduces to
a classic Runge–Kutta method. However many problems of celestial mechan-
ics, high-energy physics or some schemes of partial differential equations spatial
discretization allow reformulation with a suitable structure (1) (see e.g. [24–26]).
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Remark 1. In some systems all equations are included into the first or second
structural group. In this case the advantage over the classic RKs is more con-
siderable. The fifth order method can be constructed with four stages for every
equation [15,18] (along with six for classic RKs). The sixth order method for
the system with two structural groups requires six stages [1,6,20,21], while clas-
sic RKs require seven. The similar advantage can be obtained for continuous
Runge–Kutta methods as well [5,7].

In the present paper we construct an explicit partitioned Runge–Kutta type
method of order six for the system (1). It uses seven stages for the equations of
general group (the mentioned Butcher’s barrier) and only six stages for every
equation of the first and second structural groups.

In the next section we present the general form of structurally partitioned
system and the explicit Runge–Kutta type method for it.

The third section deals with sixth order conditions of the considered method
and describes the simplifying assumptions on the methods parameters.

The algorithm of solving the system and one possible solution are given in
Sect. 4 and the convergence test for a simple test problem in the last section.

2 Structural Numerical Method

Considering the initial point t0 we write down the computational scheme for the
Runge–Kutta type one-step method for obtaining the approximate solution in
the point t0 + h, where h is the step size.

y0(t0 + h) ≈ y0(t0) + h

s0∑

i=1

b0iK0i,

y1r(t0 + h) ≈ y1r(t0) + h

s1∑

i=1

b1iK1ri, r = 1, ..., n1,

y2r(t0 + h) ≈ y2r(t0) + h

s2∑

i=1

b2iK2ri, r = 1, ..., n2.

(2)

The difference from the formal expansion of classic Runge–Kutta methods to
the systems of ODEs is that the right-hand side functions are evaluated one by
one in strict order K01, K111, K121, ..., K1n11, K211, ..., K2n21, K02, K112, ...,
K1n12, K212, etc. according to

K0i = f0

(
t0 + c0ih, y0(t0) + h

∑i−1
j=1 a00ijK0j ,

y11(t0) + h
∑i

j=1 a01ijK11j , ..., y1,n1(t0) + h
∑i

j=1 a01ijK1,n1,j ,

y21(t0) + h
∑i−1

j=1 a02ijK21j , ..., y2n2(t0) + h
∑i−1

j=1 a02ijK2n2j

)
,
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K1ri = f1r

(
t0 + c1ih, y0(t0) + h

∑i
j=1 a10ijK0j , r = 1, ..., n1,

y11(t0) + h
∑i

j=1 a11ijK11j , ..., y1,r−1(t0) + h
∑i

j=1 a11ijK1,r−1,j ,

y21(t0) + h
∑i−1

j=1 a12ijK21j , ..., y2n2(t0) + h
∑i−1

j=1 a12ijK2n2j

)
,

(3)
K2ri = f2r

(
t0 + c2ih, y0(t0) + h

∑i
j=1 a20ijK0j , r = 1, ..., n2,

y11(t0) + h
∑i

j=1 a21ijK11j , ..., y1n1(t0) + h
∑i

j=1 a21ijK1n1j ,

y21(t0) + h
∑i

j=1 a22ijK21j , ..., y2,r−1(t0) + h
∑i

j=1 a22ijK2,r−1,j

)
.

In each formula i varies in the corresponding range from 1 to s0, s1 or s2.
Notice that in general the algorithms demands that either s0 = s1 = s2, or
s0 = s1 = s2 + 1, or s1 = s2 = s0 − 1. The last case is the best for efficiency.

After the paper [2] it’s being conventional to collect coefficients of Runge–
Kutta type methods into so-called Butcher tables. Here we use an extended
Butcher table for structural methods of the form

c0 A00 A01 A02 b0

c1 A10 A11 A12 b1

c2 A20 A21 A22 b2

Here bv = (bv1, ..., bvsv
)T and cv = (cv1, ..., cvsv

)T are vectors and Auv = {auvij}
are [su × sv]-matrices for u, v = 0, 1, 2.

Each group (general or structural) is referred to three blocks of parameters
Auv. The table form of the method corresponds to its structural properties and
their algorithmic use. The matrices A00, A01, A02 and A12 are strictly lower-
triangular (as is the case with classic explicit Runge–Kutta methods), but A10,
A20, A11, A21 and A22 are lower-triangular, i.e. can have non-zero diagonal
elements.

Remark 2. As mentioned above, if a system (1) has no structural properties and
no structural groups can be formed (n1 = n2 = 0) then the method reduces to
classic Runge–Kutta method using only c0i, b0i and a00ij coefficients. As a result
of this we cannot construct a structural method of order p with s0 smaller than
a minimal number of stages required for a classic explicit Runge–Kutta method,
i.e. s0 respects usual Butcher barriers [8]. A structural methods is more efficient
when s1 = s2 = s0 − 1, and the efficiency grows as the size of the structural
groups grows over the size of the general group.

In the following section we present the conditions of the sixth order, which
form quite large system of algebraic equations. We apply additional relations
between the method’s coefficients, named simplifying conditions, and reduce the
original large system to a much smaller one.
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3 Conditions for the Sixth Order

The method (2), (3) is a one-step explicit method, so the convergence theorems
can be applied, i.e. its convergence order equals its local order for smooth enough
problems (e.g. [8]). In order to construct a method of order six we should find
the coefficients such that the Taylor expansions in respect of h of the exact and
numerical solutions are the same up to the h6 terms, for each component. This
means that for any problem smooth enough and some vector norm ‖ · ‖ there
exist such positive numbers C0, C11, ..., C1n1 , C21, ..., C2n2 that for any h small
enough

‖y0(t0 + h) − y0(t0) − h

s0∑

i=1

b0iK0i‖ < C0h
7,

|y1r(t0 + h) − y1r(t0) − h

s1∑

i=1

b1iK1ri| < C1rh
7, r = 1, ..., n1,

|y2r(t0 + h) − y2r(t0) − h

s2∑

i=1

b2iK2ri| < C2rh
7, r = 1, ..., n2.

(4)

Remark 3. Instead of considering the order componentwise in (4) we could use a
vector norm over all unknown functions y0(t), y11(t), ..., y1n1(t), y21(t), ..., y2n2(t)
simultaneously, but this doesn’t change the order conditions, which follow.

It is well known [8] that a classic sixth order Runge–Kutta method requires
at least seven stages and for such method the order conditions form a system of
37 nonlinear algebraic equations with 28 unknown parameters b0i and a00ij (in
terms of Remark 2). The parameters c0i are linearly dependent on a00ij , so we
don’t count them in this consideration.

In [1,20] sixth order methods for systems without general group with only six
stages for each unknown were constructed. In case of n1 = n2 = 1 the number
of order conditions is 74 and number of parameters is 48. However if n1 > 1 and
n2 > 1 the parameters a11ij and a22ij are used as well and in this case we obtain
a system of 292 order conditions for 90 parameters [21].

In case of full system (1) we construct a sixth order method with (s0, s1, s2) =
(7, 6, 6) stages. Besides of so-called basic simplifying conditions which connect
c-parameters to a-parameters

i−1∑

j=1

a00ij =
i−1∑

j=1

a01ij =
i−1∑

j=1

a02ij = c0i, i = 1, ..., 7,

i∑

j=1

a10ij =
i∑

j=1

a11ij =
i−1∑

j=1

a12ij = c1i, i = 1, ..., 6,

i∑

j=1

a20ij =
i∑

j=1

a21ij =
i∑

j=1

a22ij = c2i, i = 1, ..., 6,

(5)
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we have a system of 1224 order conditions obtained with the extension of labeled-
trees theory for classic Runge–Kutta methods [3,4]. In the following system the
indices u, v, w, α and β can be 0, 1 or 2 in any combination. The summation is
made over all possible (and meaningful) values of the summation indices.

∑

i

buic
q
ui =

1
q + 1

, q = 0, 1, ..., 5,

∑

i

buic
q
ui

∑

j

auvijcvj =
1

2 · (q + 3)
, q = 0, 1, 2, 3,

∑

i

buic
q
ui

∑

j

auvijc
2
vj =

1
3 · (q + 4)

, q = 0, 1, 2,

∑

i

buic
q
ui

∑

j

auvij

∑

k

avwjkcwk =
1

6 · (q + 4)
, q = 0, 1, 2,

∑

i

buic
q
ui

(
∑

j

auvijcvj

)(
∑

k

auwikcwk

)

=
1

4 · (q + 5)
, q = 0, 1,

∑

i

buic
q
ui

∑

j

auvijc
3
vj =

1
4 · (q + 5)

, q = 0, 1,

∑

i

bui

∑

j

auvijc
q
vj

∑

k

avwjkcd
wk =

1
10(q + d)(1 + d)

,

(q, d) ∈ {(0, 2), (0, 3), (1, 1), (1, 2), (2, 1)},
∑

i

bui

∑

j

auvijc
q
vj

∑

k

avwjkcd
wk

∑

l

awαklc
ρ
αl =

1
60(s + 2d + 2ρ)

,

(q, d, ρ) ∈ {(0, 0, 1), (1, 0, 1), (0, 1, 1)},

∑

i

bui

(
∑

j

auvijcvj

)(
∑

j

auwikc2wk

)

=
1
36

, (6)

∑

i

bui

∑

j

auvijc
4
vj =

1
30

,

∑

i

bui

(
∑

j

auvij

∑

k

avwjkcwk

)(
∑

l

auαilcαl

)

=
1
72

,

∑

i

buicui

∑

j

auvijcvj

∑

k

avwjkcr,ξ =
1
48

,

∑

i

buicui

∑

j

auvij

∑

k

avwjkc2r,ξ =
1
72

,

∑

i

bui

∑

j

auvij

(
∑

k

avwjkcwk

)(
∑

l

avαjlcαl

)

=
1

120
,
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∑

i

buicui

∑

j

auvij

∑

k

avwjk

∑

l

awαklcαl =
1

144
,

∑

i

bui

∑

j

auvij

∑

k

avwjk

∑

l

awαklc
2
αl =

1
360

,

∑

i

buicui

∑

j

auvij

∑

k

avwjk

∑

l

awαkl

∑

m

aαβlmcβm =
1

720
.

The total number of parameters to be defined (including c-parameters) for
(7,6,6) stages is 221.

Every classic sixth order Runge–Kutta method constructed by now has its
b2 parameter equal to zero. We make the same assumption for all three groups
and additionally we assume that for all three groups the first right-hand side
computation is done in the initial point of the step, i.e.

b02 = b12 = b22 = c01 = c11 = c21 = 0. (7)

Next step to simplify the system is to introduce special assumptions known
in the literature as simplifying conditions [3]. For different high-order Runge–
Kutta methods different simplifying conditions can be used, each combination
resulting into a separate family of solutions. We tried to apply various simplifying
conditions and ended up with using different simplifying conditions of classic
Runge–Kutta methods for different groups of parameters in system (6). These
simplifying conditions are gathered blockwise and presented in the Table 1.

Table 1. Simplifying conditions for the system (6)

q = 0, 1, 2; d = 0, 1; i = 3, ..., 7; k = 2, ..., 6; κ = 1, ...5; l = 1, ..., 6; m = 3, ..., 6
i−1∑

j=1

a00ijc
q
0j =

c
q+1
0i
q+1

i−1∑

j=1

a01ijc
d
1j =

cd+1
0i
d+1

i−1∑

j=1

a02ijc
d
2j =

cd+1
0i
d+1

7∑

j=3

b0jc
d+1
0j a00j2 = 0

7∑

j=3

b0jc
2
0ja01j2 = 0

7∑

j=3

b0jc
2
0ja02j2 = 0

7∑

j=l+1

b0ja00jl = b0l(1 − c0l)
7∑

j=l+1

b0jc
d
0ja01jl =

b1l(1−cd+1
1l )

d+1

7∑

j=l+1

b0jc
d
0ja02jl =

b2l(1−cd+1
2l )

d+1

k∑

j=1

a10kjc
q
0j =

c
q+1
1k
q+1

k∑

j=1

a11kjc
d
1j =

cd+1
1k
d+1

m−1∑

j=1

a12mjc
d
2j =

cd+1
1m
d+1

6∑

j=2

b1jc
d+1
1j a10j2 = 0

6∑

j=2

b1jc
2
1ja11j2 = 0

6∑

j=l

b1ja10jl = b0l(1 − c0l)
6∑

j=l

b1jc
d
1ja11jl =

b1l(1−cd+1
1l )

d+1

6∑

j=κ+1

b1ja12jκ = b2κ(1 − c2κ)

k∑

j=1

a20kjc
q
0j =

c
q+1
2k
q+1

k∑

j=1

a21kjc
d
1j =

cd+1
2k
d+1

k∑

j=1

a22kjc
d
2j =

cd+1
2k
d+1

6∑

j=2

b2jc
d+1
2j a20j2 = 0

6∑

j=2

b2jc
2
2ja21j2 = 0

6∑

j=l

b2ja20jl = b0l(1 − c0l)
6∑

j=l

b2jc
d
2ja21jl =

b1l(1−cd+1
1l )

d+1

6∑

j=l

b2jc
d
2ja22jl =

b2l(1−cd+1
2l )

d+1
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The reducing of the original system with use of simplifying conditions can be
found in details in [16,21]. Here we present only the reduced system consisting
of 47 equations (obtained from 1224 equations of (6)):

su∑

i=1

buic
q
ui =

1
q + 1

, u = 0, 1, 2, q = 0, 1, ..., 5,

7∑

i=5

b0ic0i

i−1∑

j=4

a00ij

j−1∑

k=3

a0wjkc2wk =
1
72

, w = 0, 1,

7∑

i=4

b0ic0i

i−1∑

j=3

a00ij

j−1∑

k=2

a0wjkc2wk =
1
72

, w = 1, 2,

7∑

i=4

b0ic0i

i−1∑

j=3

a00ijc
3
0j =

1
24

,

7∑

i=4

b0ic
2
0i

i−1∑

j=3

a01ijc
2
1j =

1
18

,

7∑

i=3

b0ic
2
0i

i−1∑

j=2

a02ijc
2
2j =

1
18

,

6∑

i=4

b1ic1i

i∑

j=3

a10ij

j−1∑

k=3

a00jkc20k =
1
72

,

6∑

i=3

buicui

i∑

j=3

au0ijc
3
0j =

1
24

, u = 1, 2,

6∑

i=3

b1ic1i

i∑

j=3

a10ij

j−1∑

k=2

a0wjkc2wk =
1
72

, w = 1, 2,

6∑

i=4

b1ic1i

i∑

j=4

a10ij

j−1∑

k=3

a01jkc21k =
1
72

, (8)

6∑

i=3

b1ic
2
1i

i∑

j=3

a10ijc
2
0j =

1
18

,

6∑

i=4

b1ic1i

i−1∑

j=3

a12ij

j∑

k=3

a20jkc20k =
1
72

,

6∑

i=4

b2ic2i

i∑

j=4

a20ij

j−1∑

k=3

a0wjkc2wk =
1
72

, w = 0, 1,

6∑

i=3

b2ic2i

i∑

j=3

a20ij

j−1∑

k=2

a0wjkc2wk =
1
72

, w = 1, 2,

6∑

i=3

b1ic
2
1i

i∑

j=2

a11ijc
2
1j =

1
18

,

6∑

i=3

b1ic
2
1i

i−1∑

j=2

a12ijc
2
2j =

1
18

,
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6∑

i=3

b1ic1i

i−1∑

j=2

a12ijc
q
2j =

1
(1 + q)(3 + q)

, q = 1, 2, 3;

6∑

i=3

b1ic1i

i−1∑

j=2

a12ij

j∑

k=2

a2wjkc2wk =
1
72

, w = 1, 2,

6∑

i=4

b1ic1i

i−1∑

j=3

a12ij

j∑

k=3

a21jkc21k =
1
72

,

6∑

i=3

b2ic
2
2i

i∑

j=2

a2vijc
2
vj =

1
18

, v = 1, 2.

Together with 198 simplifying conditions from Table 1 the total number of
equations is 245, i.e. five times fewer than the original system (6). The number
of unknown parameters (considering conditions (5)) is 202 now.

The reduced system (8) keeps the peculiarities of the original system: visible
block structure and nonlinear relations between parameters within and between
the blocks.

4 Particular Computational Scheme

Here we make certain special assumptions to find a particular solution of the
reduced system:

c02 = a0021 = a0121 = a0221 =
2
15

, c12 = c22 = c03 = c13 =
1
5
,

c23 = c0,4 =
1
3
, c05 =

2
3
, c06 =

4
5
, c07 = c16 = c26 = 1.

(9)

We leave c24 = α to be a free parameter. The remaining node parameters
c14, c15 and c25 can be found from the reduced system:

c14 =
5α − 2

5(2α − 1)
, c15 = c25 =

4α − 3
5α − 4

.

Now the b-parameters (weights) are determined from the first equations of the
reduced (or original) system, i.e. from the pure quadrature order conditions:

b01 =
7
96

, b03 =
125
672

, b04 =
27
112

, b05 =
27
112

, b06 =
125
672

, b07 =
7
96

,

b11 =
15α2 − 18α + 5

12(5α − 2)(4α − 3)
, b13 =

125(5α2 − 5α + 1)
48(3α − 1)(15α − 11)

,

b14 =
125(2α − 1)5

12(3α − 1)(15α2 − 20α + 7)(5α − 2)(5α − 3)
,

b15 =
(5α − 4)5

12(15α2 − 20α + 7)(15α − 11)(α − 1)(4α − 3)
,
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b16 =
15α2 − 27α + 11
48(5α − 3)(α − 1)

, b21 =
25α2 − 20α + 1

60α(4α − 3)
,

b24 =
1

60(3α − 1)(5α2 − 8α + 3)α(α − 1)
,

b25 =
(5α − 4)5

60(5α2 − 8α + 3)(7α − 5)(α − 1)(4α − 3)
,

b23 =
81(5α2 − 5α + 1)

40(3α − 1)(7α − 5)
, b26 =

5α2 − 15α + 9
120(α − 1)2

.

It is natural to demand that all c-parameters lie in [0, 1] and that all weights b
are positive, i.e. lie in [0, 1] as well. This is provided when α satisfies

α ∈
{(

2 − √
3

5
,
1
5

)

∪
(

1
5
,
5 − √

5
10

)}

.

We choose α = 1
10 and solve the rest of the system as a sequence of linear

subsystems. We omit the details and present only the computed values of the
parameters.

A00 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
2
15
1
20

3
20

11
108

−5
36

10
27

23
54

−5
18

−35
54

7
6

−83
125

3
5

9
5

−189
125

72
125

23
28

−15
28

−80
49

108
49

−18
49

25
49

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, A01 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
2
15
1
10

1
10

1
18

−5
54

10
27

20
81

−5
27

−5
27

64
81

−206
975

2
5

62
95

−2944
7725

43218
127205

145
546

−5
14

80
931

7936
15141

12250
25441

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

A02 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
2
15
1
10

1
10

1
18

5
18

0
−4
9

−25
9

5
3

20
9

314
325

22
5

−1494
1075

−88
25

4802
13975

−141
182

−45
14

2988
2107

1360
441

2450
5031

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

C0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
2
15
1
5
1
3
2
3
4
5
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, A10 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
20

3
20

1
20

3
20

255
2048

− 495
2048

945
2048

63
2048

30953
600250

429
3430

2717
168070

199329
600250

457938
2100875

95
676

− 165
676

395
1183

393
1183

− 45
1183

1125
2366

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

C1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
5
1
5
3
8
26
35
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, A11 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
10

1
10

1
10

0 1
10

1
24

0 5
16

1
48

18817
154350

0 871
36015

252928
540225

9
70

− 3581
39546

0 107935
134862

− 370688
1096641

2701125
4299529

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, (10)
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C2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
5
1
3
1
10
26
35
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, A12 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
5
1
10

1
10

45
1024

615
2048

63
2048

− 167401
60025

− 244751
24010

3393039
840350

814112
84035

60745
4394

16415
338

− 848271
50869

− 54400
1183

120050
94471

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

A20 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
20

3
20

11
108

− 5
36

10
27

19
800

33
160

− 5
32

21
800

6877
120050

429
3430

− 143
33614

1677
4802

90558
420175

20
151

− 165
604

865
2114

615
2114

− 81
2114

2025
4228

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, B0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

7
96
0

125
672
27
112
27
112
125
672
7
96

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

A21 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
10

1
10

1
18

− 5
54

10
27

163
1800

11
80

− 7
48

4
225

2773
22050

143
1715

− 1378
19551

3792256
7949025

3483
27398

− 1876
17667

− 55
302

61790
60249

− 362624
979839

4862025
7683182

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, B1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

67
936
0

1375
6384
8192
32445

2100875
5495256

169
2160

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

A22 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0
1
10

1
10

1
18

5
18

0
2
15

1
12

0 − 7
60

− 547
14406

− 5603
7203

69498
84035

152048
252105

9
70

2011
5889

2195
906

− 42768
45451

− 4640
3171

108045
168818

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, B2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

5
104
0

891
2408
200
1701

420175
1086696

151
1944

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

5 Numerical Convergence Test

Since we don’t have an error estimator embedded into the presented scheme,
we make only the convergence test to confirm the declared sixth order of the
method.

The system of four equations

y′
1 = 2xy1y3 = f1(x, y1, y3),

y′
2 = 2xy3 = f2(x, y3),

y′
3 = −2x(y2 − 1) = f3(x, y2),

y′
4 = 10xy3y

5
1 = f4(x, y1, y3),

(11)

with the initial conditions y1(0) = y2(0) = y3(0) = y4(0) = 1 has the exact
solution

y1 = exp(sin x2), y2 = sin x2 + 1, y3 = cos x2, y2 = exp(5 sin x2).

Here we have 1 unknown in the general group (y1), one in the first structural
group (y2) and two in the second structural group (y3, y4).
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We solve it at the interval [0, 5] with constant step size h and compute the
maximal norm of the exact error in every step Err. We change the step size as
h = 1

3 · (
3
2

)k for k = 1, ..., 11. The results are presented at Fig. 1a and in the
Table 2 as Test 1. The average slope of the segmented line for h small enough
shows the rate of convergence in double logarithmic scale. The test confirms the
sixth order of the method.

In order to check the case of several equations in the first structural group,
we make the change of variables u1 = y1, u2 = y3, u3 = y4, u4 = y2. In this case
two equation are in the first group and one is in the second group. The results
of the same test for this system are presented at Fig. 1b and in the Table 2 as
Test 2.

Table 2. Results of the numerical tests of convergence

k Test 1 Test 2

Err Order Err Order

1 14.6832 5.00611

2 1.11106 6.15 1.95241 2.24

3 2.58338 · 10−1 3.52 2.41613 · 10−1 5.04

4 8.90772 · 10−3 8.18 6.31942 · 10−3 8.85

5 3.24414 · 10−4 8.17 3.66468 · 10−4 7.02

6 3.35677 · 10−5 5.59 4.19328 · 10−5 5.35

7 2.64534 · 10−6 6.27 3.36406 · 10−6 6.22

8 2.46517 · 10−7 5.85 3.02240 · 10−7 5.94

9 2.11060 · 10−8 6.05 2.70710 · 10−8 5.94

10 1.79768 · 10−9 6.07 2.28522 · 10−9 6.09

11 2.09015 · 10−10 5.31 2.29279 · 10−10 5.67

10 -2 10 -1
10 -10

10 -8

10 -6

10 -4

10 -2

1

 Err

 h

(a)

10 -2 10 -1
10 -10

10 -8

10 -6

10 -4

10 -2

1

 Err

 h

(b)

Fig. 1. The global error to step size ratio in the double logarithmic scale. The reference
lines have slope 6.
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6 Conclusion

The presented sixth order method for many systems transformable to the struc-
ture (1) provides better per step performance than formal application of classic
Runge–Kutta methods to such systems. However, practical use of RKs nowa-
days require an automatic time step size control which is usually based on local
error estimation. For RKs it is most often made with use of embedded scheme
of lower order, and it can also be done within the structural partitioning app-
roach [18,19]. This requires solution of even more complicated system of order
conditions.
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Abstract. We study the journey planning problem in transit networks
which, given the timetable of a schedule-based transit system, asks to
answer to queries such as, e.g., “seek a journey that arrives at a given
destination as early as possible”. The state-of-the-art solution to such
problem, in terms of query time, is Public Transit Labeling (ptl), pro-
posed in [Delling et al., SEA 2015], that consists of three main ingre-
dients: (i) a graph data structure for storing transit networks; (ii) a
compact labeling-based representation of the transitive closure of such
graph, computed via a time-consuming preprocessing routine; (iii) an
efficient query algorithm exploiting both graph and precomputed data
to answer quickly to queries of interest at runtime.

The major drawback of ptl is not being practical in dynamic scenar-
ios, when the network’s timetable can undergo updates (e.g. delays). In
fact, even after a single change, precomputed data become outdated and
queries can return incorrect results. Recomputing the labeling-based rep-
resentation from scratch, after a modification, is not a viable option as
it yields unsustainable time overheads. Since transit networks are inher-
ently dynamic, the above represents a major limitation of ptl.

In this paper, we overcome such limit by introducing a dynamic algo-
rithm, called d-ptl, able to update the preprocessed data whenever
a delay affects the network, without recomputing it from scratch. We
demonstrate the effectiveness of d-ptl through a rigorous experimental
evaluation showing that its update times are orders of magnitude smaller
than the time for recomputing the preprocessed data from scratch.
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1 Introduction

Computing best journeys in schedule-based transit systems (consisting, e.g., of
trains, buses, etc.) is a problem that has been faced at least once by everybody
who ever traveled [2]. In particular, the journey planning problem asks, given
an input timetable (i.e. the description, in terms of departure and arrival times,
of transits of vehicles between stops within the system) to answer to natural
queries such as, e.g., “What is the best journey from some stop A to some other
stop B if I want to depart at time t?”.

Despite its simple formulation, the problem is much more challenging w.r.t.,
for instance, to the route planning problem in road networks which has been the
subject of many recent studies (see, e.g., [2,9,12]). This is due to the fact that
schedule-based transit systems exhibit an inherent time-dependent component
that requires more complex modeling assumptions to obtain meaningful results.
For this reason, recently, transit companies have invested a lot of resources to
develop software systems, called journey planners (see, e.g., Google Transit1 or
bahn.de2), to be able to answer efficiently to such kind of queries and to provide
best journeys w.r.t. to some metric of interest. Depending on the considered
metric and modeling assumptions, the problem can be specialized into a plethora
of optimization problems [2].

The most common type of query is the earliest arrival query, which asks
for computing a journey that minimizes the total traveling time from a given
departure stop to a given arrival stop, if one departs at a distinguished departure
time. Another prominent type of query is the profile query, which instead asks
to retrieve a set of journeys from a given departure stop to a given arrival
stop if departure time can lie within a given range. Further types of queries
can be obtained by considering multiple optimization criteria simultaneously
or according to the abstraction at which the problem has to be solved. If, for
instance, one wants to optimize the time required by a passenger for moving from
one vehicle to another one within a stop (i.e., transfer time), then the problem
is called realistic while it is referred to as ideal otherwise [6]. In this paper, we
focus on the realistic scenario. To solve the mentioned variants, a great variety
of models and techniques have been proposed in the literature [5,11,13–15]. We
refer to the very recent survey of Bast et al. [2] for a comprehensive overview.

The state-of-the-art method, achieving the smallest query times on large sets
of real-world inputs, is Public Transit Labeling (ptl, for short) a preprocessing-
based approach that has been experimentally shown to outperform all other
solutions, achieving order of milliseconds query times on average even in
continental-sized networks [4,7,11,17]. Such approach essentially consists of
three main ingredients: (i) a well-known graph data structure for storing transit
networks, i.e. the time–expanded graph; (ii) a compact labeling-based representa-
tion of the transitive closure of the said graph, computed via a (time-consuming)
preprocessing step; (iii) an efficient query algorithm exploiting both the graph

1 https://maps.google.com/landing/transit/index.html.
2 https://www.bahn.de.

https://maps.google.com/landing/transit/index.html
https://www.bahn.de
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and the precomputed data to answer quickly to queries of interest at runtime.
Unfortunately, ptl has the major drawback of not being practical in dynamic
scenarios, that is when the network can undergo to unpredictable updates (e.g.
due to delays affecting the route traversed by a given vehicle). In particular, even
after a single change to the network, queries can return incorrect results since the
preprocessed data can become easily outdated and do not reflect properly the
transitive closure. Recomputing the labeling-based data from scratch, after an
update occurs, is not a viable option as it yields unsustainable time overheads,
up to tens of hours [11]. Since transit networks are inherently dynamic (delays
can be very frequent), the above represents a major limitation of ptl.

Dynamic approaches to update graphs and corresponding labeling-based rep-
resentations of transitive closures have been investigated in the past, in other
application domains, due to the effectiveness of such structures [1,8,10,16]. How-
ever, none of these can be directly employed in the ptl case, where time con-
straints imposed by the time-expanded graph add a further level of complexity
to the involved data structures.

Our Contribution. In this paper, we overcome the above mentioned limit by
presenting a new dynamic algorithm, named Dynamic Public Transit Labeling
(d-ptl, for short), that is able to update the information precomputed by ptl

whenever a delay occurs in the transit network, without performing a recom-
putation it from scratch. Notice that, decreases in departure times are typically
not allowed in transit networks, since, to preserve the integrity of pre-planned
connections, if a vehicle arrives early at a given stop, it just waits [2]. Hence
updating the information in such case is not necessary. However, our solution
can be easily extended to manage such scenario.

We discuss the correctness of d-ptl and analyze its computational com-
plexity in the worst case. Asymptotically speaking, the proposed solution is
worse than the recomputation from scratch. However, we present an extensive
algorithm-engineering based experimental study, conducted on real-world net-
works of large size, that shows that d-ptl always outperforms the from scratch
computation in practice. In particular, our results show that d-ptl is able to
update both the graph and the labeling structure orders of magnitude faster
than the recomputation from scratch. Our data also highlight that the updated
graph and labeling structure induce both query time performance and space
overhead that are equivalent to those that are obtained by the recomputation
from scratch, thus making d-ptl an effective approach to handle the journey
planning problem in dynamic transit networks.

Structure of the Paper. The paper is organized as follows. Section 2 gives the
notation, describe the basics of ptl and of the labeling technique [11]. In Sect. 3
we present our new dynamic algorithm and discuss its correctness and complex-
ity. Section 4 describe our experimental study while Sect. 5 concludes paper and
outlines possible future research directions.
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2 Background

We are given an input timetable, consisting of data concerning: stops, vehicles
(e.g. trains, buses or any means of transportation) connecting stops, and depar-
ture and arrival times of vehicles at stops. More formally, a timetable T is defined
by a triple T = (Z,S, C), where Z is a set of vehicles, S is a set of stops (often in
the literature also referred to as stations), and C is a set of elementary connec-
tions whose elements are 5-tuples of the form c = (Z, si, sj , td, ta). Such a tuple
is interpreted as vehicle Z ∈ Z leaves departure stop si ∈ S at departure time td,
and the immediately next stop of vehicle Z is stop sj ∈ S at time ta (i.e. ta is the
arrival time of Z at arrival stop sj ∈ S). Departure and arrival times are inte-
gers in {0, 1, . . . , tmax} representing time in minutes after midnight, where tmax

is the largest time allowed within the timetable (typically tmax = (n · 1440 − 1),
where n is the number of days that are represented by the timetable). We assume
|C| ≥ max{|S|, |Z|}, that is we do not consider vehicles and stops that do not
take part to any connection. Moreover, we consider the realistic scenario, that is
each stop si ∈ S has an associated minimum transfer time, denoted by mttpi,
which is the time, in minutes, required for moving from one vehicle to another
inside stop si.

A trip tripi = (c1, c2, . . . , ck) is a sequence of k connections that: (i) are
operated by a same vehicle; (ii) share pairwisely departure and arrival stop, i.e.,
formally, we have ci−1 = (Z, si, sj , td, ta) and ci = (Z, sj , sk, t

′
d, t

′
a) with t′d > td

for any i ∈ [2, k]. Clearly, connections in a trip are ordered in terms of the
associated departure times, hence we say connection cj follows connection cj−1

in a trip tripi whenever the departure time of the former is larger than that of
the latter. Similarly, we say connection cj precedes connection cj+1 in tripi.

An earliest arrival query ea(si, sj , τ) asks, given a triple si, sj , τ of source
stop si, target stop sj and departure time τ ≥ 0, to compute a quickest journey,
i.e. a journey that starts at any t ≥ τ , connects si to sj , and minimizes traveling
time. A journey J = (c1, c2, . . . cn) connecting two stops si to sj is a sequence of
n connections that: (i) can be serviced by different vehicles; (ii) allow to reach a
given target stop starting from a distinguished source stop at a given departure
time τ ≥ 0, i.e. the departure stop of c1 is si, the arrival stop of cn is sj and the
departure time of c1 is larger than or equal to τ ; (iii) is formed by connections
that satisfy the time constraints imposed by the timetable, namely that if the
vehicle of connection ci is different w.r.t. that of ci+1 at a stop sh, then the
departure time of ci+1 must be larger than the arrival time of ci plus mttph. As
well as trips, journeys are implicitly ordered by time according departure times
of the connections. The traveling time of a journey is given by the difference
between arrival time of its last connection and τ . A profile query pq(si, sj , τ, τ ′)
asks for the set of non-dominated journeys between stops si and sj in the time
range 〈τ, τ ′〉, subject to τ < τ ′, i.e. the set of journeys connecting stops si and
sj that start at any time in [τ, τ ′] and are non-dominated journeys. A journey is
non-dominated if and only if the departure time (arrival time, respectively) of
its first connection is smaller than that of any other in the set.
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Public Transit Labeling. The state-of-the art approach to answer the above
queries is based on a graph representation of the transit network [11], and it
is discussed in the following.

In particular, the input timetable T = (Z,S, C) associated to the transit
network is modeled via a reduced time–expanded graph (red-te, for short) [6],
that is a directed acyclic graph G(V,A). Note that aperiodic timetables can
be effectively represented as directed acyclic graphs [11]. Starting from initially
empty sets V and A, the graph is built as follows. For each elementary connec-
tion c = (Z, si, sj , td, ta) we add two vertices to V , namely a departure vertex
vc
d and arrival vertex vc

a, respectively, each having an associated time time(vc
d)

and time(vc
a), respectively, that is equal to the departure and arrival times of

the connection, i.e. time(vc
d) = td and time(vc

a) = ta. Departure and arrival
vertices are logically stored within the corresponding stop, that is each vertex
vc
d (vc

a, respectively) belongs to the set of departure (arrival, respectively) ver-
tices dv

i (avj , respectively) of stop si (sj , respectively). In addition, for each
connection we also insert a directed connection arc (vc

d, v
c
a) to A, connecting

the corresponding two departure and arrival vertices. Moreover, for each trip
tripi = (c0, c1, . . . , ck) we add to A a bypass arc (vci

a , v
ci+1
a ) connecting the two

arrival vertices. Furthermore, for any pair of vertices u, v ∈ dv
i, we add to A

a waiting arc (u, v) if time(v) ≥ time(u) and there is no w in dv
i such that

time(v) ≥ time(w) ≥ time(u). Finally, for each u ∈ av
i and for each v ∈ dv

i,
we add to A a transfer arc (u, v) if time(v) ≥ time(u) + mttpi and there is no
w ∈ dv

i such that time(w) < time(v) and time(w) ≥ time(u) + mttpi.
Given a red-te graph G = (V,A), we say a vertex u is reachable

from (reaches, respectively) another vertex v if and only if there exists a
path from v to u (from u to v, respectively) in G, i.e. a sequence of arcs
((v, v1), (v1, v2), . . . , (vk, u)). The cost of a path is the sum of weights of the
arcs in the path, where the weight of an arc (i, j) is given by the positive (by
construction) difference time(j)− time(i) between the times of its endpoint ver-
tices. It is easy to see how, in a red-te graph built as described above, all paths
from a vertex u to a vertex v in G have the same cost [6,11], which is given
by time(v) − time(u) (again positive by construction). Given a graph G, any
approach for computing a so–called 2-Hop-Cover reachability labeling L (2hcr
labeling, for short) of G associates two labels to each vertex v ∈ V , namely a
backward label lin(v) and a forward label lout(v) [7], where a label is a set of ver-
tices of G. In particular, for any two vertices u, v ∈ V , lout(u)∩lin(v) �= ∅ if and
only if there exists a path from u to v in G [7]. Vertices {h : h ∈ lout(u)∩lin(v)}
are called hub vertices for pair u, v, and each element in said set is a vertex lying
on a path from u to v in G. The size of a 2hcr labeling is given by the sum
of the sizes of the label entries and it is known that computing a 2hcr label-
ing of minimum size is NP-Hard [7]. However, numerous approaches have been
presented to heuristically improve both the time to compute the labeling and
its size [3,18,19]. Among them, the one in [19], called butterfly, has been
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shown to exhibit superior performance for directed acyclic graphs. Moreover,
the solution is suited for dynamic graphs, i.e. the authors also provide a dynamic
algorithm that is able to update the 2hcr labeling L of a graph G to reflect
changes occurring on G itself. In particular, given a graph G, a 2hcr label-
ing L of G, and an update operation occurring on G, the algorithm is able
to compute another labeling L

′ that is a 2hcr labeling for G′, where G′ is
the graph obtained by applying the update on G. Note that, in this scenario,
updates can be incremental (decremental, respectively), if they are additions
(removals, respectively) of a vertex/arc. Throughout the paper, we denote by
inc-bu(G,L, v) (dec-bu(G,L, v), respectively) the result of the application of
the dynamic algorithm of [19] to the labeling L of a graph G to handle an incre-
mental (decremental, respectively) operation occurring on vertex/arc v (we refer
the reader to [19] for more details on the above dynamic algorithms).

It is known that any 2hcr labeling, along with the above described red-te

graph model, can be used to answer to queries of interest on timetable (we refer
the reader to [11] for more details). However, in order to obtain very fast query
time, compatible with modern applications, in [11] a customization of the general
approach, tailored for red-te graphs, has been proposed under the name ofPublic
Transit Labeling (ptl, for short).

The main idea underlying ptl is to compact labels, and to associate them
to stops, rather than to vertices. In particular, ptl computes a red-te graph
G, a 2hcr labeling L of G, and a set of stop labels SL of L [11]. For the sake
of clarity we remark that the approach in [11] relies on a classic time–expanded
graph. However, there is a one-to-one correspondence between red-te graphs
and classic time–expanded graphs [6].

In details, we have a forward stop label slout(i) and a backward stop label
slin(i) for each stop si ∈ S. A forward (backward, respectively) stop label is
a list of pairs of the form (v, stoptimei(v)) where v is a hub vertex reachable
(that reaches, respectively) from at least one vertex in dv

i (avi, respectively)
and stoptimei(v) encodes the latest departure (earliest arrival, respectively) time
from si to reach hub vertex v (from the stop, say sv, of vertex v to reach si,
respectively) For efficiency purposes, entries in slout(i) (slin(i), respectively) are
stored as sorted arrays, in increasing order of hub vertices (according to distinct
ids are assigned to vertices). The set of stop labels is usually referred to as stop
labeling of G (or of L). Similarly to the general 2hcr labeling case, queries on
the timetable can be answered via stop labels by scanning the entries associated
to source and target stops. Query algorithms exploit the information in the stop
labeling to discard dominated journeys to the stored hubs and to achieve query
times of the order of milliseconds [11].

3 Dynamic Public Transit Labeling

In this section, we introduce Dynamic Public Transit Labeling (d-ptl, for short),
a new dynamic algorithm able to update a red-te graph G = (V,A), the cor-
responding 2hcr labeling L and stop labeling SL, as a consequence of a delay



Dynamic Public Transit Labeling 109

affecting a connection of the transit network. Formally, a delay is an increase in
the departure time of an elementary connection of a finite quantity δ > 0. It is
easy to see how a delay can induce an arbitrary number of changes to both the
graph and labelings [6,11], depending on the structure of the trip the connection
belongs to, thus in turn inducing arbitrarily wrong answers to queries.

A general dynamic strategy to achieve the purpose of updating both G, the
2hcr labeling L and the stop labeling SL, after a delay, while preserving the
correctness of the queries, is to first update the graph representing the timetable
(via, e.g., the solutions in [5,6,15]) and then reflect all these changes on both
L and SL by: (i) detecting and removing obsolete label entries; and (ii) adding
new updated label entries induced by the new graph, as done in other works on
the subject [10,19]. However, this results in a quite high computational effort, as
shown by preliminary experimentation we conducted. Thus, in order to minimize
the number of changes to both L and SL, we exploit the specific structure of
the red-te graph and propose a dynamic algorithm that interleaves phases of
update of the graph with phases of update of the labeling L via the dynamic
algorithms of [19]. At the end of such phases, changes to L are reflected onto
its compact representation SL through a dedicated routine. In particular, our
algorithm is based on the following observation: a delay affecting a connection of
a trip might be propagated to all subsequent connections in the same trip, if any.
Hence, the impact of a given delay on both the graph and the labelings strongly
depends on δ, on the structure of the trip and, in particular, on the departure
times of subsequent connections. Therefore, d-ptl processes connections of a
trip incrementally, and in order w.r.t. departure time, by executing two sub-
routines, called, respectively, removal phase (Algorithm rem-d-ptl for short)
and insertion phase (Algorithm ins-d-ptl for short) that update L along with
the graph. The former, described in Algorithm 1, takes care of removing from
G vertices and arcs, associated with the delayed connection, that violate the
red-te constraints.

We say a vertex (arc, respectively) violates the red-te constraints when-
ever the associated time (the difference of the times of the endpoints, respec-
tively) does not satisfy at least one of the inequalities imposed by the red-te

model discussed in Sect. 2. Note that, vertex and arcs of the above kind can
be: (a) departure and arrival vertices of the delayed connection; (b) departure
and arrival vertices following the delayed connection in the same trip; (c) arcs
adjacent to vertices in (a) and (b).

The latter, instead, described in Algorithm 2, adds to G vertices and arcs,
according to the delayed connection, in such a way G is a red-te graph properly
representing the updated timetable. Then, it also updates accordingly L.

The behavior of algorithm is customized depending on the effect of the delay
on the original G. In particular, we have a different update path by Algorithm 2
depending on whether the vertices associated to the connection are removed or
not from the graph by Algorithm 1. We distinguish four cases:
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Algorithm 1. Algorithm rem-d-ptl.
Input: red-te graph G, delay δ > 0, delayed connection cm, trip

tripi = (c0, c1, . . . , cm, . . . , ck)
Output: red-te graph G not including vertices of connections violating

red-te contraints, 2hcr labeling L of G
1 foreach cj , j = m to k do
2 Let ss and st be departure and arrival, respectively, stops of cj ;
3 pred ← ∞; succ ← ∞;

4 time(v
cj
d ) ← time(v

cj
d ) + δ;

5 time(v
cj
a ) ← time(v

cj
a ) + δ;

6 foreach v ∈ Nout(v
cj
d ) do // Outgoing arcs (if any)

7 if v ∈ dv
s then // Waiting arc in the graph

8 succ ← v;

9 if time(v
cj
d ) > time(succ) then

10 foreach v ∈ Nin(v
cj
d ) do // Incoming arcs (if any)

11 if v ∈ dv
s then // Waiting arc in the graph

12 pred ← v;
13 if v ∈ av

s then // Transfer arc in stop ss
14 A ← A ∪ {v};

15 V ← V \ {v
cj
d };

16 L ← dec-bu(G,L, v
cj
d );

17 if pred �= ∞ and succ �= ∞ then
18 A ← A ∪ {(pred, succ)}; // Add waiting arc

19 foreach w ∈ A do
20 A ← A ∪ {(w, succ)}; // Add transfer arcs

21 L ← inc-bu(G,L, succ);

22 foreach v ∈ Nout(v
cj
a ) do // Outgoing arcs (if any)

23 if v ∈ dv
t and time(v) < time(v

cj
a ) + mttpt then

24 V ← V \ {v
cj
a };

25 L ← dec-bu(G,L, v
cj
a );

26 if G has not changed then break;

(a) v
cj
d ∈ V and v

cj
a ∈ V ;

(b) v
cj
d �∈ V and v

cj
a ∈ V ;

(c) v
cj
d ∈ V and v

cj
a �∈ V ;

(d) v
cj
d �∈ V and v

cj
a �∈ V .

In more details Algorithm 2 incorporates specific sub-routines, described in
Algorithms 3, 4 and 5, whose purpose is to update of specific parts of the graph
and to handle the mentioned different topological cases.

Finally, the two above phases are then followed by a bundle update of SL by
a suitable procedure, described in Sect. 3.1.
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Algorithm 2. Algorithm ins-d-ptl.
Input: Graph G, delay δ > 0, delayed connection cm, trip

tripi = (c0, c1, . . . , cm, . . . , ck)
Output: red-te graph G including vertices of connections affected by the

delay, 2hcr labeling L of G
1 foreach cj , j = m to k do
2 Let ss and st be departure and arrival, respectively, stops of cj ;
3 pred ← ∞; succ ← ∞;

4 foreach v ∈ Nout(v
cj
d ) do // Outgoing arcs (if any)

5 if v ∈ dv
s then // Waiting arc in the graph

6 succ ← v;

7 foreach v ∈ Nin(v
cj
d ) do // Incoming arcs (if any)

8 if v ∈ dv
s then // Waiting arc in the graph

9 pred ← v;

10 if v
cj
d ∈ V and v

cj
a ∈ V then // Case a) - Both not removed

11 Call RewireTransferDep(G, v
cj
d , succ, ss);

12 if G has changed then
13 L ← inc-bu(G,L, v

cj
d );

14 else if v
cj
d �∈ V and v

cj
a �∈ V then // Case b) - Both Removed

15 V ← V ∪ {v
cj
d }; // Add v

cj
d to G

16 Call RewireWaitingDep(G, v
cj
d , ss);

17 Call RewireTransferDep(G, v
cj
d , succ, ss);

18 L ← inc-bu(G,L, v
cj
d );

19 V ← V ∪ {v
cj
a }; A ← A ∪ {(v

cj
d , v

cj
a )}; // Add v

cj
a and connection arc

to G

20 Call RewireArr(G, v
cj
a ,tripi, st);

21 L ← inc-bu(G,L, v
cj
a );

22 else if v
cj
d �∈ V and v

cj
a ∈ V then // Case c) - Only v

cj
d removed

23 V ← V ∪ {v
cj
d };

24 A ← A ∪ {(v
cj
d , v

cj
a )}; // Add v

cj
d and connection arc to G

25 Call RewireWaitingDep(G, v
cj
d , ss);

26 Call RewireTransferDep(G, v
cj
d , succ, ss);

27 L ← inc-bu(G,L, v
cj
d );

28 else // Case d) - Only v
cj
a removed

29 V ← V ∪ {v
cj
a };

30 A ← A ∪ {(v
cj
d , v

cj
a )}; // Add v

cj
a and connection arc to G

31 Call RewireArr(G, v
cj
a ,tripi, st);

32 L ← inc-bu(G,L, v
cj
a );

3.1 Updating the Stop Labeling

Once both the graph and the 2hcr labeling have been updated, if a corre-
sponding compressed stop labeling SL is available and one wants to reflect the
mentioned updates on said compressed structure, a straightforward way would
be that of recomputing the stop labeling from the scratch, via e.g. the routine
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Algorithm 3. Algorithm RewireTransferDep.
Input: red-te graph G, vertices v

cj
d and succ, stop ss

Output: (Partially updated) red-te graph G
1 if succ = ∞ then // Case a.1)

2 candidates ← ∅;
3 foreach v ∈ av

s do
4 to add ← true;
5 foreach u ∈ Nout(v) do // Outgoing transfer arcs (if any)

6 if u ∈ dv
s then // Has transfer arc

7 to add ← false;
8 break;

9 if to add and time(v
cj
d ) ≥ time(v) + mttps then

candidates ← candidates ∪ {v} ;

10 foreach v ∈ candidates do A ← A ∪ {(v, v
cj
d )};

11 else // Case a.2)

12 T ← ∅;
13 foreach v ∈ av

s do
14 foreach u ∈ Nout(v) do // Outgoing transfer arcs (if any)

15 if u = succ and time(v
cj
d ) ≥ time(v) + mttps then

T ← T ∪ {(v, u)};

16 foreach (v, u) ∈ T do
17 A ← A \ {(v, u)};

18 A ← A ∪ {(v, v
cj
d )};

Algorithm 4. Algorithm RewireWaitingDep.
Input: (Partially updated) red-te graph G, vertex v

cj
d , stop ss

Output: (Partially updated) red-te graph G
1 if dv

s \ {v
cj
d } �= ∅ then

2 m ← argmaxv∈dv
s time(v);

3 if time(v
cj
d ) ≥ time(m) then // Add waiting arc

4 A ← A ∪ {(m, v
cj
d )};

5 else
6 Let m1, m2 ∈ dv

s be such that time(m1) ≤ time(v
cj
d ) ≤ time(m2);

7 A ← A \ {(m1, m2)}; // Remove outdated waiting arc

8 A ← A ∪ {(m1, v
cj
d ), (v

cj
d , m2)}; // Add new waiting arcs

in [11]. This computational effort is not large as that required for recomputing
the 2hcr labeling. However, we propose a dynamic routine that is incorporated
in d-ptl and avoids (and it is faster than) the recomputation from scratch of
the stop labeling as well, described in what follows. Our routine requires, during
the execution of Algorithms 1, 2, to compute two sets of so–called updated stops,
denoted, respectively, by usout and usin. These are defined as the stops si ∈ S

such that vertices in dv
i (avi, respectively) had their time value or forward label

(backward label, respectively) changed during Algorithm rem-d-ptl or during
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Algorithm 5. Algorithm RewireArr.
Input: (Partially updated) red-te graph G, vertex v

cj
a , trip

tripi = (c0, c1, . . . , cm, . . . , ck), stop st.
Output: (Partially updated) red-te graph G

1 temp node ← ∞;
2 temp time ← ∞;
3 foreach v ∈ dv

t do
4 if time(v) ≥ time(v

cj
a ) + mttpt then // Search for minimum

5 if time(v) ≤ temp time then
6 temp time ← time(v);
7 temp node ← v;

8 A ← A ∪ {(v
cj
a ,temp node)}; // Add proper transfer arc

9 if j > 0 then // Not first connection of the trip

10 A ← A ∪ {(v
cj−1
a , v

cj
a ); // Add bypass arc

11 if j < k then // Not last connection of the trip

12 A ← A ∪ {(v
cj
a , v

cj+1
a )} ; // Add bypass arc

Algorithm ins-d-ptl. Sets usout and usin can be easily determined by inserting
stops satisfying the property in said sets during the execution of Algorithms 1,
2, after each update to time or labels.

Once this is done we update the stop labeling SL by recomputing only the
entries of slout(i) (slin(i), respectively) for each si ∈ usout (for each si ∈ usin,
respectively). To this aim, for each stop si ∈ usout (si ∈ usin, respectively)
we first reset slout(i) (slin(i), respectively) to the emptyset. Then, we scan
departure (arrival, respectively) vertices in decreasing (increasing, respectively)
order w.r.t. time and add entries to slout(i) (slin(i), respectively) accordingly.
In particular, for all departure (arrival, respectively) vertices v of si in the above
mentioned order, we add a pair (u, stoptimei(v)) for each u in slout(i) (slin(i),
respectively) only if there is no pair slout(i) (slin(i), respectively) having u as
hub vertex. This guarantees that each pair contains latest departure (earliest
arrival, respectively) times. After updating the stop labels, we sort both slout(i)
and slin(i) to restore the ordering according to the hub vertices [11]. Details
on how to update the stop labeling by executing the procedure are given in
Algorithm 6. We are now ready to give the following results, whose proof, due
to space limitations, is deferred to the full version of the paper.

Theorem 1 (Correctness). Given an input timetable and a corresponding
red-te graph G. Let L be a corresponding 2hcr labeling and let δ > 0 be a
delay occurring on a connection, i.e. an increase of δ on its departure time. Let
SL be a stop labeling associated to L. Moreover, let G′, L′, and SL

′ be the output
of d-ptl when applied to both G, L and SL. Then: (i) G′ is a red-te graph
for the updated timetable; (ii) L

′ is a 2hcr labeling for G′; (iii) SL
′ is a stop

labeling for L
′.
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Algorithm 6. Algorithm for updating the stop labeling.
Input: Outdated stop labeling SL, 2hcr labeling L of G, sets usout, usin
Output: Stop labeling SL of L

1 foreach si ∈ usout do
2 Q ← ∅;
3 slout(i) ← ∅;
4 while {dvs \ Q} �= ∅ do
5 m ← argmaxv∈dv

s time(v);
6 foreach u ∈ lout(m) do
7 if u /∈ slout(i) then
8 Add (u, time(m)) to slout(i);

9 Q ← Q ∪ {m};

10 Sort slout(i) w.r.t. hub vertices;
11 foreach si ∈ usin do
12 Q ← ∅;
13 slin(i) ← ∅;
14 while {avs \ Q} �= ∅ do
15 m ← argminv∈dv

s time(v);
16 foreach u ∈ lin(m) do
17 if u /∈ slin(i) then
18 Add (u, time(m)) to slin(i);

19 Q ← Q ∪ {m};

20 Sort slin(i) w.r.t. hub vertices;

Theorem 2 (Complexity). Algorithm d-ptl takes O(|C|3 log |C|) computa-
tional time in the worst case.

Notice that, Theorem 2 implies that d-ptl is slower than the recomputation
from scratch via ptl in the worst case. However, our experimental study shows
d-ptl always outperforms ptl in practice.

4 Experimental Study

In this section, we present our experimental study to assess the performance
of d-ptl. In particular, we implemented, in C++, both ptl and d-ptl, and
developed a simulation environment to test the two algorithms on given input
transit networks. We conducted experiments as follows.

For each input, we build the red-te graph G and execute ptl to compute
both the 2hcr labeling L and the stop labeling SL. Then, we select a connection
cj of the timetable uniformly at random and delay it by δ minutes, where δ is ran-
domly chosen within [5, time(m)−time(vcj

d )+10] and m = argmaxv∈dv
s time(v).

Finally, we run d-ptl to update both the graph and the labelings. In parallel, we
run ptl to recompute graph and labelings from scratch. We repeat the above for
50 connections After each execution, we measure both the update time of d-ptl
and the running time of ptl. Moreover, we also measure the average size of the
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labelings and the average query time. The former is the average space occupancy
in megabytes of the labelings while the latter is obtained by computing the aver-
age time to answer to 100 000 queries, of both earliest arrival and profile type via
the query algorithms of [11]. This is done to evaluate the quality of the obtained
data structures w.r.t. relevant factors like size and query time. For each query,
for the sake of validity, we compare the result by comparing the two outputs
with the result of an exhaustive Dijkstra’s-like visit on the graph [15].

As inputs to our experiments, we considered real-world transit networks
whose data is publicly available 3, as done in other studies of this kind [5,6,11,14].
Details of the considered inputs are given in Table 1 where we report, for each
network, the number of stops, the size of the corresponding red-te graph
G = (V,A), the time for preprocessing the network to compute the 2hcr labeling
L and the stop labeling SL, resp., and the size of both L and SL, in megabytes.
All our code has been compiled with GNU g++ v.5 (O3 opt. level) under Linux
(Kernel 4.4.0-47). All tests have been executed on a workstation equipped with
an Intel Xeon c© CPU and 128 GB of main memory.

Table 1. Details of input datasets: preprocessing time is expressed in seconds, sizes in
megabytes.

Network # stops Graph Preprocessing time Labeling size

|V | |A| L SL L SL

London 5 221 3 066 852 5 957 246 4 494.00 5.19 5 856 529

Madrid 4 698 3 971 870 7 859 375 10 559.10 13.66 12 295 2 653

Rome 9 273 5 502 796 10 893 752 17 081.05 30.18 18 531 5 262

Melbourne 27 237 9 757 352 18 389 454 3 774.00 12.79 8 293 1 136

Analysis. The results of our experiments are summarized in Table 2, where we
report the average time taken by d-ptl to update L and SL ı̀, resp. (cf 2nd and
3rd columns), the average time taken by ptl for recomputing from scratch L

and SL, resp., (cf 4th and 5th columns) and the average speed-up obtained by
using d-ptl instead of ptl (cf 6th column), that is the ratio of average total
time taken by ptl to the average total update time of d-ptl.

In Table 2 we can observe that d-ptl is able to update L and SL in a time
that is orders of magnitude smaller than that taken by the recomputation (up to
more than 600 times smaller). Moreover, the speed-up seem to increase as the
network size increases, thus suggesting that d-ptl scales well against input size.
Furthermore, our experiments show that graphs and labelings updated via d-ptl

and those recomputed from scratch are equivalent in terms of both query times
and space overhead, thus confirming that the use of d-ptl does not induce any
degradation in the performance of the data structures. Results supporting these
claims are postponed to the full version of the paper due to space constraints.
3 Public Transit Feeds Archive – https://transitfeeds.com/.

https://transitfeeds.com/
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All above observations are a strong evidence of the fact that d-ptl is a very
effective and practical option for journey planning when dynamic, delay-prone
networks have to be handled, especially when they are of very large size and yet
require fast query answering.

Table 2. Comparison between d-ptl and ptl in terms of computational time, in
seconds, to update and recompute from scratch, resp., the data structures.

Network d-ptl ptl Speed-up

L SL L SL

London 8.64 2.48 4417.65 5.50 397.77

Madrid 17.47 7.76 10495.40 14.20 416.55

Rome 12.36 14.49 16847.00 29.50 628.55

Melbourne 4.08 7.25 3807.00 11.50 337.03

5 Conclusion

We have studied the journey planning problem and have presented d-ptl, the
first dynamic algorithm that enables the use of the state-of-the-art solution (ptl)
in dynamic scenarios. We have shown, through extensive experimentation, that
d-ptl is orders of magnitude faster than the recomputation from scratch, while
at the same time preserving the performance in terms of query time and space
overhead. Several research directions deserve further investigation. Perhaps the
most relevant one is to adapt d-ptl to support multi-criteria queries. In [11] such
queries are handled by encoding transfers as arc costs, by computing shortest
path labels based on these costs, and by adjusting the query algorithm to com-
pute Pareto optimal solutions. Unfortunately updating shortest path labels is a
challenging task, computationally speaking [1,8,10] and it would be interesting
to adapt one known technique to the scenario considered in this paper. Another
worth future work could be to extend the experimentation to larger and more
diverse inputs, to strengthen the obtained conclusions.
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Abstract. We implemented a system able to locate people indoor, with
the purpose of providing assistive services. Such approach is particu-
larly important for the Art, for providing information on exhibitions, art
galleries and museums, and to allow the access to the cultural heritage
patrimony to people with disabilities.

The system may provide also very important information and input
to elderly people, helping them to perceive more deeply the reality and
the beauty of art.

The system is based on Beacons, very small and low power consump-
tion devices, and Human Body Communication protocols. The Beacons,
Bluetooth Low Energy devices, allow to obtain a position information
related to predetermined reference points, and through proximity algo-
rithms, locate a person or an object of interest.

The position obtained has an error that depends from the interferences
present in the area. The union of Beacons with Human Body Commu-
nication, a recent wireless technology that exploits the human body as
a transmission channel, makes it possible to increase the accuracy of
localization.

The basic idea is to exploit the localization derived from Beacons to
start a search for an electrical signal transmitted by the human body
and to distinguish the position according to the information contained
in the signal. The signal is transmitted by capacitance to the human
body and revealed by a special resonant circuit (antenna) adapted to
the microphone input of the mobile device.

1 Introduction

The proliferation of wireless devices in the last years has resulted in a wide range
of services including indoor localization [2]. Indoor localization is the process of
obtaining a device or user location in an indoor setting or environment. Indoor
device localization has been extensively investigated over the last few decades,
mainly in industrial settings and for wireless sensor networks and robotics. How-
ever, it is only less than a decade ago since the wide-scale proliferation of smart
c© Springer Nature Switzerland AG 2019
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phones and wearable devices with wireless communication capabilities have made
the localization and tracking of such devices synonym to the localization and
tracking of the corresponding users and enabled a wide range of related appli-
cations and services.

User and device localization have wide-scale applications in health sector,
industry, disaster management [18], building management, surveillance, and
other innovative areas as Internet of Things (IoT) [16], smart cities [14] and
smart environments.

In most devices there is a GPS receiver that allows to easily locate, by satellite
signal, a terminal in an open space; unfortunately, for indoor clients most services
become unavailable due to the lack of (or a weak) communication signal. It is
important to emphasize that, depending on the information we want to obtain,
there are two methods for identifying the position of a client: localization and
proximity.

Localization is a method used mainly in navigation in open space (outdoor)
using the GPS signal: this technology allows obtaining precise information on
the user’s position. The satellite signal cannot be transmitted inside buildings,
and is therefore unusable indoor: this has led to the development of alternative
technologies, such as radio, infrared, ultrasound or magnetic fields.

The results obtained with these techniques does not provide an absolute
position data, but relative position information is provided, that has then to
be interpreted to provide a reliable position. Therefore, these technologies are
identified with the term proximity techniques. In this context it is necessary
to calculate the distance from the various points of interest that will lead to
determining, after the execution of certain algorithms, the position sought [13].

The state of the art on the subject of indoor positioning and tracking is
such that there is not a single technology that appears to dominate, but several
technologies are adopted, each characterized by advantages and disadvantages.
The main technologies for indoor localization are described in the Table 1.

Various indoor navigation technologies have been tested in order to identify
the best one for locating a person indoor, inside a museum or a room, and then
being able to trace her/his movements. We selected the Bluetooth Low Energy
(BLE) technology, a new protocol designed for reducing the battery consumption
and for optimizing the communications among Internet of Things (IoT) devices.

We use Beacons for localizing and then tracing people in indoor areas, trans-
mitting the data to a mobile device, using BLE and the Human Body Communi-
cation protocols. The data transmitted by a BLE Beacon is contained in packets
formatted according to the Bluetooth Core Specification.

Applications interact with Beacons in two different ways:

Monitoring : action activated when entering and leaving the region of Beacon
monitoring, works whether the application is running, paused or stopped;
Ranging : action activated based on the proximity of the Beacon, it works only
when the application is running.

Therefore the monitoring allows to identify the Beacon regions, while the
ranging is used to interact with a specific Beacon. The standardized Beacon
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Table 1. Overview of indoor technologies

Technology Advantages Disadvantages

Infrared Low cost Short range and need to maintain
visual contact

Bluetooth Infrastructure availability Channel saturation in the case of a
large number of users per unit area

Ultrasounds Limited battery
consumption and poor
maintenance

Reflection of sound waves in the
presence of obstacles

RFID active Reading from great
distances

Fairly high costs, need for power
supply, large size

RFID passive Infinite average life,
reduced cost, small
dimensions and resistant
to external shocks and
stresses

Radius and reduced reading range

Dead-reckoning Low cost High energy consumption and low
range

Wifi Infrastructure availability Low accuracy, channel saturation,
poor information security

Ultra-wide band Accuracy of the order of
1 m, robust to multi-path
phenomena, does not
require visual contact

Very high costs

Zigbee Low cost, long battery life
and accuracy of the order
of 1 m

Limited penetration of the walls

Bluetooth Low
Energy

Low energy consumption,
reduced costs, large-scale
distributed network

Unidirectional

protocols are IBeacon and Eddystone; in our work we adopted the Eddystone
protocol, developed by Google Inc. and released under the open source Apache
License 2.0 [10].

The implemented system is relevant to provide assistive services to people, in
particular for elderly people, who can take advantage of the system in case they
feel lost or disoriented. The system may be also used for general purpose services,
in particular to provide specific informations on artifacts in a museum or in an
art gallery, art, history and tourism information nearby relevant monuments or
popular meeting points in a city or a suburb.

The present work is addressing also the theme of so called tangible web [11,12]
interactions, which are completing the sensory engagement with audio and video
of multimedia interfaces. The idea to associate a value of haptic exploration in



Mobile Localization Techniques Oriented to Tangible Web 121

retrieving information (i.e. from web sources) humanises the learning experience
offering a contextual feedback which is related to forms and textures sensed
by touch. The chance to detect such interaction, identifying the specific user’s
device, allows the access to specific information which is related to the experi-
ence that the user is making in a certain moment, adding contextual or related
information or feelings (i.e. sounds and music).

The basis of such developments could be recognised in both afferent and
efferent stimulations: in terms of afferent stimula, the current work is making use
of recent applications of HBC - Human Body Communication solutions - which
are proposing a “natural” paradigm in the relationship between the artifact and
the device weared by the user.

The development of such technology will offer the chance to produce emotion-
ally enriched explorations of artifacts also for those who are deprived of vision
(low vision-blind persons), as mentioned in the reported use case.

2 The Human Body Communication

Human Body Communication (HBC) is a recent wireless technology which is
part of the Body Area Network (BAN), able to interconnect wearable devices at
distances lower than 1 m. The human body becomes the communication medium
defined as “Body-wire channel” that can propagate frequencies in the range from
10 KHz to 100 MHz.

The human body is made up of ions and can suffer harmful effects depending
on the frequency, the intensity of the current, the path followed by the current,
and the duration of the interaction [3]. Generally high frequencies are less dan-
gerous because they are accompanied by a skin effect, in fact the possibility of
fibrillation decreases, as the current passes outward without affecting the heart,
although at the same time there is a reduction of the impedance on the human
body, which determines a current increase at the same voltage.

There are directives, issued by the ICNIRP, the International Commission on
Non-Ionizing Radiation Protection, and IEEE, Standard for Safety Levels, that
limit the time of exposure to electric, magnetic and electromagnetic fields. It has
been proven that the pain threshold varies between 100 kHz and 1 MHz. Below
100 kHz one can feel a slight stimulation of muscles and nerves, from 100 kHz to
10 MHz one feels a sensation of heat, while for over 10 MHz one is beyond the
percentage of energy that the human body is able to absorb when it is exposed
to the action of a radio-frequency electromagnetic field (RF).

In literature, there are two approaches of HBC: galvanic coupling and capac-
itive coupling. Both methods use body as transmission medium, but they differ
in the coupling between signal and human body. In the present work we have
analyzed only the capacitive coupling.

2.1 Capacitive Coupling

In the 1990s, Zimmerman [4] explained that electrical signals with a frequency
lower than 100 kHz interacts with the human body. When a very high frequency
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comes in touch with the body, the electrical energy does not remain confined
but propagates around it as if to simulate an antenna.

Figure 1 shows the model of a conventional circuit and the near-field cou-
pling mechanism around the human body is described. The signal is transmitted
between the body channel transceivers by making a current loop, which is com-
posed of the transmitter electrode, the body channel, the receiver electrode, and
the capacitive return path through the external ground. As the communication
frequency increases for a high data rate, the coupling capacitances of the return
path have less effect and the body impedance cannot be ignored. As the trans-
mission length of the body channel increases, both the resistance of the body
and the coupling capacitance to the external ground increase. These elements
cause signal loss at the receiver, and its amount depends on the channel length.

The Zimmerman’s theses is the base reference for further studies, that are
different for the amplitude of the coupling, the frequency range, the signal mod-
ulation method and the speed of data transmission.

Capacitive coupling has several weaknesses:

– The return path of the signal must be managed. The ground conduction is
the base for the transmission.

– The transmission channel of the dominant signal is on the surface of the arm,
because the signal is distributed like a wave.

– The same contacts can emit dispersal fields.
– Higher the carrier frequency is, more the transmission by irradiation through

the air becomes relevant.

Fig. 1. Model of a circuit based on human body communication.

In a recent study Namjun Cho and co-workers [1] provided two empirical
formulas that express the characteristic of the communication channel and of
the minimal area of contact as a function of several parameters.
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3 Signal Analysis on Mobile Environments

Signal analysis is a process of different check that where apply in many different
environments including the Mobile one. Signal Analysis allows to get only the
significant part of the signal that represent the data using a device called filter.

A filter removes some unwanted components from a signal, this means remov-
ing some frequencies to suppress interfering signals and reduce background noise.
There are many different types of filters, classified according to their properties:
passive or active, analog or digital, discrete-time or continuous-time etc. In order
to apply a digital filter in Mobile environments it is necessary to obtain a digital
signal. The original analog signal has to be sampled, reading the signal at reg-
ular time intervals, quantize the signal, and encode it with discrete values. The
types of digital filters analyzed are: Finite Impulse Response (FIR) and Infinite
Impulse Response (IIR). We selected the FIR filter, whose impulse response is
of finite duration because it settles to zero in finite time.

The filtered signal is transformed with a digital technique, in a impulse train
of 0, when no signal is resent, and 1, when the signal is present, that represents
the data after the On-Off keying (OOK). On-Off keying is the simplest form of
amplitude-shift keying modulation, which variations is in amplitude of a carrier
wave. Modulation is the process of varying one or more properties, as amplitude,
frequency, phase etc., of a periodic waveform, called the carrier signal, with a
modulating signal that contains the information that have to be transmitted.

The last part of signal analysis is the check of correctness of the transmitted
data. Error revelation is an important technique to auto detect errors between
information’s data without correct them. The cyclic redundancy check (CRC)
is an error-detecting code with checksum where the reminder of a polynomial
division of the contents data follows some data blocks.

The described setup is summarized in Fig. 2. The components that appear
in the Figure are described in Table 2.

Fig. 2. The setup of the experimental apparatus.
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Table 2. Description of the setup elements

Element Description

Arduino Board Arduino Uno with microcontroller ATmega328,
velocity 16 MHz, flash memory 32 KB, SRAM 2 KB and
EEPROM memory 1 KB. The program generates on the
exit pin a bit sequence at 100 bps, modulated to 1 KHz.

Modulator OOK Wave shapes generator HM130 from 0 to 10 MHz. The
square wave generated at 155 kHz with 50 Ω input and
exit gate

Ab HF (High Frequency) frequency amplifier with resonant
circuit on exit

Neutral Ground reference

Resonant Circuit Antenna Weared unit connected to the microphone of the mobile
phone (dimensions: 50× 30× 4 mm)

Mobile Device Smartphone Android 4.4 (KitKat)

Philip Koopman proposed the guidelines for identifying the best polynomial
function related to 8 bits payload. In particular he compared 3 different poly-
nomial: DARC-8, CRC-8 and C2. C-2 show the best performance with a frame
length of 119 and a payload greater than 10 bits, while DARC-8 showed the
best performance with 8 bits payload. So the polynomial function selected was
DARC-8.

4 The Electronic Apparatus

The electronic apparatus developed for data communication implements the
interfaces for inductive human body transmission of signals. The scheme pro-
vides the emission of low-freq modulation (which is modulating the base band
signal) generated under the surface of the sensorized object and then conveyed
by the user skin during the contact toward a receiver antenna which is resonat-
ing at the same frequency. For sake of simplicity, the modulation frequency has
been chosen at 125 KHz, allowing the utilization of coils and related components
already available for wireless charge systems. Figure 3 shows the overall block
scheme.

In this conceptual scheme the main blocks are:

– Baseband generator is constituted by the coded string that is periodically
sent to the apparatus. i.e. tangible object unique identifier

– SW modulator is working with the modulation frequency to realize OOK
(On-Off Keying) modulation

– The amplifier is energizing the plate under the plastic reproduction (i.e. a 3D
printed scale copy of the tangible item)

– The skin interface conveys the energy coming from the capacitive coupling
toward a wrist-placed detection system



Mobile Localization Techniques Oriented to Tangible Web 125

– The resonant demodulator is trimmed around the central modulation fre-
quency producing a demodulated input at low level (2–5 mV)

– The microphone input of the mobile device is detecting the modulation allow-
ing a the receiver process to recognize data string

5 The Implemented Libraries in Android

The present part is focused on the libraries implemented in Android. The code
implemented can be divided in four different parts in which we consider the
signal acquisition, the signal filtering, the decisioning and finally the encoding.

Fig. 3. Electronic apparatus
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The signal is acquired in realtime through the microphone in PCM (Pulse
Code Modulation) for n seconds. After the recording the signal is filtered with
a FIR filter with 20 TAP, that was compared to the one obtain with LabVIEW
library. Results of many tests underline that the use of filter is not necessary
because rumor doesn’t hold the signal’s presence or absence.

The third part check if in an instant t the signal is present or not. After
bringing all the samples positive, it is applied an average function based on a
window that take k samples with some overlays in order to obtain a greater pre-
cision. The window dimension can be determined only through experiments. The
results are then “decimated” with a technique in which the samples occurring
in the same millisecond are reduced to one. The “decimating” algorithm reads
tree different values, if one of these is ‘1’, it considers that there is signal. Also
the distance between the tree different samples is based on experimental tests.
The aim of “decimating” algorithm is to read the central part of a millisecond,
in order to have an high probability of take the correct measure.

Finally the correctness of the result is analysed and the reliability of the
transmission is verified, using the Cyclic Redundancy Check (CRC), detecting
the frames transmitted with errors.

6 The Use Case: Art for Everyone

Many use cases of this project can be identified in everyday life, in particular
the implemented system may help elderly people and people with disabilities,
such as blind or hypovision people, who are for example excluded from the visual
art. The only way for such people to access visual art is through the tactile and
auditory sensations and taking into account this type of disabilities we took the
cue to carry out this project.

Let us take an archaeological museum as an example, the visitor with dis-
abilities may be equipped with the headset and sensors necessary to capture the
signal transmitted through the human body connection to the microphone jack.
The application may be installed in the personal mobile device of the visitor so
that only the headset and the antenna should be provided to her/him.

The description of the artifacts may start as soon as the visitor is intercepted
by a beacon and the related information transmitted. Once the artifact is iden-
tified, the application starts an audio that describes it, and if more sensors have
been installed, the audio may describe the area the visitor is touching.

The use of the application can be extended to painting, photography, archi-
tecture, and all visual arts.

7 Conclusions and Future Work

The present work describes a system able to localize people indoor and is partic-
ularly important for helping elderly people in case they feel lost or disoriented,
and people with disabilities helping them receiving information.
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This work is another pillar on the way we started several years ago, helping
people with disabilities to recover in part the limitations originated by their
health status [5–9,15,17].

The system may be improved optimizing the number of beacons required to
cover indoor areas and to improve its precision adopting triangulation methods.
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Abstract. This paper presents a model to evaluate how heterogeneities
in road traffic caused by different driver’s profiles affect the dynamics of
traffic on a road with an unsigned intersection. These driver’s profiles,
defined by the use of different acceleration policies, are not observed in
usual measurements and can only be evaluated through computational
simulations. A modified Nagel-Schreckenberg (NaSch) cellular automata
model with a Probability Density Function (PDF) Beta is used to model
these distinct behaviors, where each driver profile is represented by a
Beta PDF. The analysis of space-time diagrams herein obtained and
traditional traffic diagrams corroborate the importance of taking into
account different profiles of drivers on the road.

Keywords: Traffic flow · Cellular automata · Road intersection ·
Driver’s behavior · Computational simulations

1 Introduction

Traffic flow directly affects the quality of life of citizens in modern cities. Traf-
fic jams and their psychological effects, besides the pollution associated with
heavy traffic are some of the reasons why a better understanding of traffic flow
has received so much attention in the last decades. Several solutions have been
proposed to try to mitigate the effects of the increasing amount of vehicles in
big centers, whether by the use of electric vehicles to minimize air pollution,
or autonomous cars, in order to reduce traffic jams and reduce the number of
traffic accidents. However in any situation it becomes important to know traffic
dynamics and the understanding of its behavior in different situations. In order
to study and to analyze traffic flow’s characteristics, many mathematical mod-
els, both macroscopic and microscopic, have been employed. In the microscopic
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modeling Cellular Automata (CA) methods have been applied with good results,
since the dynamics of the CA tries to closely mimic the movement of all vehicles
and their interactions. Some of the main advantages of CA models are that they
are easily implemented, lead to moderate computational cost and keep the basic
features of the phenomenon [1–3]. As an example we can mention that there is
already, in North Rhine-Westphalia [4], a CA model presenting on-line informa-
tion about the freeway to guide drivers passing trough it. Recently, in all types
of modeling, it has been tried to evaluate how the different drivers profiles affect
the dynamics of the road traffic, in particular, the aggressive and the cautious
or timid direction [5–14]. In this context, in particular, the CA models can be
of great interest because it allows to describe the behavior of each driver pro-
file that one wants to represent. Zamith et al. [12] proposes a CA model where
the driver profiles, defined by the use of different acceleration policies are mod-
eled using a non-uniform Probability Density Function (PDF), the PDF Beta.
Thus, different parameters of PDF Beta will define different acceleration poli-
cies, where each driver “tries” to accelerate more aggressively or cautiously. In
recent published works Leal-Toledo et al. [13] and Almeida et al. [14] used the
same proposal to modify the traditional probabilistic NaSch model [15] in order
to evaluate the effects of different acceleration profiles and their influence in the
occurrence of dangerous situations that can lead to road accidents.

Considering the importance of the understanding of traffic flow in modeling
signed or not, urban and highways crossings [16–18], in the present work we
intend to show how important are the above considerations evaluating the influ-
ence of different acceleration profiles when there are a unsigned intersection in
the road. For this purpose we model a intersection with a closed circuit, as pro-
posed in Marzoug et al. [18], where two perpendicular roads cross in the middle.
Marzoug et al. [18] showed that the fundamental diagram depends strongly on
the probability of priority P and it exhibits four phases: free flow, the plateau,
the jamming phases and a new phase occurring for any value of P �= 0.5. These
phases disappear gradually as one increases the probability P , and disappear
completely for P = 0.5. In this work, we present how the different acceleration
policies alter these results, as well as we evaluate the influence of braking prob-
ability on them. Different values of maximal velocities are also computed and
for the purpose of comparing the influence of the acceleration policies on the
results, in each analysis the same Vmax is considered for all profiles.

The paper is structured as follows: Sect. 2 presents the modified NaSch model,
with heterogeneity in acceleration and deceleration policies. In Sect. 3 we describe
the intersection model used in our simulations. Next, in Sect. 4, we show some
results to illustrate how different acceleration policies affect the flow traffic at two
roads with an intercection. Discussions and conclusions are presented in Sect. 5.

2 Nagel-Schreckenberg Model with Driver’s Behavior

Despite being a simple model, the automata cellular NaSch model [15] is able
to represent traffics main characteristics such as the spontaneous occurrence of
traffic jams and the relation between traffic flow and density, representing the free
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and congested flow [16]. It’s a one-dimensional probabilistic cellular automata
(CA) traffic model where space and time are discretized resulting that the lane
is described by a lattice of cells that are occupied or not by vehicles and in its
traditional form a vehicle occupies only one cell.

In CA models, at any instant of time t, a vehicle occupies the cell x(i,t) and
has the velocity v(i,t), which tells how many cells it will move at that instant of
time. The number of unoccupied cells in front of each vehicle, generally called
as gap, is denoted by d(i, t) = x(i + 1, t) − x(i, t − 1) − L, where L = 1 is the
vehicles’ length, and the vehicle i+1 is considered to be in front of the vehicle i.
As usual, periodic boundary condition can be considered and traditional NaSch
model can be described by four simple rules applied simultaneously to all vehicles
(Algorithm 1):

Table 1. Algorithm 1.

Acceleration: v(i, t + 1) = min[v(i, t) + A, Vmax]

Deceleration: v(i, t + 1) = min[v(i, t + 1), d(i, t)]

Random deceleration: v(i, t + 1) = max[v(i, t + 1) −A, 0], with a probability pb

Movement: x(i, t + 1) = x(i, t) + v(i, t + 1)

In Table 1 we have the following parameters: Vmax, the maximum velocity that
a vehicle can reach; A, the acceleration rate of the vehicles and A = 1 cell/s2 in
traditional NaSch model; pb, a stochastic parameter, modeling the uncertainty
in driver behavior and representing the probability that a vehicle, randomly, do
not accelerate to reach the maximum velocity or even slows down. In NaSch
model typical cell length is 7.5 m and each time step corresponds to one second,
resulting vehicles’ speed multiples of 1 cell/s, which is equivalent to 27 km/h.
In order to take into account traffic influence of driver’s behavior in a modified
NaSch model we considered the evaluation of how different acceleration policies
influence the traffic dynamics. It was proposed that the acceleration A, which
in the NaSch model is a constant, can assume different values. To do this, a
more refined network discretization is used to allow the representation of these
different policies. Each vehicle may then occupy more than one cell, as can be
seen in Fig. 1, and each driver profile tends to accelerate in a characteristic way:
abruptly (aggressive profile) or more smoothly (non-aggressive profile). A non-
uniform Probability Density Function (PDF) is used to describe trends in the
drivers’ acceleration policy. The new acceleration parameter is stochastic and is
calculated as:

A = int[(1 − α)Amax] (1)

where α is a random value between 0 and 1 and int returns the nearest integer
of its argument. Therefore, the probability p models the drivers’ intention to
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Fig. 1. Discretization scheme

accelerate while α models how they will accelerate and α is modeled by a con-
tinuous Beta Function (PDF), defined by:

B(a, b) =
Γ (a + b)
Γ (a)Γ (b)

xa−1(1 − x)b−1 (2)

where 0 ≤ x ≤ 1 and Γ (n+1) = n!, being n a positive integer. Depending on the
values of the parameters a and b, the majority of α values will tend to different
values between 0 and 1 and those closer to 0 will produce accelerations A closer to
Amax, while those closer to 1 will produce accelerations A closer to 0. In fact, the
α values float around the Beta mean value, which are given by μ = a

a+b . Thus,
it is possible to predict each profile acceleration trend based on the average of
the Beta function used to model it. Therefore, each profile is given by a different
pair (a, b) of parameters, defining one PDF Beta function, and the different mean
values of these distributions model the desired acceleration tendencies as shown
in Fig. 2.

3 Intersection Model

For the purpose of the present work, where we intend to evaluate the influence
of different acceleration profiles at an unsigned intersection of two roads, we
consider a closed circuit, as proposed in Marzoug et al. [18], where two perpen-
dicular roads cross in the middle. In this configuration we will consider that the
crossing consists of the intersection of two stretches of roads: R1 and R2. In R1
the vehicles move from top to bottom and in R2 vehicles move from left to right.
In this closed circuit, the exit of R1 is the entrance of R2 and the exit of R2 is
the entrance of R1, as shown in Fig. 3.

In the traditional Nasch model the road intersection is composed by one cell.
Thus in our modification, the crossing is composed by the number of cells that
the vehicle occupies. As in Marzoug et al. [18], we denote G1 and G2 as the
distances of the vehicle to the intersection cell. When two vehicles can cross at
the same time-step, the priority is given to the vehicle in R1 with probability
P , and to the vehicle in R2 with probability 1 − P . Near to the intersection the
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vehicle that has priority moves with its normal velocity and the vehicle that does
not have priority decelerates, as described in Algorithm 1, where di = Gi is the
distance to the intersection.

Fig. 2. PDF Beta functions

Fig. 3. Crossing scheme

4 Numerical Results and Discussion

For all results here presented the total length of the circuit is 30 km, and the
results are obtained after 20,000 time steps. The first 17,000 steps were discarded
since transient effects were not the target here and the density ρ is the percentage
of cells occupied on the road.
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To maintain analogy with the traditional NaSch model, a vehicle occupies
7.5 m, divided in n cells, where the length of cells lc are given by lc = (7.5/n)m,
and Amax = n cell/s2. For results presented here we took n = 5 and we called
pb the probability of braking and P the priority probability of the vehicle in R1
(Fig. 3). Besides the results from traditional NaSch model, we present results
when n = 5 for four different profiles chosen to represent the different accelera-
tion policies, with distinct averages and similar variance [14]. So, we consider in
this work:

B(10, 30) for the Aggressive profile, with μ = 4 cell/s2 = 6 m/s2;
B(20, 28), for the Intermediary I, with μ = 3 cell/s2 = 4.5 m/s2;
B(28, 20), for the Intermediary II, with μ = 2 cell/s2 = 3 m/s2

B(30, 10), for the Cautious or Non-Aggressive profile, with μ = 1 cells/s2 =
1.5 m/s2.

Here μ is the average of all values of A, in Algorithm 1. In traditional NaSch
model, μ = 1 cells/s2 = 7.5 m/s2, with A always equal n.

4.1 The Deterministic Case (pb = 0)

To compare with results obtained by Marzoug et al. [18], we consider the case
where pb = 0 in NaSch model.

(i) Influence of discretization

To show the influence of discretization in this modeling, we will initially present
results of the NaSch model with different discretizations. The vehicle occupies n
cells and to maintain equivalence with the original model, the intersection has n
cells. The vehicle moves considering both the space available for its movement
and its velocity, even if the gap is not a multiple of n. Due to these factors a
vehicle can occupy only part of the intersection. In this situation the intersection
may be occupied by more than one instant of time by the same vehicle even if
it moves. Also, the intersection can be occupied by parts of two vehicles which
are in the same direction.

Figure 4 shows the fundamental diagram for P = 0.5, Vmax = (5×n) cell/s =
135 km/h for n = 1, 3 and 5. We can observe that the maximum flow in the
plateau region is maintained. However, in the traffic jamming region, a new
phase arises where there is no flow of vehicles. This is caused by vehicles that
remain more than one instant of time at the intersection and by the priority that
is given only to vehicles that can pass through the intersection at that instant of
time. These situations can not be represented by the traditional NaSch model. It
should be remembered that this configuration was generated in a closed circuit,
and this is the reason which allows zero flow to occur, since there is no possibility
of movement when parts of the road are occupied by vehicles as can be illustrated
in Fig. 5.
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Fig. 4. Flow-density diagram (P = 0.5 Vmax = 135 km/h)

(a) Crossing Transient Case (b) Crossing Steady state

Fig. 5. Crossing at different timesteps

(ii) Proposed model

It is worth noting that in the modified NaSch model pb = 0 has the same meaning
as in the traditional model: the probability of not accelerating or braking. This
means that pb = 0 makes all vehicles accelerate whenever possible. However,
in our model, unlike the NaSch model, the acceleration is not constant, and is
modeled by the Beta Function, making possible the definition of driver profiles
based on the mean of the distribution.

To illustrate, we present in Figs. 6 and 7 comparisons for flow-density dia-
grams, with discretization n = 5, for the NaSch and NaSch modified model,
for extreme behaviors which are aggressive and cautious profiles with, respec-
tively, maximum velocities V max = 15 cell/s and Vmax = 25 cell/s and priority
P = 0.5. It can be noticed that the cautious profile presents the same flow in
the region of low density, where the flow is free. However, the flow drops quickly
when there is interaction between vehicles. In this phase, the flow remains prac-
tically constant, but the flow in cautious profile is much lower than the NaSch
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Fig. 6. Flow-density diagram: agressive drivers

Fig. 7. Flow-density diagram: cautious drivers

model and the aggressive profile. This is because the cautious driver takes longer
to resume his velocity when he needs to brake due to the approach of another
vehicle. Thereafter, in a fourth step, the velocity becomes close to zero, for the
reasons described in the previous example.

4.2 Probabilistic Cases (Pb �= 0)

(i) Comparing all profiles
Figures 8 and 9 present respectively results for the flow-density and velocity-
density diagrams for the NaSch model compared with the four profiles defined
at the beginning of the session: aggressive, intermediate I, intermediate II and
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Fig. 8. Flow-density diagram: drivers’ behavior comparison (P = 1, pb = 0.01)

Fig. 9. Velocity-density diagram: drivers’ behavior comparison (P = 1, pb = 0.01)

cautious, for n = 5, P = 1 and pb = 0.01. We can observe the existence of four
phases defined by Marzoug et al. [18]. We can also observe that both, the second
phase (plateau region) (Fig. 8) and the mean velocities (Fig. 9) decrease with the
average acceleration of each profile, with a more pronounced difference in the
cautious profile.

(ii) Results for several priorities at the intersection(P)

Next, Figs. 10 and 11 present flow-density and velocity-density results for the
aggressive profile of the modified NaSch model with pb = 0.3, for Vmax = 25 cell/s
and in Figs. 12 and 13 for Vmax = 15 cell/s, respectively, for different values of P .
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Fig. 10. Flow-density diagram with P varying: agressive driver (V = 135 km/h)

Fig. 11. Velocity-density diagram with P varying: agressive driver (V = 135 km/h)

Fig. 12. Flow-density diagram with P varying: agressive driver (V = 81 km/h)
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Fig. 13. Velocity-density diagram with P varying: agressive driver (V= 81 km/h)

We can observe that the results show the same discontinuity between the third
and fourth phase described by Marzoug et al. [18] when the density ρ = 50, except
when P = 0.5 where this discontinuity occurs when ρ = 60. In this case, in the
results presented in Marzoug et al. [18], diagrams present only three phases, since
the discretization used in the traditional NaSch model does not allow the repre-
sentation of the situations described in Sect. 4.1 (i).

5 Conclusions

In this work we presented a model to evaluate how driver’s behavior, defined
by different accelerations policies, can affect the traffic flow on a road with an
unsigned intersection. We looked for whether the way drivers speed up to reach
the same maximum speed, influences the dynamics of traffic and how it influences
if there is an unsigned intersection on that road. This is usually an unobservable
behavior and that is why modeling the problem and performing computational
simulations becomes fundamental for the understanding of traffic dynamics. To
this end we modeled an intersection with a closed circuit, as proposed for Mar-
zoug et al. [18], where we have two transversal roads crossing in their middle,
leading to an eight shape (Fig. 3).

We used a modified version of the NaSch model that includes heterogeneities
due to different acceleration policies for vehicles under the same velocity limit,
using a continuous probability density function, the Beta function, to model it.
The usage of functions with different mean values made possible the consider-
ation of drivers with different steering behaviours, given by their acceleration
profile.

From the results we conclude that the proposed model represents the four
phases of the flow, as described by Marzoug et al. [18] for the same configura-
tion of the road: free flow, the plateau, the jamming phase and the intermediate
phase, where flow decreases. However, we have verified that the most refined
discretization allows the representation of situations not representable by the
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traditional model, with a vehicle partially occupying the intersection or having
parts of two vehicles in the same direction, occupying the intersection. It is also
noticed that the representation of the different acceleration profiles decisively
interfere in the modeling of the problem, since more cautious profiles signifi-
cantly alter the flow-density and velocity-density diagrams. These factors lead
us to conclude that this type of modeling is necessary when analyzing more com-
plex topologies, with the existence of more crossings, roundabout, traffic signals
among others.

With the approach here considered, driver’s behaviors besides being able
to be described by different maximum velocity, can also estimate if the way
these drivers reaches this velocity influences the dynamics of traffic and how it
influences. This is an unobservable behavior in usual measurements and thus
usually disregarded in traffic flow analysis.
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Abstract. To better understand the neural interactions amongst human
organ systems, this work provides a framework of data analysis to quan-
tify forms of neural signalling. We explore network interactions among
the human brain and motor controlling. The main objective of this
work is to provoke unique challenges in the emerging Network Physi-
ology field. The proposed method applies network analysis techniques
including power coherence for connectivity discovering and correlation
measurement for profiling relationships. We used a well-designed dataset
of 50 subjects over 14 different scenarios for each individual. We found
network models for these interactions and observed informative network
behaviours. The information can be used to study impaired communica-
tions that can lead to dysfunction of organs or the entire system such as
sepsis.

Keywords: Physiology network · Data analysis · Brain ·
Network interactions

1 Introduction

The human body consists of diverse physiological organ systems of which each
has its own structural and functional complexity, causing transient and non-
linear output information from each system [1]. Furthermore, complex signalling
between these organ systems and sub-systems has been found among distinct
physiologic states, e.g., wake and sleep; light and deep sleep; dreams; conscious-
ness and unconsciousness (i.e., a person fails to respond normally to painful stim-
uli, light, or sound) [2,3]. Therefore, at the system level, the human organism
can be considered as an integrated network with its own regulatory mechanism
among physiological organ systems. Each organ system, referred to as a node
continuously interacts with each other to maintain their functions. Recent works
[4,5] showed that impaired communications can lead to dysfunction of organs or
the entire system such as sepsis. However, the mechanisms of interactions over
space and time scales are not well-understood and in need of a suitable analysing
tool or theory-based framework [6].
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The main challenge to study these interactions is the network complexity [3].
Each node of the network represents an individual physiological system and thus
has different characteristics and outputs against others, therefore it is hard to
identify and quantify their signalling. For example, each organ can be charac-
terized by unsteady, periodic and non-linear output signals [7]. Furthermore,
physiological organ systems operate in a wide range of time scales (ms to hours)
and can be chaotic oscillators [8]. In contrast to traditional complex network
theory, edges (i.e., links) in this field are non-deterministic, i.e., they do not con-
stitute static connection graphs. In fact, changes in physiologic state can lead to
collective network behaviours [3].

As a result, approaches in this area often span from statistical physics, applied
mathematics to biomedical signals processing, human physiology and clinical
medicine [3]. Recently, interdisciplinary methods have been found to address the
aforementioned challenges. Biomedical engineers, data scientists, physiologists
and medical specialists have worked as a team to shape a new field of Network
Physiology [6]. Latest achievement examples are discoveries of differences in
nonlinear heart dynamics during rest and exercise [9], a network-analysis tool
to localize the epileptogenic zone [10], synchronous behaviour in network model
based on human cortico-cortical connections [11], network structure of the human
musculoskeletal system shapes neural interactions on multiple time scales [12].

Earlier nonlinear methods were used to tackle the complexity in non-linearity
including phase synchronization, coherence in heart and brain [13], mutual infor-
mation [14], and the Granger causal analysis [15]. Lately, the time delay stability
[16] has been a new concept to identify physiologic interactions across distinct
physiologic states (e.g., brain-organ communications as a signature of neuroau-
tonomic control [16]). Specifically, if the time delay between systems is more
consistent, the interaction is more stable and longer periods of the delay stabil-
ity indicate stronger coupling [16]. These methods quantified the strength and
directionality of links in the network.

From a data science perspective, information calculating has been applied
to find the network of interaction. For example, entropy was measured between
the brain and the heart [14]. Time-variant coherence analysis was introduced to
study the control network of the cardiovascular and cardiorespiratory systems in
patients with epilepsy [13]. Temporal interactions were investigated with bursts
of activity in neural networks [17] to show whether bursting arise from inherent
nodes or as a result of network interaction. Coherence measurement over time
scale were found in latest works [10–12].

Above approaches have not been targeted to data mining for a diverse record-
ing system at a large scale. More appropriate techniques should be deeply based
on advances in complex network theory. Several pioneers proposed in near sim-
ilar fields such as human symptoms-disease network [18]. The typical approach
often involves weighted correlation analysis for module detection, variable selec-
tion, topological information extraction. Nevertheless, these methods adopted
temporal network forms (i.e., modelling as graphs of vertices coupled by edges)
[19]. Though the static network topologies were developed to time-dependent
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models [19], the complex activities of individual nodes and the time-variant
links were missed [6]. Hence, merging of those techniques could help alleviate
aforementioned unique challenges in the network physiology.

We propose network analysis techniques such as power coherence to model
the connectivity of network and correlation measures for profiling relationships.
The main contribution of this work: propose a new framework of using network
analysis techniques for physiology interactions within a human body.

2 Methods

From graph theory perspective, we consider each data channel (i.e., one of 64
recording location on the scalp) as a node of a network. The relationship between
two electrophysiological signals recorded at two nodes is the link (or edge) of
two nodes. The strength of the relationship is called weight of the link. In this
work, to compute the weight, we first computed pairwise spectral coherence Cxy

between the two data windows of nodes x and y. Cxy is calculated by the Fourier
transform (the Welch method [20] Eq. 1) between two EEG channels across time
windows (size of 2.5s sliding each second) in the frequency range of 30–90 Hz
(so-called gamma band).

Cxy(ω) =
Pxy(ω)

√
Pxx(ω).Pyy(ω)

(1)

where ω is frequency, Pxx(ω) is the power spectrum of signal x, Pyy(ω) is the
power spectrum of signal y, and Pxy(ω) is the cross-power spectrum for signals x
and y. When Pxx(ω) = 0 or Pyy(ω) = 0, then also Pxy(ω) = 0 and we assume that
Cxy(ω) is zero. The power and cross spectra are estimated by the Fourier trans-
form. In the continuous domain, let Fx(ω) and Fx(ω), denote the Fourier trans-

form and its conjugate of signal x, respectively, i.e. Fx(ω) =
+∞∫

−∞
x(t).e−jωtdt.

Then, the neural interactions are represented by a three-dimension matrix
of which one dimension is for time windows and the others are for a connec-
tivity matrix, C. The centrality of a node at a time point is measured by the
strength and number of connections a node makes with others. In this work, the
centrality is computed from the singular vector decomposition of C. The leading
eigenvector is extracted to represent for each node (further details of eigenvector
centrality was analysed in the earlier works [10]).

To analyse properties of the constructed network, we propose to depict the
strength of relationship between two nodes across time windows (i.e., the entire
experiment task) using the Pearson correlation coefficient definition [21]. Because
we are looking for the strength of relationships, the direction of the coefficients
is ignored (i.e., coefficients =|r| and is from 0 → 1). When |r| is closer to 1, the
more closely two nodes are related. In order to investigate leading interactions,
we applied a threshold p (0 < p < 1) to filter out minor links (i.e., links with
small weights, thus, represent weak relationships). Specifically, we preserved a
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proportion p of the links with largest weights; all other links including self-node
connections were assigned with weight of 0. We can vary this p to better visualise
the network models. The proposed method was implemented using MATLAB
scripts R2018b (The MathWorks Inc., Natick, MA, 2000).

3 Datasets

We used a well-designed dataset of 50 subjects across 14 different scenarios for
each individual. This data set is a portion of a larger collection [22] originally
contributed to PhysioBank [23] by Gerwin Schalk and his colleagues using their
BCI2000 system [24] (www.bci2000.org) at Wadsworth Center, New York State
Department of Health, Albany, NY. W.A.

The dataset consists of 700 electroencephalogram (EEG) recordings. This
measurement technique depicts electrical activity of the brain as wave patterns.
Electrodes (i.e., small metal discs with thin wires) were placed on the scalp, and
then send signals to a computer for further processes. The system was used in
this dataset is a 64-channel type (Fig. 1) that covers the scalp from frontal left
/right, central left/right, to occipital left/ right. The electrode map is as per the

Fig. 1. The electrode map of 64 channels from BCI2000 [22].

www.bci2000.org
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international 10-10 system (excluding electrodes Nz, F9, F10, FT9, FT10, A1,
A2, TP9, TP10, P9, and P10). The numbers below each electrode name indicate
the order in which they appear in the records.

There are 14 experimental runs for each individual as in Table 1. Each record-
ing measures for one or two minutes. Sampling rate was set at 160 samples per
second. Raw EEG data were filtered by a Butterworth notch filter of order 4
(built-in MATLAB function) for the range of 59.5–60.5 Hz. We eliminated corre-
lated noise across channels by taking an average signal from all recordings of the
same subject and subtract this from each channel. We also discarded channels
which were labelled as artefacts contaminated. Each network is calculated for
each subject then we investigate neural interactions by looking at the average
network for each scenario (i.e., averaging weights of the same link during a same
task description across 50 subjects).

4 Results

We varied parameter p from only 1 → 100% for the proportion of links with
largest weights to be preserved. Figure 2 (a, b, c) illustrates examples of different
p in the same Baseline 1 task (i.e., when the subject only open eyes Table 1).

Table 1. Specifications of experimental tasks for each individual [22].

Task Name Length (seconds) Repeats Task Description

Baseline 1 60 1 Eyes open

Baseline 2 60 1 Eyes closed

Task 1 120 3 A target appears on either the left or the
right side of the screen. The subject opens
and closes the corresponding fist until the
target disappears. Then the subject relaxes

Task 2 120 3 A target appears on either the left or the
right side of the screen. The subject
imagines opening and closing the
corresponding fist until the target
disappears. Then the subject relaxes

Task 3 120 3 A target appears on either the top or the
bottom of the screen. The subject opens
and closes either both fists (if the target is
on top) or both feet (if the target is on the
bottom) until the target disappears. Then
the subject relaxes

Task 4 120 3 A target appears on either the top or the
bottom of the screen. The subject
imagines opening and closing either both
fists (if the target is on top) or both feet
(if the target is on the bottom) until the
target disappears. Then the subject relaxes
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We found that at level of 30% preserved links the network constructed still has
a high level of complication for analysis by visualisation method. In the scope
of this work, we suggest to further analyse the model with 5% preserved links.

According to the top 5% of all possible relationships, we can clearly observe
major interactions by the colour and size of each node which are upon the
number of connections associated with the node. The links are also illustrated in
a similar way in the grayscale. For example, Fig. 2(c, d) compares two networks
between baselines (i.e., open and close eyes). In the open eyes action, the main
active areas are at electrodes FT7, T7, then TP1, FC1, FCz. In the close eyes
action, most active electrodes shifted to electrode POz, PO4, PO8 (Fig. 2c, d).

(a) p = 80% links (Baseline 1) (b) p = 30% links (Baseline 1)

(c) p = 5%, open eyes (Baseline 1) (d) p = 5%, close eyes (Baseline 2)

Fig. 2. Varying the proportion parameter p for preserved links with largest weights.
(a, b, c) are for different p in the same Baseline 1 (Table 1). (c, d) are between open
and close eyes when p = 5%. Colour and size of each node are up to the number of
connections. Links are weighted in the grayscale.
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(a) Open and close left/right fist (Task 1) (b) Imagine Task 1 (Task 2)

Fig. 3. Comparisons of networks across tasks. (a, b) are for Task 1 and its imagine
version (Table 1). Colour and size of a node are up to the number of connections. Links
are weighted in the grayscale.

(a) Open and close both fists/feet (Task 3) (b) Imagine Task 3 (Task 4)

Fig. 4. Comparisons of networks across tasks. (a, b) are for Task 3 and the imagine
(Table 1). Colour and size of a node are up to the number of connections. Links are
weighted in the grayscale.

Regarding to four other tasks, they can be grouped into two scenarios of
controlling movements (open and close) of one or both hands/feet. In both sce-
narios, each subject was asked to do and imagine doing the action. Figures 3
and 4 shows four networks construct through these four tasks. We noted that
state of the network only changed slightly between acting on one to both hands



Quantify Physiologic Interactions Using Network Analysis 149

(Figs. 3a and 4a). However, the changes of network appeared clearly between
doing the action and imagine doing so (Fig. 3a, b). Specifically, more connec-
tions appeared in the back area of the scalp (e.g., electrode PO4, POz, and O1)
than in the task of in action.

5 Conclusion

In this work, we attempt to analyse physiologic networks. We propose a frame-
work to construct relationships between nodes using power spectral coherence
and singular decomposition. Then we use correlation measurements to repre-
sent major interactions through largest link weights and node attributes. We
demonstrated the method with a real dataset of 64 EEG channels across dif-
ferent experimental tasks such as open and close one hand or both hands or
imagine doing each of these actions.

We found changes in network properties between these different tasks. At
level of more than 5% preserved links, the network is highly complicated to
analyse by visualisation method. Major interactions are depicted by the number
of connections associated with the node. During open eye tasks, electrodes of
FT7, T7, then TP1, FC1, FCz are main active areas. During close eye tasks,
the participating area shifted to electrode POz, PO4, PO8.

In other tasks (i.e., two scenarios of controlling movements (open and close)
of one or both hands/feet), state of the network only changed slightly between
acting on one to both hands. However, more connections appeared in the back
area of the scalp (e.g., electrode PO4, POz, and O1) when imagining the task
than doing so in action.

6 Discussion

These informative network behaviours can be used to study impaired commu-
nications that can lead to dysfunction of organs or the entire system such as
sepsis. For example, in the next steps of this works, we will intensively investi-
gate changes in network topologies and other characteristics to find associations
of neural interactions between different controlling scheme of the brain and other
body parts. This may require new data collections and more specific experimen-
tal designs of trials. Nevertheless, the framework of this work will continue to be
applied to the aforementioned extension or even a new clinical application such
as network analysis for freezing of gait monitoring in patients with Parkinson’s
disease [25,26]. The underlying mechanism of the freezing is not well-understood
while sensory information channels have been successfully demonstrated in our
earlier works [25–27]. Therefore, this network-based framework would open a
new way to investigate freezing of gait occurrences.
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Abstract. A review of state of art reveals that the characterization and analysis
of the relation between problem-algorithm has been focused only on problem
features or on algorithm features; or in some situations on both, but the algorithm
logical is not considered in the analysis. The above for selecting an algorithm will
give the best solution. However there is more knowledge for discovering from
this relation. In this paper, significant features are proposed for describing
problem structure and algorithm searching fluctuation; other known metrics were
considered (Autocorrelation Coefficient and Length) but were not significant.
A causal study case is performed for analyzing causes and effects from: Bin-
Packing problem structure, Temperature, searching behavior of Threshold
Accepting algorithm and final performance to solving problem instances. The
proposed features permitted in the causal study to find relations cause-effect;
which gave guidelines for designing a Threshold Accepting self-adaptive algo-
rithm. Its performance outperforms to original algorithm in 74% out of 324
problem cases. The causal analysis on relevant information from problem,
algorithm (both) and algorithm logical could be an important guideline to dis-
cover rules or principles over several problem domains, which permit the design
of self-adaptive algorithms to give the best solution to complex problems.

1 Introduction

The majority of reviewed related works from some disciplines as combinatorial opti-
mization, machine learning, artificial intelligence have characterized the relation
between problem and algorithm focusing only on problem information, some examples
[1–4]; or algorithm, some examples [5–7]; other only one problem and algorithm
information [8–12]. This relation has been analyzed in the majority cases to select the
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most indicated algorithm [2, 11, 13–15]; or predict the problems hardness [16, 17]; or
built hyper-heuristics [18]; or adjust control parameter [6, 9, 12, 19–23]. The objective
principal is to give the best solution to some problem.

However, these not include both information about: problem (problem structure)
and algorithm (behavior in its search trajectory); the algorithm logical design; for
analyzing deeply causes and effects between problem-algorithm; it is to say, why this
relation becomes successful in some problem instances and why not in other, what
problem feature are related to algorithm feature, which is the algorithm logical design;
and how they relate in some way for obtaining the best solution on instances set. These
causal relations found over several problems domains could give guidelines for dis-
covering theories that permit to self-adapt the algorithm logical, depending on problem
structure, searching behavior and give the best solution to any problem.

In order to be able to give small, but relevant steps according to above, firstly,
starting for a specific domain; in this paper, firstly, a reviewing of state of art from
disciplines combinatorial optimization, machine learning, artificial intelligence about
information type and approaches for characterizing and analyzing the relation between
problem-algorithm is presented in Sect. 2, and a reflection about this long trajectory of
these related works is performed. In Sect. 3, a framework is proposed for characterizing
the One Dimension Bin-Packing problem and Tabu Search algorithm. In Sect. 4, a
causal study case is presented, where the relation between One-Dimension Bin-Packing
problem and Tabu Search algorithm is analyzed, the found causes and effects between
proposed features from problem and algorithm, considering the algorithm logical
design, gave knowledge that permitted design a Threshold Accepting self-adaptive
algorithm. In Sect. 5, an analysis of performance results of original and self-adaptive
algorithms is performed; where a statistical test was applied. Finally, in Sect. 6, con-
clusions about the performed work are presented, as well as research future works.

2 Reviewing State of Art: Information and Analysis
Approaches

This section emphasizes two main issues, information type and the approaches con-
sidered to analyze the relation between problem and algorithm. Table 1 presents some
investigations of both. The column 2 indicates if the analysis was based on problem
features (F). The column 3 indicates if the analysis was based on algorithm features
(A) and column 4 indicates if the analysis considered some algorithm logical area. The
last column indicates the analysis approach performed. The analysis approach in this
paper is referred to procedure for discovering knowledge from experimentation data,
which permits the analysis of the relation between problem and algorithm. Some of
these: Unsupervised Learning (UL), Supervised Learning (SL), Regression Analysis
(RA), Functions of Probability Distribution (FD), Exploratory Analysis (EA), Causal
Analysis (CA).

Some related works considered problem features for building models, using
machine learning, specifically supervised learning (SL), to learn patterns identified
from data, model and use it to make predictions about who would be the most
appropriate algorithm to solve better a new problem instance. Several algorithms have
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been utilized by some related works: Case-base reasoning [1], decision trees [2, 3, 24],
Support Vector Machine (SVM) [13].

Other related works in the context of model-based algorithm portfolio considered
only the algorithm performance as information for analyzing. It is to say, the perfor-
mance of all algorithms is measured by means some function, so too, this performance
is characterized and adjusted to a model, either by a regression model [16] or a
probability distribution model [14]. Other related works in the context of feature-based
portfolio, considered some problem features for building a model, applying supervised
learning [25]. The model can be utilized in an off-line way or an on-line way [31],
where model is updated and system changes to another algorithm to give the best
solution to new problem instance.

Other related works analyze relations between problem features and algorithm
performance by means an unsupervised learning model, and identify key problem
features. Some methods from this approach have been utilized by some related works,
which are K-means clustering [2], Self-organizing maps [3].

Some other related works obtain knowledge by means exploratory analysis [7, 28],
supervised learning [6], which permits to configure the algorithm in a way that it can
produce the better results. There is no clearly reasons for what kind of problem
instances, a algorithm configuration will produce better results. It is to say, what is the

Table 1. Relevant causes

Work Problem Algorithm searching Algorithm logical Analysis approach

[2] ✓ UL
[13] ✓ SL
[24] ✓ SL
[25] ✓ FD
[26] ✓ EA
[27] ✓ EA
[28] ✓ EA
[29] ✓ ✓ EA
[7] ✓ ✓ SL
[3] ✓ UL-SL
[9] ✓ ✓ RA
[19] ✓ ✓ SL
[10] ✓ ✓ EA
[6] ✓ SL
[21] ✓ ✓ SL
[11] ✓ ✓ ✓ SL
[30] ✓ ✓ SL
[12] ✓ ✓ SL
[22] ✓ RA
[23] ✓ EA
This paper ✓ ✓ ✓ CA
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problem structure that permits to one configured algorithm to give the best results.
Montero considers this information very relevant to adjust the algorithm logical [32].
There exists some related works that included problem features for analyzing the
parameter control and algorithm performance by means supervised learning [12, 19,
21], as well as, this approach in the context of algorithm portfolio [9]. The searching
methodology of algorithm is also analyzed with problem features and algorithm per-
formance [29] by supervised learning, using the method k-nearest neighbor.

There exists related works that considered problem and algorithm features in their
work by supervised learning [30], Exploratory Analysis [10]. However, the algorithm
logical area could have given relevant knowledge for understanding more deeply the
relationship that exists between problem and algorithm.

As it can be observed in Table 1, the majority of related works not includes in their
works features from problem, from algorithm and the logical design. A model is built
by means method Random Forest in [11], where features from problem and algorithm
are considered, as well as, information of algorithm logical area. However, due nature
of built model structure, which it is used for predicting the best algorithm to solve a
problem instance, it is difficult to interpret the learned knowledge. It is to say, to
identify the principal causes and effects about the algorithm performance, and under-
stand better the relation between problem and algorithm; why an algorithm is best for a
certain set of instances of a problem and why not in another.

3 Proposed Framework: Causal Analysis and Proposed
Features

In this paper, a causal study case is presented for analyzing causes and effects that there
exists between problem features, algorithm features, algorithm logical and algorithm
performance; having as framework the One Dimension Bin-Packing problem and
Threshold Accepting algorithm. Past works [33–35] have suggested that causal anal-
ysis is important for obtaining relevant knowledge, structured as causes and effects,
from relationship problem-algorithm. As an extension from these related works, we
proposed significant features for obtaining a new characterization from problem
structure and algorithm searching fluctuation; which also permit to discover latent
knowledge structured as a formal causal model. So too, such discovering gives rules for
designing a new self-adaptive Threshold Accepting algorithm that outperforms to
original algorithm for solving instances of One Dimension Bin-Packing problem.

In this section, a brief description of causal analysis is presented; where the liter-
ature nomenclature will be used for describing proposed features and causal study case.

3.1 Causal Analysis

This approach consists, in general terms, of identifying the principal causes of the
behavior of some phenomenon, representing them in the form of relations cause-effect
in a causal model. A causal model consists of a Directed Acyclic Graph (DAG) over a
set V = {V1,…, Vn} of vertices, representing features of interest, and a set E of directed
edges, or arrows, that connect these vertices.
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These graphs can be causally interpreted if they have the features: Causal Markov
condition, Minimality condition, Faithfulness condition. These features make the con-
nection between causality and probability [36]. Causalmodeling has four phases. Thefirst
phase is structure learning, where its objective is to find the principal structure of causal
relations between several relevant features and a data set; it is to say, a causal graph G is
found that represents the causal structure G = (V, E); there exist several algorithms of
structure learning, one of them is PC algorithm (Peter&Clark). The set E is described as:

E = {C1, C2, …, Cn}, where each Ci 2 E is a set of ordered pairs,
Ci = {(vi, y1), (vi, y2), …, (vi, yn)}, it is
Ci = {(vi 2 V ; yk 2 V) | vi 6¼ yk, yk is a direct cause of vi relative to V and there is
a directed edge from yk to vi in G}

The second phase is estimation of the found causal relations; one of algorithms that
perform it is Counting algorithm [37]. The third phase is the interpretation of causal
model; the causal relations with higher magnitudes are analyzed and interpreted. The
fourth phase is the causal model validation.

3.2 Characterizing One Dimension Bin-Packing Problem

The problem One Dimension Bin-Packing (BPP) is considered as combinatorial
optimization problem NP-hard [38]. It consists to pack k items into minimum number
of bins or containers mb; subjects to, all items packed in one bin or container does not
exceeds the container capacity c (it is for all bins). The fitness function f(xi) for one
solution xi of One Dimension Bin-Packing problem is described in [39].

In this paper propose characterize the problem structure by means new feature vc. It
is the coefficient of normalized pearson variation, from object sizes that are not multiple
of container size; it considers the information obtained by feature f, proposed by [2].
The feature vc is described by expressions 1 and 2, where fri is the frequency of size si,
dv is standard deviation of frequencies set Fre and me is the mean.

So too, in this experimentation, the features b and os are considered, which were
significant in past experimentations [33–35]. The feature b describes the use of con-
tainer; the proportion of total size that can be assigned to a container with capacity
c. The feature os measures the variability of a sample of solutions generated randomly.

Fre ¼ fri j si mod c 6¼ 0f g ð1Þ

vc ¼ dv
me

: 1� fð Þ ð2Þ

The set V begins to be built with the values of these features for each problem
instance (see Expression 3). For set V, the rows represent the problem instances and
columns are the values of these variables; where m is the total of problem instances.

V ¼ b1; vc1; os1f g; b2; vc2; os2f g; . . .; bm; vcm; osmf gf g ð3Þ
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3.3 Characterizing the Threshold Accepting Algorithm: Searching
Fluctuation

The Threshold Accepting algorithm is described in [40]. In general terms, it starts gen-
erating a feasible initial solution. An iterative process is performed until freezing is
reached. During this process, a neighborhood solution y is generated from one actual
solution x; if the difference between fitness function values for these solutions f(y) – f(x)
is less than temperature value T, then solution y is the new actual solution. The temper-
ature value T is decremented by freezing factor µ.

The term of searching fluctuation or behavior, in past experimentations and this
work, refers to above algorithm iterative process. It is to say, all generated solutions are
seen as the path traced by algorithm in axis “x” and the fitness function value of each
from these solutions is represented in axis “y”. The algorithm searching fluctuation has
been characterized by feature tm in past works [33–35]. The feature tm is the average of
valley sizes identified for all algorithm runs; it has been significant in past experi-
mentations for characterizing behavior of algorithms Tabu Search and Threshold
Accepting.

In this paper, the algorithm searching fluctuation is also characterized by new
features pp, pn and dv; where pp is the positive slope and pn is the negative slope from
one valley identified during the iterative process. Figure 1 shows one identified valley;
axis “y” is the value of fitness function f(xi) for each generated solution xi (axis “x”),
during algorithm iterative process. Also the positive (pp - left side) and negative (pn -
right side) slopping of an identified valley are shown.

The new features pp and pn are calculated by means of the approximation to
tangent of a curve in one point; it is obtained by means of the secant defined by two
points (one is where the tangent crosses and another is closed to curve). Figure 2 shows
the slope of a curve in a point A, which is defined by the straight T. Also is shown how
can be approximated this slope by means the secant; it is defined by points A and B.

Fig. 1. Positive and negative slopes
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When B is going to A, k and h going to 0, but its quotient is going to a determinate
value; which is the slope of AT. Expression 4 defines the calculating of the slope of a
curve in two points very closed (x0 + h, x0). Features pp and pn (Expressions 5 and 6)
describe the average of the negative and positive slopping of the found valleys in all
algorithm runs (nrun). The feature vd measures the dispersion of found valleys.

slope ¼ f x0 þ hð Þ � f x0ð Þ
h

ð4Þ

pp ¼
Pnrun

run¼1 pprun
ncor

ð5Þ

pn ¼
Pnrun

run¼1 pnrun
nrun

ð6Þ

The algorithms are executed in problem instances, during execution (considering
that there is more than one algorithm that will resolve problem instances). These
proposed features tm, pp, pn and dv are calculated for describing the behavior during
searching of algorithm that will be object of study (see in Sect. 4). The set V continues
to be built with the values of these features (Expression 7).

V ¼ b1; vc1; os1; tm1; pp1; pn1; vd1f g; . . .; bm; vcm; osm; tmm; ppm; pnm; vdmf gf g ð7Þ

3.4 Characterizing Algorithm Performance

After execution of each problem instance (1, 2, …, m), the algorithm performance is
measured by features time and quality, described in expressions 8 and 9. The evalu-
ations number of fitness function for feasible and infeasible solutions is considerate for
time. The quality is the ratio between the best solution found by algorithm Qf (final

Fig. 2. Calculating a slope
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number of containers) and theoretical solution Qt (sum of object sizes divided by
container capacity c), described by expression 10.

time ¼ feasiblesþ infeasibles ð8Þ

quality ¼ Qf

Qt
ð9Þ

Qt ¼
Pk

i¼1 si
c

ð10Þ

A set D is being built, mapping these performance features to each algorithm with
the specific order as Expression 11; where n is the total of algorithms executed. The
values of quality11, time11 meaning the performance of algorithm 1 for problem
instance 1; the values of quality12, time12 meaning the performance of algorithm 2 for
problem instance 1; the values of qualitym1, timem1 meaning the performance of
algorithm 1 for problem instance m; the values of qualitym2, timem2 meaning the
performance of algorithm 2 for problem instance m, and so on.

D ¼ quality11; time11f g; quality12; time12f g; . . .; quality1n; time1nf gf g
qualitym1; timem1f g; qualitym2; timem2f g; . . .; qualitymn; timemnf gf g

� �
ð11Þ

The function r considers information of algorithm at from set D for one problem
instance i (consider at as algorithm that will be object of study). Expression 12
describes the function ri. This function returns the performance scope of algorithm at
compared to other algorithms for problem instance i. The set R contains the values for
all problem instances (see Expression 13). The set V is finally described by the values
of set R in the last column; with specific order described by Expression 14; rows
represent problem instances and columns represent information from proposed features
for describing problem structure, algorithm searching fluctuation, algorithm perfor-
mance scope.

ri at; ið Þ ¼
1; if ðD qualityitð Þ ¼ D qualityi/ð Þ and D timeitð Þ[D timei/ð ÞÞ

or
D qualityitð Þ[D qualityi/ð Þ; 8 / 6¼ t; qualityit 2 D; qualityi/ 2 D;

0; otherwise:

8>><
>>:

9>>=
>>;
ð12Þ

R ¼ r1ðat; 1Þ; r2ðat; 2Þ; . . .; rmðat;mÞf g ð13Þ

V ¼
b1; vc1; os1; tm1; pp1; pn1; vd1; r1f g;

b2; vc2; os2; tm2; pp2; pn2; vd2; r2f g; . . .;
bm; vcm; osm; tmm; ppm; pnm; vdm; rmf g

8<
:

9=
; ð14Þ
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4 Causal Study Case of Relation Between Bin-Packing
Problem and Threshold Accepting

The latent relation between One Dimension Bin-Packing problem (BPP) and Threshold
Accepting Algorithm is analyzed by means causal analysis; considering the proposed
problem and algorithm features. For considering the logical design of algorithm in the
analysis, understanding the relation of this with the problem structure, algorithm
behavior, algorithm performance; we considered in our analysis to study the important
logical area of initializing temperature control parameter T. Two algorithms a1 and a2
were considered, which they are different only in this logical area (initializing tem-
perature control parameter T). The procedure of algorithm a1 is to fix T to 1. For
algorithm a2, a sampling method without replacement is performed over problem
solutions space to fix the initial temperature T. The set of algorithms {a1, a2} is applied
to 324 instances of problem BPP, where each algorithm is executed 16 times in each
instance (runs number nrun); it was observed a very small variance between best
solutions found of these runs. The algorithm that will object of study was selected
randomly, it is a2. These 324 problem instances is considered as training set (instances
1) and were selected randomly from Beasley, Scholl and Klein repositories [41, 42]. So
too, other different 324 problem instances were selected randomly from these reposi-
tories, which are considered as test set (instances 2).

4.1 Discovering Causal Structure

The values of set V, representing proposed features b, vc, os, tm, pp, pn, dv, are
normalized by means of method min-max; after that, these values are discretized using
the method MDL [43]. So too, with the objective of considering metrics known by
scientific community, autocorrelation coefficient (ac) and autocorrelation length (al),
described in [44], were calculated and discretized. A set V2 is built almost the same as
set V, with the only difference that it contains the ac, al metrics instead of features tm,
pp, pn, dv proposed for characterizing the algorithm searching behavior. The set V2 has
b, vc, os, ac, al and set R as last column.

The method PC [36] was performed, using as input the sets V and V2, for dis-
covering causal structures E and E2; where causal inference software Hugin [45] with a
confidence level 95% was used. Expressions 15, 16 and Fig. 3(a, b) show the learned
structures. E with tm, pp, pn describes better the direct causes of algorithm performance
scope (in terms of algorithm searching behavior) than E2 with known metrics ac, al.
Therefore, E will be considered for continuing with study case.

E ¼ R; pnð Þ; R; ppð Þ; R; tmð Þ; R; vcð Þf g; os; bð Þ; os; ppð Þf g;
pn; vcð Þ; pn; vdð Þf g; pp; pnð Þf g; b; vcð Þf g

� �
ð15Þ

E2 ¼ R; vcð Þf g; b;Rð Þ; b; vcð Þ; b; acð Þf g;
al; osð Þ; al; acð Þf g; os; bð Þf g

� �
ð16Þ
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The method Counting [36] was performed to estimate the causal relations from
structure E. The function cR (Expression 17) is used to identify the direct causes of
algorithm performance scope, in terms of set R. Table 2 shows the intervals of each
feature and the major estimations for whose causal relations identified by function cR.

ð17Þ

4.2 Understanding Discovered Knowledge: Design of Self-adaptive
Algorithm

The interest algorithm a2 corresponded better to problem instances where their struc-
ture had a variability of object size frequencies in the second interval; there are more
possibilities for generating neighbor solutions, which can be accepted. The logical
design forces the algorithm to begin with an initial temperature smaller than 1; it is
taken of value of the objective function (values are between 0 and 1, being the optimal
1) of one solution from a sample of solutions generating randomly; being its searching
very restrictive for accepting neighbor solutions. The algorithm behavior during its
searching found valleys with sizes in the second interval, positive and negative slop-
ping in the second and third interval; meaning that algorithm could enter and leave
from these valleys, and does not stagnate in local optimal. The algorithm a2 wins in
time in the majority of instances; it found the best solution faster than algorithm a1.
However, a2 had disadvantage with problem instances, where their structure had a

Fig. 3. Causal structures

Table 2. Relevant causes

%

P(R = 1 |vc = 2, pn = 3, pp = 2, tm = 2) 100
P(R = 1 |vc = 2, pn = 2, pp = 2, tm = 2) 100
P(R = 0 |vc = 1, pn = 1, pp = 1, tm = 1) 60
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variability of object size frequencies in the first interval; there is not many possibilities
for generating neighbor solutions, its behavior is almost flat (valley sizes, positive and
negative slopping in the first interval); its condition of small temperature does not allow
it to move much, ends faster than algorithm a1 and lost in quality. The learned
knowledge permit to design a self-adaptive threshold accepting algorithm (sa). It adjust
automatically the temperature initial value; if feature vc has a value in the second
interval, the temperature will be initialized from one solution taken from a solutions
sample generated randomly; otherwise it will 1.

5 Results Verification

Algorithm a2 was executed in problem instances set instances 2; where sets D′, R′ were
obtained. The set V′, for algorithm a2 also was obtained with proposed features and set
R′. The set V′ is normalized and discretized. The causal structure E is used with set V′
for predicting values and to form the set Rp (predicted R values). The sets R′ and Rp

were compared. The causal model obtained an accuracy percentage of 84.88%, using
the causal inference software NETICA [46]. The model validation indicates that
knowledge learned and structured as E can be used to predict which algorithm will give
the best solution to one new problem instance.

On the other hand, the self-adaptive Threshold Accepting algorithm was executed
on set instances 1. Then, the experimentation results on algorithms (a2, sa) were
analyzed. The algorithm sa corresponded better to 239 problem instances from 324,
representing the 74% percentage. In the instances with same quality for algorithms a2

Self-Adaptive Threshold Accepting Algorithm (sa)
1
2 
3 
4 
5 
6 
7 
8 
9 
10
11
12
13
14
15
16
17
18

Begin
S = 100; size of neighborhood; μ = 0.85; freezing factor;
x = x*; initial feasible solution;
Calculate vc from parameters of problem instance
If (vc=2) Then
T = a solution chosen randomly from solutions space.

Else T = 1
Repeat

Repeat
For i = 1 to  S

y = neighbor solution ∈ N(x)
If f(y) - f(x) < T Then  x = y
Else solution y is rejected
i = i + 1

Until termal equilibrium is reached
T = μT

Until freezing is reached
End

162 V. Landero et al.



and sa, the time of algorithm sa is much less than a2. It is to say, the differences are
very big. Due the above, there is not necessity to verify significance on these differ-
ences. Then, the quality for both algorithms only is analyzed more deeply. The values
of quality does not assume a normal distribution, therefore, we applied a non-
parametric statistical test Wilcoxon of two dependent samples, using a confidence level
of 95%. The null and alternative hypothesis H0 and Ha were formulated, expres-
sions 18 and 19; where l1 is the mean of quality performance results of algorithm a2
and l2 is the mean of self-adaptive algorithm sa. The statistical software Dataplot [47]
was used.

H0 : l1 � l2 ¼ 0 ð18Þ

Ha : l1 � l2 6¼ 0 ð19Þ

The results of application of statistical test were: a calculated statistical value of
2.4802 and a theoretical statistical value of 1.96. Therefore, the null hypothesis H0 is
rejected and the alternative hypothesis Ha is accepted. There is a significant difference
between means. The self-adaptive algorithm sa improves the performance of analyzed
algorithm a2.

6 Conclusions

In this paper, new features for characterizing problem structure and algorithm searching
fluctuation were proposed. A causal study case could have performed with these
proposed features; in the framework of Bin-Packing problem and Threshold Accepting
algorithm, considering also information about algorithm logical area. These features
were relevant, significant and permitted in the causal analysis to discover relations
cause-effect from relationship between problem and algorithm. The causal structure
obtained an accuracy percentage of 84.88% over another problem instances set (test
data). The causal relations learned represent knowledge between problem structure,
algorithm searching behavior, logical design (specifically in the logical area of ini-
tializing the temperature) and its performance. A self-adaptive Threshold Accepting
algorithm was designed from the above discovered knowledge; it considers the prob-
lem structure to initialize the temperature. The performance results of original algo-
rithm and self-adaptive algorithm were analyzed. The self-adaptive algorithm solved
74% of 324 problem instances better than analyzed algorithm. An application of the
Wilcoxon statistical test, using a 95% of confidence level, over these results, indicates a
significant difference. The proposed framework could be a methodological guideline
for discovering knowledge and designing self-adaptive algorithms that adjust better to
real problems. As next task, is interesting to analyze more about the knowledge dis-
covered from relation problem-algorithm. It is to say, considering also the information
of relations cause-effect; from proposed features tm, pp, pn (direct causes) and algo-
rithm performance scope (effect); for constantly adjusting the algorithm logical during
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execution, depending searching behavior. As future work is to study the relation
between problem BPP and other algorithms Genetic, Ant Colony Optimization; and so
on for other optimization problems.
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Abstract. Delay/Disruption-Tolerant Networking (DTN) can be char-
acterized by high delays and disconnections between the participat-
ing nodes. Despite these characteristics, DTN needs network manage-
ment features similar to those found in conventional networks such
as, for example, latency monitoring in message exchanges. One of the
approaches commonly used for such monitoring is the use of stan-
dardized protocols for active measurements, such as, for example, the
Two-Way Active Measurement Protocol (TWAMP). However, protocols
like TWAMP are not prepared for DTN because they consider conven-
tional network environments, such as the Internet. This paper describes
the Delay/Disruption-Tolerant Two-Way Active Measurement Protocol
(DTWAMP), a proposed extension for TWAMP which enables the exe-
cution of active measurements in DTN. In addition, experiments were
performed to evaluate the proposed solution. The results demonstrate
that DTWAMP has desirable properties to perform monitoring tasks in
DTN.

Keywords: Delay/Disruption-Tolerant Networking ·
Active measurements · Two-Way Active Measurement Protocol

1 Introduction

Computer networks employ different architectures to perform communication
between the participating nodes. These architectures consider some assump-
tions about the exchange of messages. For example, the TCP/IP architecture,
used in the Internet, was developed for environments with low latency and small
packet loss [4]. However, this architecture does not perform well for all types of
communication networks. There are network environments, considered challeng-
ing, that have the difficulty of maintaining end-to-end communication with low
latency and small packet loss (e.g., TCP needs a convergence layer to operate in
such environments [11]). One of the most commonly used architectures for these
environments is called Delay/Disruption Tolerant Networking (DTN) [4], which
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is standardized by the Internet Engineering Task Force (IETF). The protocol
implied in such standard is the Bundle Protocol (BP) [2,10].

The DTN communication particularities impact on the tasks execution,
among them management ones. In any case, a DTN has network management
needs as well as traditional computer networks [1]. In this context, active mea-
surement mechanisms are an important tool to monitor and the health of a
network as a whole. Such mechanisms inject synthetic traffic into specific net-
work paths to measure the network performance in terms of, for example, delay,
jitter, and packet/frame loss. Due to DTN characteristics like high latency and
frequent disconnections, the TCP/IP network management tools tend not to per-
form in an adequate way. Such tools usually need closed loops that depends on
the timeliness of management messages among management entities (e.g, man-
ager and agent). Besides that, TCP/IP network management produces “chatty”
interactions, which are feasible only in low delay environments.

The use of standardized two-way measurement protocols, such as the Two-
Way Active Measurement Protocol (TWAMP) [6], can provide detailed infor-
mation about round-trip metrics in an interoperable fashion. The evaluation of
these metrics is performed using the results obtained during the exchange of test
messages between two nodes. However, these protocols were designed to operate
on a TCP/IP network and their direct use in a DTN would hardly present the
expected results. In this context, there are some measurement ad hoc tools, such
as DTNperf [3], that can perform two-way measurements. Unfortunately, such
tools does not follow measurement standards either in the employed architec-
ture or in the format of test messages. This can hamper the interoperability
of measurement mechanisms among heterogeneous DTN nodes and even the
comparison of different measurement results.

The present work presents the Delay/Disruption-Tolerant Measurement Pro-
tocol (DTWAMP), an extension for TWAMP to provide two-way measurements
in DTN. Such extension allows the use of a standardized protocol in a DTN
environment to deliver different round-trip metrics between two DTN nodes.
The main contribution is to support interoperable monitoring tasks in DTN.
The performed evaluation highlighted the feasibility and the performance of the
proposed protocol. Furthermore, the experiments were conducted using a proof
of concept implementation, developed using a well-established DTN framework.

This paper is organized as follows. In Sect. 2, the background on Active Mea-
surements and DTN is presented. The DTWAMP is described in Sect. 3. In
Sect. 4, the evaluation of the proposed solution is depicted. The Sect. 5 presents
the related work. Finally, the concluding remarks are described in Sect. 6.

2 Background

This section presents the main background concepts for the proposed solution
depicted in the present work. These concepts are divided into two subsections.
In the first subsection, active measurement mechanisms are highlighted, spe-
cially regarding TWAMP. This section closes with a discussion about network
management properties and challenges in DTN.
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2.1 Active Measurement Mechanisms

Active measurement mechanisms can be employed in different contexts, such as
pre-deployment service validation and live network-wide SLA monitoring. A well-
defined injection of measurement traffic (i.e., test messages) in the networking
infrastructure is usually called a measurement session [9]. In this context, active
measurements are performed either one-way or two-way (i.e., round-trip). Two-
way measurements, which are common in TCP/IP networks, employ time stamps
applied at the echo destination to achieve better accuracy. Thus, they do not
require synchronization between local and remote clocks. However, it is difficult
to isolate the direction in which performance issues are experienced using two-
way measurements.

The IETF’s TWAMP [6] supports round-trip measurement through the
exchange of timestamps between two hosts. In general, TWAMP architecture
is usually composed of two hosts having specific functions, the client node (the
controller) and the server node (responder). TWAMP consists of two proto-
cols, the TWAMP-Control and the TWAMP-Test. In TWAMP-Control, there
are at least eight exchanges of messages between the controller and responder
to establish a test session. After such establishment, the test session is started
and TWAMP-Test is responsible for transmitting test messages of the same size
between the nodes in both directions. The results obtained during this exchange
of messages is used to evaluate the network performance between the controller
and the responder [6].

TWAMP also has a reduced version, called TWAMP Light, in which it is
not necessary to exchange control messages to establish the measurement ses-
sion [6]. TWAMP Light does not specify how the establishment of such session
between the controller and the responder is performed, thus it assumes that a
previous relation exists, for example, through a configuration file. In a TWAMP
Light measurement session, there is only the exchange of test message (i.e.,
there is no TWAMP-Control). Since TWAMP-Control requires several messages
to configure the measurement session, the use of TWAMP Light provides quicker
measurement results and less measurement overhead.

2.2 Delay/Disruption-Tolerant Management

The IETF DTN architecture is described in RFC 4838 [4]. Such architecture com-
bines the use of a message switching technique and the persistent data storage,
defining an overlay layer called the Bundle Layer, located between the transport
layer and the application layer. Devices that use the bundle layer are considered
as DTN nodes, and the messages carried by such nodes are called bundles [4].
The Bundle layer has an aggregation protocol, the Bundle Protocol (BP) [10],
which defines the format of bundles as well as their use. The format of the bun-
dles is defined by a mandatory primary block, an optional payload block, and a
set of optional extension blocks [4].

DTN management is required to assure an adequate operation in DTN. Tra-
ditional management solutions, such as Simple Network Management Protocol
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(SNMP) and Network Configuration Protocol (NETCONF), are examples of
management protocols that can not be used in DTN environments due to the
high delay/disruption-tolerant end-to-end communications. Although there are
works which present solutions for the management of DTNs based on these pro-
tocols (e.g., SNMP [7]), they were either developed for specific DTN scenarios
or still need implementation.

DTN management cannot employ protocols that need to establish control
loops across the network infrastructure. Thus, it is not possible for the manage-
ment application to be fully aware of the local network conditions at the remote
device to be managed. This is a critical constraint in defining how management
tools should define, transmit, and receive their data. In this context, the Asyn-
chronous Management Architecture (AMA) and the Asynchronous Management
Protocol (AMP) [1] relax this constraint for management tasks. Despite the
development of AMP, there are no standards for active measurement protocols
to be deployed in DTN. In this context, even with less interactions, TWAMP
Light still is not tailored for DTN.

3 Delay/Disruption-Tolerant Measurement Protocol
(DTWAMP)

The present paper proposes DTWAMP, an extension of TWAMP to provide
two-way measurements in DTN. In these networks, the delivery of a message
to its destination can take a significant amount of time (e.g., hours). This ends
up influencing how DTN nodes communicate with each other, as well as ser-
vices such as network management. The DTWAMP can be useful for calculating
performance metrics, such as delay, jitter, and bundle loss within the DTN infras-
tructure. For example, with the measurement results of the bi-directional delay
between two DTN nodes, DTN applications can configure the required life time
that an application message must have. In this context, DTWAMP is an adap-
tation of TWAMP Light for DTN environments. DTWAMP has a simple logical
(depicted in Fig. 1, composed by the controller, which initiates the emission of
test messages, and the responder, which replies test messages.

Fig. 1. DTWAMP logical model

The following assumptions are considered for the proposed solution. The
DTWAMP works with TWAMP non-authentication mode test messages, thus it
is not applied any security controls to test messages exchanged between nodes.
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This is because TWAMP Light does not have TWAMP-Control, which is neces-
sary to provide authentication and encryption [6]. In addition, DTWAMP con-
troller assumes that the responder is reachable and start replying test messages
as soon as it receives them. Also, to perform the exchange of TWAMP-Test
messages in a DTN, such messages must be adapted to the BP format. In this
context, we assume that is possible to transport TWAMP-test messages using
the BP in most DTN infrastructures. Finally, we modeled “collaborative” inter-
mediate DTN nodes in the sense that they may carry all test messages that are
exchanged between the controller and the responder.

This section is organized as follows. First, the messages format employed
by DTWAMP is presented. After that, the proof of concept implementation of
DTWAMP is described.

3.1 Messages Format

The TWAMP establishes that test messages exchanged between the controller
and the responder during the TWAMP-Test use fields with fixed sizes [6]. This
is done to ensure that the test messages transmitted during the test session have
equal size in both directions. Therefore, DTWAMP employs fixed sizes in the
controller and responder data that will be transmitted by the block text data
of the payload block of the bundle. In this context, the BP does not specify the
size of the block body date field of the payload block of the bundle since it is
defined as a variable size [10]. Thus, since the responder has a larger amount of
information to provide, we defined a specific packet padding field in the controller
message to match the responder message.

DTWAMP messages are transported through bundles in the same sense as
test messages used by TWAMP Light are transmitted using TCP/IP. The test
messages specified in Fig. 2 are the payload block of the bundles forwarded by the
controller and the responder. Block Type, Proc. Flags and Block Lenght are the
original fields of the payload block of a bundle (represented in green background
in Fig. 2) [10]. In terms of the controller, the DTWAMP transmits the Sequence
Number, Timestamp and Packet Padding fields (represented in gray background
in Fig. 2(a)) as payload data of the bundle. The Sequence Number field is an
integer beginning with 1 that is incremented by the number of bundles sent.
The field Timestamp has the time registered before sending the bundle to the
responder node. The packet padding field has the fixed value of 20 bytes to be
able to match the payload size of controller bundles to the responder ones.

The responder employs the Sequence Number, Timestamp, Receive Times-
tamp, Sender Sequence Number, and Sender Timestamp fields (represented
in gray background in Fig. 2(b)). The Sequence Number field uses the same
Sequence Number provided by the controller. The timestamp field employs the
time recorded before sending the bundle to the controller node. The Receive
Timestamp field uses the time recorded when the controller bundle is received.
The Sender Sequence Number and Sender Timestamp fields have the values
reported by the controller.
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Fig. 2. DTWAMP test messages format

The IETF DTN architecture uses timestamps since it depends on the syn-
chronization between DTN nodes to perform activities such as routing between
nodes and the deletion of bundles according to their expiration time [4]. Although
TWAMP defines timestamps as the number of seconds from the beginning of the
year 1900 [6], DTWAMP, as a DTN application, uses the timestamp defined by
RFC 5050 [10] which employs the number of seconds from the beginning of year
2000.

The fields used by the DTWAMP controller and responder as bundle payload
data are based on the TWAMP non-authentication test messages. In this context,
not all fields of TWAMP-test messages are relevant for the DTN environments.
The error estimate, TTL (Time To Live), and MBZ fields are not used by the
DTWAMP. The error estimate field is not used because this field is a calculation
that shows the error and synchronization estimate between the test messages. As
in a DTN environment there may be constant oscillations during communication
between nodes, such as high latency and disconnections, DTWAMP does not use
this field.

The TTL field, which is used by the responder in TWAMP, is another field
that was not used in the DTWAMP. This field is defined according to the TTL
from the IP header of the packet received by the TWAMP node [6]. Since the
primary block of each bundle has a lifetime field that determines the payload
lifetime of the bundle [10], the TTL field was not adapted for the DTWAMP.

3.2 Implementation

We implemented DTWAMP as a proof of concept using the C programming lan-
guage. The dtnperf application, which is an open source application made avail-
able through the DTN2 reference implementation, was used as the starting code.
The DTWAMP controller is based on the dtnperf-server and the DTWAMP
responder is based on the dtnperf-client.

The DTWAMP implementation defines the controller as responsible to initi-
ate message exchange, to calculate the round-trip metrics, and to display the
measurement results. The responder just acts as a reflector. The controller
computes the raw time and number of transmitted bundles and the round-trip
results as well as summary information (e.g., average round-trip delay for each
direction).
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The DTWAMP controller application provides two modes of operations for
reporting the round-trip delay between two DTN nodes. The first option, time
mode, defines the duration of the measurement session (in seconds). In this mode,
if specified duration ends during the transmission of a bundle, the controller still
wait for this bundle. The second mode of operation, bundle mode, defines the
number of bundles to be exchanged during a measurement session between two
DTN nodes.

4 Evaluation

The objective of the evaluation presented in this section is to demonstrate the
feasibility of the DTWAMP in different scenarios when performing the round-
trip delay between two DTN nodes. First, the environment used for the evalu-
ation is described. Then, the performed experiments are depicted. Finally, the
experimental results are discussed.

4.1 Experimental Environment

The DTN environment used in the evaluation is the DTN2 reference implemen-
tation1. The DTN2 implements the BP as defined on the RFC 5050 [10]. The
BP agent and its support code is implemented as a unix daemon (dtnd). The
DTN applications interact with dtnd through Remote Procedure Calls (RPCs).
The employed operation system is Ubuntu Linux.

The network delay was configured individually on the DTN nodes using the
netem2. The delay was configured as specified in the experiments. The DTN
nodes use Network Time Protocol (NTP) to ensure synchronization. The exper-
iments were repeated ten times and the variance of the obtained results was
minimal.

4.2 Experiments

The first experiment was performed using DTWAMP time mode (configuration
- 600 s) and its results can be visualized in Fig. 3. Initially, the experiment was
executed without any additional delay in the environment to provide a baseline
(in the bars indicated as “0”). Then, the delay was initially set with 500 millisec-
onds (ms). After that, the delay was incremented in each subsequent experiment
in 500 ms steps, until the last experiment (3500 ms). During this experiment,
there was no other network traffic between the DTN hosts.

Figure 3 shows the results obtained from the first experiment. In this figure,
“C-R” represents the delay in the controller node - responder node direction;
R-C represents the delay in the responder node - controller node direction; and
C-C represents the round-trip delay. In this experiment, it is possible to verify
that the delays collected by DTWAMP are similar to the delay values configured
on the netem.
1 DTN2 source code - https://sourceforge.net/projects/dtn/.
2 netem - https://wiki.linuxfoundation.org/networking/netem.

https://sourceforge.net/projects/dtn/
https://wiki.linuxfoundation.org/networking/netem
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(a) VM1

(b) VM2

(c) VM1 and VM2

Fig. 3. DTWAMP measurement results obtained with delays configured in the VMs

The largest difference between the configured and the measured delay con-
sidering VM1-VM2 is found on the execution with 2500 ms. However, even in
this experiment, the times obtained in VM1 (2594 ms) have a small difference,
being only 1.21 % greater than those found in VM2 (2563 ms). Regarding the
VM2-VM1, the biggest difference is found in the experiment with 500 ms latency.
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In this experiment, the dealays collected in VM1 (630 ms) are only 3.45 % higher
than those found in VM2 (609 ms).

If we compare the bundle output times of the controller to the response of
Fig. 4 with the experiment from VM1, the difference is minimal between them.
The biggest difference is found in the experiment with 3,500 ms latency. In this
experiment, the times obtained in Fig. 4 (3628 ms) are only 1.09 % greater than
those found in the VM1 latency experiment only (3589 ms). With respect to
the output times of the texting respond to the controller of the experiment from
VM2, the major difference compared to Fig. 4 is found in the experiment with
500 ms latency. In this experiment, the times obtained in Fig. 4 (577 ms) are 4.15
% greater than those found in the VM2-only latency experiment (554 ms). In
these comparisons, the biggest difference found is with respect to the experiment
with 500 ms latency of Fig. 4 (1182 ms) and 1,000 ms latency of the experiment
with latency only in VM2 (1135 ms). In this comparison, the round-trip time of
the controller in Fig. 4 is 4.14 % greater than that found in the VM2 experiment.

Fig. 4. DTWAMP results obtained with delays specified on both VMs and the number
of bundles sent in latency experiments

The number of bundles sent during the delayed experiments decreased due to
increased delay. Figure 4 shows the number of bundles sent during the DTWAMP
operation in each experiment with latency performed. In Fig. 4 it can be seen
that the number of bundles sent during the experiments of Fig. 3 are equivalent.
Only in the experiment with 500 ms latency, VM2 sent 32 bundles more (3.36%)
than VM1. However, if we compare with the experiments in Fig. 4 (delays in the
two VMs), the number of sent bundles decreased by 48.37% (476 bundles less).
This number is expected since delay is configured in both directions.

The initial experiments were performed under no background traffic.Then,
additional experiments were executed to demonstrate the operation of the
DTWAMP when there is traffic in the DTN infrastructure. The network traffic
considered for this experiments was the transfer of an 1 GB file between two
DTN nodes. Before the experiments were carried out, the average transfer time
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of such file was calculated in two situations: transfer of the file through the dukto3

application over TCP/IP and the transfer of the file using bundles, through the
dtncp application (from the DTN2 implementation). The average file transfer
time by dukto was 40 s, while dtncp was 70 s.

The first two experiments were performed with the DTWAMP in the time
mode configured with 40 and 70 s respectively, under normal conditions, and their
results can be visualized in Table 1. The following experiments were performed
as follows: In VM1, the file was transferred from the same to VM2 through
dukto and the DTWAMP was executed with 40 s of time. Then the file was
transferred through dtncp and executed the DTWAMP with time mode of 70 s.
In both experiments, the DTWAMP was executed in parallel with the transfer of
the file between the nodes. Subsequently, the same experiments were performed
from VM2. The results obtained can be visualized in Table 1. In the experiments
performed both from VM1 and from VM2, it can be observed that the average
times presented have differences according to the transfer mode used in each
experiment. In addition, it can be noted that the bundle transfer from VM2, as
compared to VM1, had a total 86.93% greater delay. In addition, the amount of
bundles sent was 40.22% lower.

Table 1. Comparation between the file transfer experiments from VM1 and VM2

C-R R-C C-C Sent bundles

Time mode 40ms 46ms 35ms 83ms 487

Time mode 70ms 47ms 33ms 80ms 867

Dukto transfer VM1-VM2 93ms 258ms 352ms 115

Dukto transfer VM2-VM1 253ms 71ms 325ms 124

Bundle transfer VM1-VM2 511ms 261ms 773ms 92

Bundle transfer VM2-VM1 472ms 972ms 1445ms 55

4.3 Discussion

The results demonstrated in Fig. 4 and Table 1, in summary, prove that the
DTWAMP can be executed in latency environments, as long as they are sup-
ported by the DTN2 standard configuration. For larger latencies, you need to
check for additional DTN2 settings. In addition, with the knowledge of the esti-
mated time of sending and receiving a message between two DTN nodes, the
other DTN applications can define the lifetime of this message. If you can not
change the lifetime of the message, DTN applications can also analyze whether
the message can be sent and/or received within the estimated time, thus avoiding
unnecessary traffic.

Experiments performed during file transfer as a bundle demonstrate that the
node that is sending the file has its most affected time than the one receiving the
3 Dukto R6 - http://www.msec.it/dukto.

http://www.msec.it/dukto
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file as a bundle. While in the transfer by the textit dukto, through the TCP/IP
network, the opposite happens, the node that is receiving the file has its time
more affected than the one that is sending the file. This experiment can also be
considered as an experiment in which there was an increase of processing by the
nodes, since the file was not transferred by the DTN network.

5 Related Work

This section presents briefly some measurement tools which use the DTN2 imple-
mentation. These tools can be characterized by the execution of active measure-
ments to deliver their metrics [8].

Davis and Doria [5] proposed dtnping, which is a DTN version of TCP/IP
ping. Comparing with DTAMP, dtnping is also a active measurement mechanism
that exchanges bundles between DTN nodes. However, dtnping does not follow
a standard to define neither its architecture or its messages. This hampers fair
performance evaluations on different DTN infrastructures. Besides that, it also
impacts the use of comparable measurement tools.

Caini et al. [3] proposed dtnperf, which is a DTN application similar to
TCP/IP iperf. The main dtnperf feature is to provide the throughput between
two DTN nodes. The architecture of this application is similar to the DTWAMP
one, composed by two entities: the dtnperf-client, which computes the perfor-
mance metrics and the configuration options, and the dtnperf-server, which only
reflects test messages. However, dtnperf uses the bundle receiving flag, while
DTWAMP employs specific timestamps during the communication of two DTN
nodes. In addition, dtnperf does not respect any measurement standard (in the
same sense as dtnping).

6 Final Remarks

One of the major challenges in DTN management is the lack of an end-to-end
connection between DTN nodes. This is one of the main reasons why traditional
management tools are not directly employed in DTN. In the context of measure-
ment mechanisms, there is neither a standardized measurement protocol or one
based on Internet standards. This hampers the execution of measurement tasks
in different DTN infrastructures and measurement tools.

The present paper describe DTWAMP, an extension for TWAMP to provide
two-way measurements in DTN. Such extension adapts a special TWAMP mode,
TWAMP Light, to delay/disruption-tolerant infrastructures. In order to demon-
strate the feasibility of the proposed solution, experiments were performed to
show the DTWAMP operation considering configured delay as ground truth. In
addition, synthetic bundle traffic was added to verify how DTWAMP would react
when there were other types of bundles being carried by DTN nodes. DTWAMP
can be used by DTN applications to produce the estimated delay for an appli-
cation bundle, which can be used to predict the Quality of Service perceived for
this application.
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Although the DTWAMP presented positive results in the performed evalua-
tion, new features can improve the protocol. For example, the DTWAMP mes-
sages could be adapted to use TWAMP-Test authenticated and encrypted mode
in order to improve their security features. Besides that, regarding the trans-
port of test messages, the DTWAMP sends them through a exclusive bundle
which incurs in a significant overhead. Thus, in future work, we aim at adapted
the DTWAMP messages to be transmitted along with other bundles either as
an opportunistic send or piggybacking. Finally, DTWAMP was not evaluated
in environments that have frequent disconnects. Therefore, it is necessary to
include such environments in future evaluations to highlight the properties of
the protocol in DTN scenarios with pose disconnections.
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Abstract. Computer networks are continually evolving, making the
execution of security tasks increasingly complex. Also, the development
of new networking environments, such as the Internet Engineering Task
Force (IETF) Home Networking (Homenet), usually is not followed by
advances in security mechanisms for these environments. In this context,
IP Spoofing, the obfuscation of the actual network address of the attacker
either to amplify or redirect communications responses to a given tar-
get, is an example of network attack that can be employed in several
infrastructures. Considering Homenet, the utilization of IPv6 does not
avoid such attacks since the Neighbor Discovery Protocol (NDP), which
is responsible for neighborhood discovery in IPv6, does not have mech-
anisms of validation of network and link addresses in its packet header
(i.e., source-address validation). The present work proposes a solution
to mitigate the use of IP Spoofing attacks originated in a Homenet
using Software-Defined Networking (SDN) features. The results from
the experimental evaluation demonstrate that the proposed method has
desirable properties to avoid such attacks without increasing the com-
plexity of the Homenet architecture.

Keywords: IP Spoofing · Homenet · SDN

1 Introduction

Computer networks are constantly evolving, making their configurations increas-
ingly complex. This provides a significant increase on the security challenges
related to supported services [1]. In home networking (i.e., domestic network-
ing), this complexity becomes an even more important challenge, since there
are no network administrators to implement security policies and to ensure an
adequate operational state of the networking infrastructure [7].

The Internet Engineering Task Force (IETF) Home Networking (Homenet)
Working Group (WG) proposed a solution to allow self-management in home
networks, including self-configuration, which can avoid human intervention and,
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consequently, the need of technical knowledge from the home user [3]. In this con-
text, it is also necessary to address security features. Homenet has vulnerabilities
analogous to those found on traditional networks. Considering self-* properties,
self-protection will be need to perform security tasks in an autonomic manner.
However, this is not present in current Homenet specification.

Homenet is known to be vulnerable to several network attacks. One of this
attacks is IP address spoofing [8]. Such attacks falsify source addresses contained
in the headers of network packets, either to amplify/redirect communication
responses to a particular target or to ensure the anonymity of the attacker. Also,
IP spoofing is usually an initial step for various types of attacks. Fortunately, as
the deployed IP addresses in a Homenet are controlled, network programmability
can be used to validate source IP addresses.

Software-Defined Networking (SDN) has become a significant network pro-
grammability alternative to enhance the security of computer networks by pro-
viding the separation of data and control plane, and centralizing decision making
over network traffic through the network controller [4]. In this context, SDN can
help facing IP Spoofing at origin in home networks (such as IETF Homenet),
avoiding that external targets are compromised by attacks originated in the
home hosts.

The present paper presents a method for IP Spoofing mitigation in origin at
a Homenet using SDN. The main contribution is the support of a solution based
on the Homenet standards for the validation of source addresses. This solution
employs to use control data in a programmatic fashion. We developed a proof of
concept implementation to investigate the properties of the proposed solution.

This paper is organized as follows. In Sect. 2, the background is presented.
In Sect. 3, it is described the proposed solution. Section 4 details the evaluation
and the experiments performed, followed by the related work described in Sect. 5.
Finally, Sect. 6 presents the conclusion about this study and future work.

2 Background

This section presents the central theoretical concepts needed to develop this
work. We describe these concepts in two subsections. First, the IETF Homenet
and its composing protocols are introduced. Then, this section closes with the
presentation of fundamental concepts on SDN.

2.1 Homenet

Homenet is an IETF WG that aims to focus on the evolution of home networks
by developing and providing a simple, self-configuring architecture to address
IPv6 prefix configuration requirements for routers, network management, name
resolution (Domain Name System - DNS) and network discovery services [3].
This architecture can be employed in several contexts, such as Internet of Things
(IoT) [5]. Homenet employs two main protocols for its operation: the DNCP (Dis-
tributed Node Consensus Protocol) and the Home Networking Control Protocol
(HNCP).
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Homenet uses the DNCP to receive information from routers through discov-
ery services, negotiations, and autonomous bootstrapping services. In addition,
Homenet uses the HNCP with a DNCP profile for sharing information about the
state of routers in Homenet. This use allows automatic discovery of gateways
and receiving/delegating the prefixes for hosts and routers that have (or not)
support from HNCP [3].

For IPv6 prefix assignment, Homenet uses the Distributed Prefix Assignment
Algorithm that uses a flooding mechanism, which allows each node to advertise
its directly connected prefixes. Also, the algorithm randomly creates an IPv6
/64 prefix and assigns the addresses to the hosts. Devices connected to Homenet
will receive the IP addresses through the HNCP protocol. For non-HNCP hosts,
the task is made through DHCPv6-PD or SLAAC [3].

2.2 Software-Defined Networking (SDN)

Some traits of SDN can be highlighted in the context of the present work. We will
describe two of such traits. The first is the separation of the control plane from
the data plane. The control plan decides how to handle network traffic and the
data plane forwards traffic as the control plan decides. The second feature is that
SDN consolidates the control plane; thus the programmable interface supports
direct control over the state of the elements contained in the data plane, such
as switches and routers.

SDN integrates the physical and virtual elements, allowing the controller to
manage the network in an automated and centralized way. All traffic can be
analyzed by the controller, which can decide what action to take on the passing
flows. When the switches receive specific network packets, they will analyze their
flow tables and, if the origin and destination are not known, the switches will
forward the data to the controller [4].

3 Proposal for Mitigation IP Spoofing in Homenet at
Origin Using SDN

The proposed solution is the use of an SDN application which uses the controller
API to allow a global view of all network traffic through flow analysis. This
application, called SPOOFING SRC CONTROL, is responsible for analyzing
and handling the IPv6 addresses of each packet that comes out of Homenet.
This verification is done by consulting the addresses provided by the HNCP
protocol to the Homenet internal hosts. This section describes the proposed
solution. First, the rationale of the solution is presented. Then, the algorithms
of the proposed solution are depicted.

The proposed solution runs as an application on the Homenet router, and it
can control the entire home network topology. SDN controller may be located on
the edge router itself, where it analyses all network traffic and decides if packets
can be added to the switch’s flow table. In this context, decision making is done
by comparing the MAC and IPv6 addresses entered in the switch flow table. If
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the IPv6 addresses of a respective packet are not inserted in this table or the
IPv6 address is already assigned to another MAC address, the switch forwards
the packet to the SDN controller, which then decides what action to take.

The proposed solution can be abstracted in some steps as follows. First, this
starts when a switch is unaware of the source and destination IPv6 address of
an incoming packet to be forwarded to a particular destination. This packet
is sent to the controller (step 1), which will then verify that the destination
and source addresses are different from internal Homenet addresses. Then, the
controller will query the database containing the IPv6 and MAC addresses of
the Homenet hosts generated by the HNCP protocol. After this, the controller
processes the address and sends the necessary action on the respective packet
for the implied switch. The switch updates its flow table with the action defined
by the controller.

Algorithm 1. MOD CONTROL()

Input: IP SRC, MAC SRC, IP DST, LOCAL NETWORK ADDRESS.
Output: SDN STATUS.
if IP DST == LOCAL NETWORK ADDRESS then

if IP SRC != LOCAL NETWORK ADDRESS then
SDN STATUS = ALLOWED

end
else

SDN STATUS = VERIFICATION
ANL IP SRC = IP SRC
ANL MAC SRC = MAC SRC
MOD VERIFY IP-MAC()
if SPOOFING STATUS == NO then

SDN STATUS = ALLOWED
end
if SPOOFING STATUS == YES then

SDN STATUS = BLOCKED
end
if SPOOFING STATUS == FAIL then

SDN STATUS = BLOCKED
end

end

end

Three algorithms compose the proposed solution. In this context, SPOOF-
ING SRC CONTROL consists of MOD CONTROL(), MOD VERIFY IP-
MAC(), and MOD IPMAC SEARCH() submodules. The MOD CONTROL()
module is responsible for deciding on the correct action to be taken on the
previously analyzed network packet. It needs the MOD VERIFY IP-MAC()
and MOD IPMAC SEARCH() submodules for its operation. The Algorithm 1
describes storing the packet source IP address information (in the IP SRC
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variable), the source MAC address (in the MAC SRC variable), and the des-
tination IP address of the packet (in the IP DST variable). In addition,
MOD CONTROL() has the variable LOCAL NETWORK ADDRESS, which
has the value corresponding to the IPv6 address of the Homenet local network.

LOCAL NETWORK ADDRESS is extracted from the database of the
addresses assigned by HNCP to Homenet. The first action of MOD CONTROL()
is to analyze whether the value contained in the IP DST variable corresponds
to the same prefix of the value of the LOCAL NETWORK ADDRESS variable
and if the source address (IP SRC) is different from the local network. This pro-
cess is done to verify if the packet destination is the local network or an external
network (Internet), in addition to verifying if it is Homenet internal traffic. If the
packet is destined for some internal Homenet host, it is released by the system
through the SDN STATUS function and no further verification is performed by
closing the module.

The SDN STATUS function is responsible for executing the system actions
internally and, before the SDN controller, its values are: VERIFICATION that
has the internal action of the proposed system to initiate the verification process
of the source IPv6 address analyzed; ALLOWED that has the action to be taken
by the SDN controller in which to release the flow in the switch; and BLOCKED,
which has an action to be taken by the SDN controller in which it will block the
flow in the switch.

Algorithm 2. MOD VERIFY IP-MAC()

Input: ANL IP SRC, ANL MAC SRC.
Output: SPOOFING STATUS.
MOD IP-MAC SEARCH()
if DB SERVER STATUS != OK then

SPOOFING STATUS = FAIL
end
else

if SEARCH MAC == XX XX XX XX XX XX then
SPOOFING STATUS = YES

end
else

VERIFY IP = SEARCH IP
if VERIFY IP == ANL IP SRC then

SPOOFING STATUS = NO
end
else

SPOOFING STATUS = YES
end

end

end

The first value to be generated by the SDN STATUS function is VERI-
FICATION, in which the system initiates the verification process by storing
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the IP SRC values in the ANL IP SRC variable and the MAC SRC variable
in the ANL MAC SRC variable. After this, the MOD VERIFY IP-MAC() sub-
module is executed, feeding the value of the SPOOFING STATUS variable into
MOD CONTROL(). SPOOFING STATUS has three types of values, FAIL that
is generated when the MOD VERIFY IP-MAC() submodule did not obtain com-
plete results that prove the existence of IP Spoofing, NO that is generated when
the MOD VERIFY IP-MAC() submodule validated MAC and IPv6 addresses
and did not identify the use of the IP Spoofing technique in the packet and YES
that is generated when the MOD VERIFY IP-MAC() submodule validated the
MAC and IPv6 addresses and identified the use of the IP Spoofing technique in
the packet.

If the value of SPOOFING STATUS is equal to FAIL, the proposed system
could not analyze the addresses and prove the existence of the IP Spoofing
technique. This incident may occur in cases of unavailability in the consultation
process or in an attack on the database of the addresses assigned to Homenet.
In this case, the system can enter two different types of values in the variable
SDN STATUS according to the security policy established by the administrator
of the Homenet environment at the moment of configuring the solution. These
values are: ALLOWED to release the packet stream; and BLOCKED to block
packet flow. If the value of SPOOFING STATUS is equal to NO, the variable
SDN STATUS receives the ALLOWED value, which indicates to the system
that the packet must be released through the SDN controller because it was able
to verify the addresses and did not identify the existence of the IP technique
Spoofing. Finally, when the SPOOFING STATUS value is equal to YES, the
SDN STATUS variable receives the value BLOCKED, which tells the system
that the SDN controller should discard the packet because it has identified the
use of the IP Spoofing technique.

The submodule MOD VERIFY IP-MAC(), described in Algorithm 2,
works in conjunction with the MOD IP-MAC SEARCH() submodule and
generates results for the completion of the MOD CONTROL() mod-
ule. MOD VERIFY IP-MAC() receives the values of ANL IP SRC and
ANL MAC SRC generated by the MOD CONTROL(). Your first action is
to start the MOD module IP-MAC SEARCH(). After this, the value of
DB SERVER STATUS generated by the submodule MOD IP-MAC SEARCH()
is analyzed.

DB SERVER STATUS may contain two distinct values, being they FAIL
when the MOD IP-MAC SEARCH() submodule was not able to execute the
address localization process and OK when the MOD IP-MAC SEARCH() sub-
module successfully executed the address localization process. If the value of
DB SERVER STATUS is other than OK, SPOOFING STATUS receives the
FAIL value. If the value of DB SERVER STATUS is equal to OK, the verifica-
tion process starts.

It is first checked whether the SEARCH MAC value received by executing
the MOD IP-MAC SEARCH() submodule is equal to XX XX XX XX XX XX.
If so, this indicates that the MAC address contained in ANL MAC SRC is not in
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Algorithm 3. MOD IP-MAC SEARCH()

Input: DB SERVER, ANL IP SRC, ANL MAC SRC.
Output: SEARCH MAC, SEARCH IP, DB SERVER STATUS.
Connection with DB SERVER
if DB SERVER is not accessible then

DB SERVER STATUS = FAIL
end
else

DB SERVER STATUS = OK
Search ANL MAC SRC em DB SERVER
if ANL MAC SRC is not found then

SEARCH MAC = XX XX XX XX XX XX
end
else

SEARCH MAC = ANL MAC SRC
SEARCH IP = IPv6 assigned to the MAC located in DB SERVER;

end

end

the database of the list of assigned IP addresses. Thus, the SPOOFING STATUS
value is defined as YES. If not, VERIFY IP receives the SEARCH IP value
extracted from the module IP-MAC SEARCH(). If the value of VERIFY IP is
equal to the value of ANL IP SRC, the source addresses are in compliance and
SPOOFING STATUS is given the value NO. Finally, if the value of VERIFY IP
is different from ANL IP SRC, the use of the IP Spoofing technique is identified
and SPOOFING STATUS receives the value YES, ending the execution of the
submodule, giving sequence in the analysis process.

The submodule MOD IP-MAC SEARCH(), described in Algorithm 3, has
the responsibility of locating the values of ANL IP SRC and ANL MAC SRC
in the database of the list of IPv6 addresses assigned to Homenet. It is started
through submodule MOD VERIFY IP-MAC().

4 Evaluation

In this section, the experiments carried out to evaluate the solution proposed
in a Homenet are presented. First, the topology employed on the simulation
(Experimental Scenario) is explained. Then, the implementation of the proposed
solution is depicted. Finally, the performed experiments and their results are
presented.

4.1 Experimental Scenario

The test infrastructure and its topology were implemented using a virtual envi-
ronment in which it was possible to evaluate the proposed solution. Figure 1
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shows the complete implementation topology. Routers A, B, and C (ISP) com-
municate through the OSPFv3 protocol and the automatic distribution of IPv6
addressing was used by the DHCPv6-PD service. Hosts B and C are ISP cus-
tomers as well as Client A, the gateway of Homenet. Each of the hosts has a
network interface connected to their respective gateways.

4.2 Development and Implementation of the Proposed Solution

SPOOFING SRC CONTROL was developed and implemented on the RYU con-
troller. RYU was developed in the Python programming language, so SPOOF-
ING SRC CONTROL was also developed in Python. The RYU driver has been
compiled to support the proposed solution. The system is started by the con-
troller when the switch does not know the source and destination (IPv6 or MAC)
of the incoming packet because in its flow table there is no such information.
With this, the switch sends the packet to the RYU controller which executes
SPOOFING CONTROL through its “ packet in handler” function before exe-
cuting the add flow function.

ROUTER C

ROUTER A

ROUTER B

Client A

Client B Client CISP
Host B-1 Host C-1

Host A-1 Host A-2 Host A-3

SDN
Controller

Fig. 1. Simulation infrastructure.

SPOOFING SRC CONTROL checks the Homenet source address according
to the submodule MOD VERIFY IP-MAC(). SPOOFING SRC CONTROL has
a function, developed according to the submodule MOD IP-MAC SEARCH(),
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which is responsible for querying the prefixes and IPv6 addresses assigned to
Homenet via HNCP. such queries check the source address in each packet. If the
source IPv6 address is different from the Homenet or the source MAC address
is different from that contained in the assigned address base and the destination
address is also different from the Homenet, the use of the IP Spoofing technique
is identified and the packet is discarded by the controller.

4.3 Experiments

As shown in Fig. 1, the communication for this experiment was made between
Homenet hosts (Hosts A-1, A-2 and A-3) and the other external hosts, ISP clients
(Host B-1 and Host C-1). The HNCP protocol assigned two IPv6 prefixes to the
Homenet interface on its router and the internal Hosts A-1, A-2, and A-3). For
these experiments, the Homenet environment with multihoming support was not
implemented. For the use of the IP Spoofing and MAC Spoofing technique in
IPv6 networks, the NMAP1 software was used. The experiments were carried
out 10 (ten) times to validate their results, and the observed variance was low.

Three experiments using the IP Spoofing technique were performed in the
environment shown in Fig. 1. The experiment 1 validates the use of IP Spoofing
at the source through the communication of Homenet hosts with external hosts
(Host B-1 and Host C-1), comparing IPv6 addresses and MAC addresses; exper-
iment 2 validates the source communication between Homenet’s internal hosts
(Hosts A-1, A-2 and A3), also comparing IPv6 addresses and MAC addresses;
and experiment 3 validates the communication between the internal hosts in
Homenet with the external communication, however, using only the validation
of the Homenet source addresses through the assigned IPv6 prefix, not validating
the MAC addresses of the Homenet hosts.

Results. The Fig. 2 shows the communication results between Hosts A-1, A-2,
and A-3 with Host B-1 (Fig. 1) in a Homenet (experiment 1) without enabling
the In the time period of 60 s, the NMAP was run, with IP Spoofing and MAC
Spoofing enabled, and Ping6 on all Homenet hosts, successively, to Host B-1.
found that Homenet is vulnerable to using the techniques of IP Spoofing and
MAC Spoofing. The consumption of network traffic was measured by capturing
the results from the output interface of the Homenet eth1 router through the
use of the IFTOP software. NMAP totaled the average consumption of 5055
bytes/s (average of 1685 bytes/s per Homenet host) and Ping6 totaled the aver-
age consumption of 2412 bytes/s (average of 804 bytes/s per Homenet host) of
the traffic generated by Homenet’s internal hosts.

The Fig. 3 shows the result of the same communication of hosts A-1, A-2
and A-3 with host B-1 in a Homenet (experiment 1), however, with SPOOF-
ING SRC CONTROL enabled on the SDN controller. In the first 20 s of exe-
cution, SPOOFING SRC CONTROL was executed to validate the host A-1

1 NMAP - https://nmap.org/.

https://nmap.org/
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Fig. 2. Applicability of IP Spoofing and MAC Spoofing WITHOUT the proposed
solution.

address, where communication of the same was terminated at IP Spoofing detec-
tion. In the next 10 and 20 s (30 and 40), the same process was executed on host
A-2 and host A-3, terminating their communication after the detection of IP
Spoofing. This same test procedure was performed for the validation of source
MAC addresses, in which it obtained the same result and proving that the solu-
tion is also efficient to counter the use of the MAC Spoofing technique at the
origin.

In experiment 2, the proposed solution was efficient in mitigating and block-
ing the use of the IP Spoofing and MAC Spoofing techniques at the origin. The
results were captured at the interface of Mininet via the IFTOP software.

In experiment 3, only IP Spoofing was detected and blocked in communica-
tion with Homenet’s external hosts, because in this experiment, it is not possible
to compare the MAC addresses because the HNCP query base is related only to
the IPv6 prefix assigned to the Homenet. This also impacted on the process of
verifying the IP Spoofing internally generated in Homenet between its hosts.

Performance Analyzes. Performance analyzes were performed to identify the
processing power and memory of the solution in the SDN controller. For this,
HTOP software was used, installed directly in RYU controller.

The Fig. 4 shows the result of the processing and memory consumption of
the RYU controller without the use of the proposed solution. Within the 60-s
period, when the controller did not manipulate the switch’s flow table, it had a
variation between 0.3% and 0.7% in processing consumption and 1.3% in memory
consumption. In seconds 11, 12, 13, 33, 34 and 35 the switch, which was unknown
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Fig. 4. Computational consumption WITHOUT use of proposed solution.

to the source and destination information of two network packets, forwarded
them to the check by the RYU controller, in which it validated the network
addresses of the packets and has added the information in the switch flow table.
These checks generated a peak of 1.1% in each processing consumption. The
RAM consumption was not changed and the same 1.3% consumption did not
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oscillate throughout the analysis. Analyzing the controller log records, it was
found that it updated the switch flow table in the time period of 0.1 ms.

Figure 5 displays the result of the controller’s processing and memory con-
sumption with the proposed solution feature enabled. Within the 60 s period,
when the controller did not manipulate the switch flow table, it had a variation
between 0.3% and 0.7% in processing consumption and 1.3% in memory con-
sumption. In the second 17, the switch sent the addressing information to the
controller which did not use the IP Spoofing technique and/or MAC Spoofing for
the controller in which, during the process of validation of addresses, obtained
a peak of 1.1% in the consumption of processing (until the second 17) and no
variation in the consumption of memory occurred. In seconds 35, 36 and 37,
the switch sent the addressing information of a packet containing the Spoofing
technique and in seconds 47, 48 and 49, the addressing information of another
packet containing the use of the MAC Spoofing technique to the controller. This
resulted in seconds 35, 36, 37, 47, 48 and 49, at a consumption of 1.2% of pro-
cessing and no change in memory consumption. By analyzing the logs of the
controller, it was also found that it upgraded the switch flow table in the period
of 0.1 ms.

The results proved that the proposed solution consumed the same percentage
of the experiment shown in Fig. 4, when the package did not apply the IP Spoof-
ing technique and/or MAC Spoofing and 0.1% more when it was identified. The
time for the controller to update the switch’s flow table was also not impacted.

5 Related Work

There are several studies related to the mitigation of IP Spoofing in IPv4 net-
works. On the other hand, few security mechanisms are proposed for prevention
in IPv6 networks, in Homenet and mainly deal with the problem directly in its
origin. In this section, we present the work related to the purpose of providing
a basis for mitigating the use of IP Spoofing techniques.

Barbhuiya et al. [2] present an active IDS for the prevention of IP Spoofing
in the NDP protocol exchange process. The authors state that the solution is
effective for validating MAC addresses in IPv6 networks. The algorithms devel-
oped stand out for their simplicity in the process of identifying and comparing
MAC and IPv6 addresses.

Yao et al. [10] contribute to the mechanism VAVE (Virtual Source Address
Validation Edge), developed through the SAVI (Source Address Validation
Improvement) framework, which uses the Openflow protocol to mitigate IP
Spoofing in incoming traffic on a local network. One of the negative factors
of this solution is that the SAVI protocol requires adaptations to the current
protocols of the Internet, a negative factor to make it a standard protocol before
the IETF.

Yan et al. [9] have developed an experiment to implement the SAVI protocol
on a local network. In this contribution, the positive factor is that the authors
consult DHCPv6 servers to carry out the validation process through NDP mes-
sages issued by SAVI.
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Fig. 5. Computational consumption WITH use of proposed solution.

Finally, Mowla et al. [6] propose a defense mechanism to IP Spoofing in the
traffic of received data, validating the legitimate traffic and blocking the Spoof-
ing. The solution is composed of SDN based on Content Distribution Network
Interconnection (CDNi) technology, along with ALTO (Application Layer Traf-
fic Optimization) technology. The purpose is to use SDN to detect IP Spoofing,
following a mechanism to feed rules into SDN switches through the controller
using the markup maps provided by the ALTO server.

6 Conclusions and Future Work

IPv6 networks are vulnerable regarding IP Spoofing techniques which conse-
quently affects any network that uses IPv6, such as IETF Homenet. In the
present paper, an efficient mechanism was proposed for the validation of IPv6
addresses at the origin in a Homenet. The results obtained highlighted the effi-
ciency in the mitigation of IP and MAC Spoofing process when the packets are
coming out from a Homenet. Besides that, the results also presented the low
consumption of the computational resources consumed by the solution. Such
consumption is constrained in the SDN controller.

Despite the encouraging results, there is also room for improvements. As
future work, we intend to investigate the process of feeding the base of the net-
work addresses assigned to Homenet should be a priority, extending the evalua-
tion of the proposed solution in a Homenet environment using the multihoming
feature in an ISP with MSP support and in conventional IPv6 networks.
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Abstract. The N -body problem, in the field of astrophysics, predicts
the movements of the planets and their gravitational interactions. This
paper aims at developing efficient and high-performance implementa-
tions of two versions of the N -body problem. Adaptive tree structures
are widely used in N -body simulations. Building and storing the tree
and the need for work-load balancing pose significant challenges in high-
performance implementations. Our implementations use various cores
in CPU and GPU via efficient work-load balancing with data and task
parallelization. The contributions include OpenMP and Nvidia CUDA
implementations to parallelize force computation and mass distribution,
and achieve competitive performance in terms of speedup and running
time which is empirically justified and graphed. This research not only
aids as an alternative to complex simulations but also to other big
data applications requiring work-load distribution and computationally
expensive procedures.

Keywords: All-Pairs algorithm · Barnes-Hut algorithm · CUDA ·
N-body simulations · OpenMP · Parallel processing · Performance

1 Introduction

The N -body problem in astrophysics is the problem of predicting the individual
motions of a group of celestial bodies, interacting gravitationally [3]. Scientific
and engineering applications of such simulations to anticipate certain behaviors
include biology, molecular and fluid dynamics, semiconductor device simulation,
feature engineering, and others [14,15,18]. The gravitational N -body problem
[23] aims at computing the states of N bodies at a time T , given their ini-
tial states (velocities and positions). The naive implementation of the N -body
problem has a complexity of O(N2) which is inefficient in terms of both power
consumption and performance, leaving much room to improve the effectiveness
of the execution of these simulations using data and task parallelism, aided with
utilities such as OpenMP (distribution among processors) [9,16] and Nvidia
CUDA (distribution among Graphical Processing Units (GPUs)) [2].
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With Appel [7] and Barnes-Hut [8] algorithms, the N -body simulation is sig-
nificantly faster, with the time complexity of O(N) for Appel and O(NlogN) for
the Barnes-Hut algorithm. Even with such adaptive tree optimizations, signifi-
cant improvement in the performance can be seen when implemented in parallel.
In this paper, we review existing All-Pairs and Barnes-Hut algorithms to solve
the N -body problem, and then propose our method of parallelization to achieve
work-load balancing using data and task parallel approaches effectively. We then
draw conclusions from the presented results to assess the potential of paralleliza-
tion in terms of running time and speedup. The key contributions of this paper
are mainly three-fold:

– Design of OpenMP and CUDA implementations of the All-Pairs algorithm,
to parallelize force computation.

– Design of OpenMP implementation of the Barnes-Hut algorithm, to paral-
lelize both force computation and mass distribution.

– We present a detailed evaluation of the performance of the parallel algorithms
in terms of speedup and running time on galactic datasets [1] with bodies
ranging from 5 to 30, 002.

The rest of this paper is structured as follows: Sect. 2 gives a detailed overview
of the All-Pairs and Barnes-Hut algorithms to solve the N -body problem.
Section 3 reviews relevant existing works in the field of parallel N -body sim-
ulations. Section 4 explains our proposed approaches to parallelize the All-Pairs
and Barnes-Hut simulations and presents their implementations using OpenMP
and CUDA. Section 5 presents the evaluation of the proposed approaches and
Sect. 6 reviews the significant implications of such parallelization and concludes
with future enhancements.

2 The Gravitational N -Body Problem

The gravitational N -body problem [23] is concerned with interactions between
N bodies (stars or galaxies in astrophysics), where each body in a given system
of bodies, affects every other body. The creation of galaxies, effects of black holes,
and even the search for dark matter are associated with the N -body problem
[17], thus making it one of the most widely experimented problem.

The Problem: Given the initial states (velocities and positions) of N bodies,
compute the states of those bodies at time T using the instantaneous acceleration
on every body at regular time steps.

In this section, we present two commonly used algorithms: (1) All-Pairs,
which is best suited for a smaller number of bodies and (2) Barnes-Hut, which
scales efficiently to a large number of bodies (e.g., molecular dynamics); to solve
the N -body problem.

2.1 The All-Pairs Algorithm

The traditional All-Pairs algorithm is an exhaustive brute-force that computes
instantaneous pair-wise acceleration between each body and every other body.
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Any two bodies (Bi, Bj) in the system of N bodies are attracted to each other
with force (

−→
Fij) that is inversely proportional to the square of the distance (rij)

between them (see Eq. 1, G is the universal gravitational constant).

−→
Fij =

Gmimj

r2ij
r̂ij (1)

Also, a body (Bi) of mass (mi) experiences acceleration (−→ai ) due to the net
force acting on it (Fi =

∑
j �=i

−→
Fij) from N − 1 bodies (see Eq. 2).

−→
Fi = −→aimi (2)

From Eqs. 1 and 2, the instantaneous pair-wise acceleration (−→ai ) acting on a
body (Bi) due to another body (Bj) can be given by Eq. 3 (G is the universal
gravitational constant).

−→ai =
Gmj

r2ij
r̂ij (3)

The All-Pairs method given by Algorithm 1 essentially computes pair-wise
accelerations and updates the forces acting on all bodies, thus updating their
state. Such an update can be programmatically achieved by using an in-place
update of a double nested loop, thus resulting in a time complexity of O(N2).
Usually, the All-Pairs method is not used on its own, but as a kernel to com-
pute forces in close-range interactions [27]. Since the All-Pairs algorithm takes
substantial time to compute accelerations, it serves as an interesting target for
parallelization.

Algorithm 1. Sequential All-Pairs Algorithm (2 Dimensions)
1: Function calculate force() is
2: foreach i: body do
3: find force(i, particles)

4: Function find force(i: body, particles) is
5: foreach j in particles do
6: if j �= i then
7: d sq = distance(i, j)
8: force[i].x += d x * mass(i) / d sqˆ3
9: force[i].y += d y * mass(i) / d sqˆ3

2.2 The Barnes-Hut Algorithm

The Barnes-Hut algorithm [4,5,8,33] is one of the most widely used approxima-
tions of the N -body problem, primarily by clustering groups of distant close bod-
ies together into a “pseudo-body.” Empirical evidence proves that the Barnes-
Hut heuristic method requires far fewer operations than the All-Pairs method,
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thus useful in cases of a large number of bodies where an approximate but effi-
cient solution is more feasible.

Each pseudo-body has an overall mass and center of mass depending on the
individual bodies it contains (its children). The Barnes-Hut algorithm uses an
adaptive tree structure (quad-tree for 2D or oct-tree for 3D)1. A tree structure
is created with each node bearing four children (see Fig. 1).

Fig. 1. Example of a quad-tree used in the Barnes-Hut algorithm.

Once built, the tree describes the whole system, with internal nodes repre-
senting pseudo-bodies and leaf nodes representing the N bodies [13]. The tree
is then used in computation and updating of a body’s state. The Barnes-Hut
method given by Algorithm 2 implements the following steps to achieve the
realization of a spatial system into a quad-tree:

– Division of the whole domain into four square regions (quads).
– If any of these quads contain more than one body, recursively divide that

region into four square regions until each square holds a maximum of one
body.

– Once the tree is built, perform a recursive walk to calculate the center of mass
(−→c ) at every node as

∑
i
−→cimi/

∑
mi (i is a child of the node).

Each body uses the constructed tree to compute the acceleration it experi-
ences due to every other body. The Barnes-Hut algorithm approximates bodies
that are too far away using a fixed accuracy parameter (threshold (θ)), and the
approximation is called the opening condition. Based on the center of mass, the
opening condition is given by l/D < θ (see Fig. 2, blue body represents the body
under consideration) where l is the width of the current internal node and D is
the distance of the body from the center of mass of the pseudo-body. Threshold
determines the number of bodies to be grouped together and thus determines the
accuracy of computations. Heuristics show that Barnes-Hut method can approx-
imate the N -body problem in O(NlogN) time. Depending on the dispersion of
bodies in the system an adaptive tree is constructed (usually unbalanced) which
poses challenges of building, storing, and work-load balancing.
1 In this paper, we have considered quad-tree to implement the Barnes-Hut algorithm.
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D

l

Fig. 2. An example of the pseudo-bodies used in the Barnes-Hut algorithm.

3 Related Work

In 1994, the Virgo Consortium was founded to perform cosmological simulations
such as universe formation, tracking the creation of galaxies and black holes on
supercomputers; and the most significant problem worked on by them till date
is the “Millennium Run” [6]. Their simulations traced around 10 billion particles
(each particle represented 20 million galaxies) using code called GAlaxies with
Dark matter intEracT (GADGET) [31] along with MPI-HYDRA and FLASH,
initially written sequentially but has since been developed to run in parallel to
model a broad range of astronomical problems. MPI-HYDRA simulates galaxy
and star formations while FLASH simulates thermonuclear flashes seen on the
surface of compact stars.

There exist several works in the literature to optimize the N -body problem.
Starting with Appel [7], and Barnes and Hut [8] who optimized the N -body
problem using adaptive tree structures from O(N2) to O(N) and O(NlogN)
time complexities respectively. An O(N) fast multipole method was developed
by Greengard and Rokhlin [21,22], and they showed the fast multipole approach
(FMM) to be accurate to any precision. This was further extended by Sundaram
[32] to allow updating of different bodies at different rates which further reduced
the time complexity. However, adaptive multipole method in 3 dimensions is
complex and has an issue of large overheads.

Various approaches to parallelize the algorithms mentioned above have been
developed over the years. Salmon [29] used multipole approximations to imple-
ment the Barnes-Hut algorithm on NCUBE and Intel iPSC, message passing
architectures. An impressive performance was reported from extensive runs on
the 512 node Intel Touchstone Delta by Warren and Salmon [36]. Singh [30]
implemented the Barnes-Hut algorithm for the DASH, an experimental proto-
type. Bhatt et al. [10,19] implemented the filament fluid dynamic problem using
the Barnes-Hut method. 16 Intel Pentium Pro processors were used by War-
ren et al. [35] to obtain a sustained performance. Blelloch and Narlikar [11]
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Algorithm 2. Sequential Barnes-Hut Algorithm (2 Dimensions)
1: Function build tree() is
2: Reset Tree
3: foreach i: particle do
4: root node→insert to node(i)

5: Function insert to node(new particle) is
6: if num particles > 1 then
7: quad = get quadrant(new particle)
8: if subnode(quad) does not exist then
9: create subnode(quad)

10: subnode(quad)→insert to node(new particle)

11: else if num particles == 1 then
12: quad = get quadrant(new particle)
13: if subnode(quad) does not exist then
14: create subnode(quad)
15: subnode(quad)→insert to node(existing particle)
16: quad = get quadrant(new particle)
17: if subnode(quad) �= NULL then
18: create subnode(quad)
19: subnode(quad)→insert to node(new particle)

20: else
21: existing particle ← new particle
22: num particles++

23: Function compute mass distribution() is
24: if new particles == 1 then
25: center of mass = particle.position
26: mass = particle.mass

27: else
28: forall the child quadrants with particles do
29: quadrant.compute mass distribution
30: mass += quadrant.mass
31: center of mass = quadrant.mass * quadrant.center of mass

32: center of mass /= mass

33: Function calculate force(target) is
34: Initialize force ← 0
35: if num particles == 1 then
36: force = gravitational force(target, node)
37: else
38: if l/D < θ then
39: force = gravitational force(target, node)
40: else
41: forall the node : child nodes do
42: force += node.calculate force(node)

43: Function compute force() is
44: forall the particles do
45: force = root node.calculate force(particle)
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both implemented and compared in NESL (parallel programming language) the
Barnes-Hut algorithm, FMM, and the parallel multipole tree algorithm.

Board et al. [12] implemented an adaptive FMM method in three dimensions
on shared memory machines. Zhao and Johnsson [38] described a non-adaptive
version of Greengard and Rokhlin’s method in three dimensions on the Con-
nection Machine CM-2. Mills et al. [25] prototyped the FMM in Proteus (an
architecture-independent language) using data parallelization, which was then
implemented by Nyland et al. [26]. Pringle [28] implemented the FMM both in
two and three dimensions on the Meiko Computer Surface CS-1 which is a par-
allel computer with distributed memory and explicit message passing interface.

Liu and Bhatt [24] explained their experiences with parallel implementation
of the Barnes-Hut algorithm on the Connection Machine CM-5. A highly effi-
cient, high performance and scalable implementation of the N -body simulation
on FPGA was demonstrated by Sozzo et al. [18]. Totoo and Loidl [34] com-
pared the parallel implementation of the All-Pairs and Barnes-Hut algorithms
in Haskell, a functional programming language. The Tree-Code Particle-Mesh
method developed by Xue [37] combines the particle-mesh algorithm with mul-
tiple tree-code to achieve better solutions with low computational costs. Nylons
[27] accelerated the All-Pairs algorithm using CUDA and presented a sustained
performance. Burtscher and Pingali [13] implemented the Barnes-Hut algorithm
with irregular trees and complex traversals in CUDA.

4 Proposed Methodology

There are many considerations such as storage, load-balancing, and others in
parallelizing the algorithms to solve the N -body problem. Following subsections
elucidate on the challenges in parallelization and relevant parallel considerations
to overcome those challenges.

Algorithm 3. OpenMP Implementation of the All-Pairs Algorithm
1: Function calculate force() is
2: #pragma omp parallel for
3: foreach i: body do
4: find force(i, particles)

5: Function find force(i: body, particles) is
6: #pragma omp parallel for reduction (+ : force[i].x, force[i].y)
7: foreach j in particles do
8: if j �= i then
9: d sq = distance(i, j)

10: force[i].x += d x * mass(i) / d sqˆ3
11: force[i].y += d y * mass(i) / d sqˆ3
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4.1 Parallel All-Pairs Algorithm in OpenMP and CUDA

The traditional brute-force All-Pairs algorithm, with O(N2) time complexity
serves as an interesting target for parallelization. This approach can be easily
parallelized, as it is known in advance, precisely how much work-load balancing
is to be done. The work can be partitioned using a simple block partition strat-
egy since the number of bodies is known and updating each body takes the same
amount of calculation. Algorithm 3 provides pseudo-code of the All-Pairs algo-
rithm in parallel using OpenMP. We assign each process a block of bodies each
numPlanets/numProcessors in size, to compute forces acting on those bodies
(all processes perform the same number of computations). Thus, the work-load
is equally and efficiently partitioned among processes. Algorithm 4 reports the
pseudo-code of the All-Pairs algorithm in CUDA.

Algorithm 4. CUDA Implementation of the All-Pairs Algorithm
1: Function calculate force() is
2: foreach i: body do
3: find force <<< BLOCKS, THREADS PER BLOCK >>>

(index, particles, force, size)

4: Function find force(i: body, particles, force, size) is
5: j = particles[treadIdx.x + blockIdx.x * blockDim.x]
6: if j �= i then
7: d sq = distance(i, j)
8: force[i].x += d x * mass(i) / d sqˆ3
9: force[i].y += d y * mass(i) / d sqˆ3

4.2 Parallel Barnes-Hut Algorithm in OpenMP

The Barnes-Hut algorithm poses several challenges in the parallel implemen-
tation of which, decomposition and communication have a severe impact. To
begin with, the cost of building and traversing a quad-tree can increase signifi-
cantly when divided among processes. The irregularly structured and adaptive
nature of the algorithm makes the data access patterns dynamic and irregular,
and the nodes essential to a body cannot be computed without traversing the
quad-tree. Decomposition is associated with work-load balancing while commu-
nication bottleneck is a severe issue that requires the need for minimization of
communication volume.

Building a quad-tree needs synchronization. Since the computation of the
center of mass of a pseudo-body depends on the center of masses of corresponding
sub-bodies, data dependencies are predominant and thus implying tree level-
wise parallelization. For force computation, we need other particles’ center of
mass, but we do not modify the information and thus can be parallelized. The
value of the fixed accuracy parameter (θ) plays a prominent role and must be
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Algorithm 5. Force Computation Parallelization of Barnes-Hut Algorithm
1: Function compute force() is
2: #pragma omp parallel for
3: forall the particles do
4: force = root node.calculate force(particle)

5: Function calculate force(target body) is
6: force = 0
7: if num particles == 1 then
8: force = gravitational force(target body, node)
9: else

10: if l/D < θ then
11: force = gravitational force(target body, node)
12: else
13: #pragma omp parallel for
14: forall the node : child nodes do
15: #pragma omp critical
16: force += node.calculate force(node)

optimized. Higher values of θ imply that fewer nodes are considered in the force
computation thus increasing the window for error; while lower values of θ will
bring the Barnes-Hut approximation time complexity closer to that of the All-
Pairs algorithm. Algorithm 5 presents pseudo-code of force parallelization (as
explained above) of the Barnes-Hut algorithm.

In computing the center of mass of the nodes, some level of parallelization
can be achieved in-spite of data dependencies as the computation for each quad
in the tree is independent of the other which speeds up the process significantly.
Algorithm 6 depicts the parallelization of the center of mass computation.

Algorithm 6. Mass Distribution Parallelization of Barnes-Hut Algorithm
1: Function compute mass distribution() is
2: if new particles == 1 then
3: center of mass = particle.position
4: mass = particle.mass

5: else
6: #pragma omp parallel for
7: forall the child quadrants with particles do
8: quadrant.compute mass distribution
9: #pragma omp critical

10: mass += quadrant.mass
11: center of mass = quadrant.mass * quadrant.center of mass

12: center of mass /= mass
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Parallelization of the Barnes-Hut algorithm has many issues, the significant
issue being the lack of prescience on the number of computations per process;
which make it a complex parallelization problem. It can be observed that, with
the increase in the quad-tree traversal depth, the number of force calculations
increases significantly and the exact depth is dependent on the position of the
current body.

5 Evaluation, Results, and Analysis

The sequential All-Pairs algorithm was implemented in C++, with paralleliza-
tion in OpenMP and CUDA. OpenMP’s multi-threading [9] fork-join model was
used to fork a number of slave threads and separate the errand among them.
The separated tasks are then performed simultaneously, with run-time environ-
ment assigning threads to distinct tasks. The segment of code intended to run
in parallel is stamped likewise with a preprocessor order that is used to join
the outputs of the processes in order after they finish execution of their corre-
sponding task. Each thread can be identified with an ID, which can be acquired
using OpenMP’s omp get thread num() method. CUDA allows the programmer
to take advantage of the massive parallel computing power of an Nvidia graph-
ics card to perform any general-purpose computation [2,20]. To run efficiently
on CUDA, we used hundreds of threads (the more the number of threads, the
faster the computation). Since the All-Pairs algorithm can be broken down into
hundreds of threads, CUDA proves to be the best solution. GPUs use massive
parallel interfaces to connect with their memory and are approximately ten times
faster than a typical CPU-to-memory interface.

This section focuses on running the algorithms described in the above section,
in serial and in parallel. All the algorithms were tested using data with a number
of bodies ranging from 5 to 30, 002 in the galactic datasets [1]. All tests for
sequential and OpenMP implementations were performed on nearly identical
machines with the following specifications:

– Processor : i5 7200U @ 4× 3.1 GHz
– Memory : 8 GB DDR3 @ 1333 MHz
– Network : 10/100/1000 Gigabit Local Area Network (LAN) Connection

All tests for CUDA implementations were performed on a server with the
following specifications:

– Processor : Intel Xeon Processor @ 2 × 2.40 GHz
– Memory : 8 GB RAM
– Tesla GPU : 1 ×TESLA C-2050 (3 GB Memory)

Speedup (S) is a measure of the relative performance of any two systems,
here parallel implementations over sequential implementations. Speed up can be
estimated using Eq. 4.

S =
Timesequential
Timeparallel

(4)
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Fig. 3. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galaxymerge2 [1], and (right) 30,002 bodies in galaxy30k [1] using
Algorithm 3.

Note that the execution times collected to measure the performance and
impact of parallelization is collected five times to overrule bias caused by any
other system processes that are not under the control of the experimenter. In
every run for time measurement, the order of experimentation for a given dataset
is shuffled. The individual measurements are then averaged to represent the
running time taken by the parallel algorithm accurately.
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Fig. 4. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galaxymerge2 [1], and (right) 30,002 bodies in galaxy30k [1] using
Algorithm 4. (Serial execution takes more than 100 times the parallel execution time
and hence is not graphed).

In this paper, we graphed (see Figs. 3, 4, 5 and 6) the parallel implementa-
tions against their respective sequential implementations to visualize the effect
of speedup. We also present the results of the performance of the Barnes-Hut
algorithm when both force computation and mass distribution are parallelized
(see Table 1). Also, we present the effect of the fixed accuracy parameter (θ) on
the Barnes-Hut algorithm (see Fig. 7).

For inputs with a smaller number of celestial bodies, we observe that the
sequential execution is faster than parallelized OpenMP code in case of both All-
Pairs and Barnes-Hut algorithms (see Figs. 3 (left), 5 (left), and 6 (left)). Such
behavior can be attributed to the high cost of initialization of threads and their
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Fig. 5. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galaxymerge2 [1], and (right) 30,002 bodies in galaxy30k [1] using
Algorithm 5.
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Fig. 6. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galaxymerge2 [1], and (right) 30,002 bodies in galaxy30k [1] using
Algorithm 6.

communication overheads, which outweighs the execution time for a lesser num-
ber of bodies. With the increase in the number of bodies, the OpenMP parallel
implementation runs faster than its sequential counterpart which is attributed to
the fact that execution time is larger than the thread spawn overheads (see Figs. 3
(center) and (right), 5 (center) and (right), 6 (center) and (right)). However, it
can also be noticed from the graphs that increasing the threads beyond four,
either does not change (see Figs. 3 (center), (right) and 6 (center)) or increases
(see Figs. 5 (center), (right), and 6 (right)) the running time. This is because
the CPU on the testing machine does not support more than four cores. Greater
speedups are observed with the increase in the number of bodies. Also, it is
interesting to note that with better hardware that supports a greater number of
cores, the results can be bettered further.

While the OpenMP implementations have a bottleneck over the number of
cores on the test machine, parallelization with CUDA outperforms any such
limitations (see Fig. 4 (left), (center) and (right)). It can be observed that CUDA
implementation provides an exponential decrease in the running time, which is
because GPUs has an exponentially larger thread pool as compared to CPUs. It
can be seen from Fig. 4 (left) that, for a smaller number of bodies, the parallel
running time gradually decreases with the increase in the number of threads
per block due to the communication overhead over the peripheral component
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Table 1. Performance of the OpenMP parallelization with force computation and mass
distribution of the Barnes-Hut algorithm on various galactic datasets [1].

Dataset Size Serial time (s) Parallel time per thread count (s)

1 2 4 8 16 32

asteroids1000 1,000 0.023097 0.020348 0.021905 0.030464 0.063325 0.121116 0.221256

cluster2582 2,582 0.004927 0.005837 0.005042 0.011231 0.008328 0.011733 0.014243

collision1 2,000 0.004917 0.004829 0.004447 0.006030 0.005751 0.009468 0.012608

collision2 2,002 0.006227 0.006008 0.006098 0.006309 0.006821 0.009951 0.013182

galaxy1 802 0.015414 0.015616 0.015217 0.020928 0.045315 0.072090 0.110689

galaxy2 652 0.012274 0.012615 0.014664 0.023931 0.028826 0.040485 0.072064

galaxy3 2,001 0.091639 0.087738 0.084466 0.141264 0.264529 0.488200 0.975077

galaxy4 502 0.012875 0.013325 0.010431 0.012065 0.027304 0.037397 0.051786

galaxy10k 10,001 0.032405 0.032411 0.031647 0.027545 0.050811 0.075314 0.171779

galaxy20k 20,001 2.325312 2.357691 1.422882 0.557520 3.697054 7.312913 17.061886

galaxy30k 30,002 13.663441 14.492622 8.259973 3.813991 22.588013 48.301931 90.741782

galaxyform2500 2,500 0.007052 0.005922 0.006162 0.006707 0.008641 0.011501 0.016563

galaxymerge1 2,000 0.004920 0.005160 0.004812 0.006784 0.006742 0.008701 0.018789

galaxymerge2 4,000 0.011205 0.010364 0.003930 0.012193 0.011976 0.018860 0.024891

galaxymerge3 2,901 0.009433 0.009095 0.009045 0.015460 0.011692 0.012852 0.019202

planets 5 0.000070 0.000160 0.000526 0.002250 0.002246 0.002997 0.004918

saturnrings 11,987 0.024471 0.024749 0.020095 0.025863 0.032043 0.038763 0.064468

spiralgalaxy 843 0.017879 0.017627 0.023605 0.024740 0.052584 0.091534 0.166260

interconnect lanes. For 4, 000 bodies (see Fig. 4 (center)), the speedup of parallel
implementation was observed to be 100 and for 30, 002 bodies (see Fig. 4 (right)),
the speedup was approximately 250. These results establish the potential of
CUDA in parallel programming and multi-processing support over traditional
CPUs.

Table 1 presents the results of the OpenMP Barnes-Hut implementation with
both force parallelization and mass distribution. The results show that for a large
number of bodies (e.g., galaxy30k with 30, 002 bodies), the method proved to
be superior as compared to Algorithms 5 and 6. However, for a smaller number
of bodies (e.g., planets with 5 bodies), the method had a massive bottleneck of
communication overheads and thread spawn initialization.

The effect of the fixed accuracy parameter used for approximation in the
Barnes-Hut algorithm on running time is shown in Fig. 7. The value of θ deter-
mines the depth of traversal of the quad-tree. Smaller values of θ mean deeper
traversals, implying larger running times while larger values of θ imply lower
accuracy and lower running time. It was observed that the number of compu-
tations increased as θ ≈ 0.0. We experimentally found that with θ = 0.4, an
efficient trade-off between the running time and accuracy can be achieved (all
results presented above use θ = 0.4).
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Fig. 7. Effect of the fixed accuracy parameter on the Barnes-Hut algorithm.

6 Conclusions

In this paper, we analyzed two prominent approaches to solve the gravitational
N -body problem: the naive All-Pairs approach and an adaptive quad-tree based
Barnes-Hut approach. We presented data and task parallel implementations of
the algorithms considered, using OpenMP and CUDA. We evaluated the chal-
lenges in the parallelization of the Barnes-Hut algorithm and two significant
parallel considerations. It was observed that until a certain level of paralleliza-
tion the running time decreases and then increases afterward. The performance
analysis of these methods establishes the potential of parallel programming in
big data applications. We achieved a maximum speedup of approximately 3.6
with OpenMP implementations and about 250 with CUDA implementation.
The OpenMP implementations experienced a massive bottleneck of the number
of cores on the testing machine. Also, we experimentally determined the opti-
mal value of the fixed accuracy parameter for an efficient trade-off between the
running time and accuracy.

In the future, we aim at extending the Barnes-Hut implementation and FMM
approach to CUDA and message-passing clusters over the LAN, each node paral-
lelized using OpenMP; and also evaluate their performance in terms of speedup
and running time. We also aim at considering even larger samples of bodies to
evaluate our proposed parallel implementations effectively.
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Abstract. An unmanned aerial vehicle (UAV) become increasingly
present in military and commercial applications, the flight path efficiency
and integration with current manned aircraft become important research
topics to address in the coming years. In this paper, the optimal control
problem for the quad-rotor to minimize energy is considered. For this,
formulate this problem to an optimal control problem which minimizes
energy of quad-rotor in free final time. The Solution for this, used a dis-
cretization method, and simulation results are given by Bocop software.

Keywords: Final time · Bocop · Optimal control

1 Introduction

An Unmanned Aerial Vehicle is an aircraft with no pilot on board [1–3]. UAVs
can be remote controlled aircraft (e.g. flown by a pilot at a ground control
station) or can fly autonomously based on pre-programmed flight plans or more
complex dynamic automation systems. UAVs are currently used for a number
of missions, including reconnaissance and attack roles. For the purposes of this
article, and to distinguish UAVs from missiles, a UAV is defined as being capable
of controlled, sustained level flight and powered by a jet or reciprocating engine.
In addition, a cruise missile can be considered to be a UAV, but is treated
separately on the basis that the vehicle is the weapon. The acronym UAV has
been expanded in some cases to UAVS (Unmanned Aircraft Vehicle System).
The FAA has adopted the acronym UAS (Unmanned Aircraft System) to reflect
the fact that these complex systems include ground stations and other elements
besides the actual air vehicles [6].

Some early UAVs are called drones because they are no more sophisticated
than a simple radio controlled aircraft being controlled by a human pilot (some-
times called the operator) at all times. More sophisticated versions may have
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built-in control and/or guidance systems to perform low level human pilot duties
such as speed and flight path stabilization, and simple prescripted navigation
functions such as waypoint following.

From this perspective, most early UAVs are not autonomous at all. In fact,
the field of air vehicle autonomy is a recently emerging field, whose economics
is largely driven by the military to develop battle ready technology for the
warfighter. Compared to the manufacturing of UAV flight hardware, the market
for autonomy technology is fairly immature and undeveloped. Because of this,
autonomy has been and may continue to be the bottleneck for future UAV devel-
opments, and the overall value and rate of expansion of the future UAV market
could be largely driven by advances to be made in the field of autonomy.

Autonomy is commonly defined as the ability to make decisions without
human intervention. To that end, the goal of autonomy is to teach machines to
be “smart” and act more like humans. The keen observer may associate this with
the development in the field of artificial intelligence made popular in the 1980s
and 1990s such as expert systems, neural networks, machine learning, natural
language processing, and vision. However, the mode of technological develop-
ment in the field of autonomy has mostly followed a bottom-up approach, and
recent advances have been largely driven by the practitioners in the field of con-
trol science, not computer science. Similarly, autonomy has been and probably
will continue to be considered an extension of the controls field. In the foresee-
able future, however, the two fields will merge to a much greater degree, and
practitioners and researchers from both disciplines will work together to spawn
rapid technological development in the area [4,5].

To some extent, the ultimate goal in the development of autonomy technol-
ogy is to replace the human pilot. It remains to be seen whether future devel-
opments of autonomy technology, the perception of the technology, and most
importantly, the political climate surrounding the use of such technology, will
limit the development and utility of autonomy for UAV applications [26,29].

In our case, We choose quad-rotors drone which is handy, allow vertical take-
off and landing, as well as flying in hard to - Reach areas. The disadvantages
are its mass and the consumption of energy caused by motors. The drone can
perform three flight modes; hover, vertical flight and translation flight. In our
work, we are interested in a translation flight that corresponds to the naviga-
tion on a horizontal plane, it is ensured by basing itself on pitch and roll tilting
movements [25].

In the present study, our aim is to minimize energy for quadrotor in free
final time. To solve this problem, let’s build an optimal control problem in free
final time. Using Bocop Software [28], we solve this problem with discretization
method as Midpoint method in small step to insure convergence [24,27]. The
work presented in this paper is organized as follows: In Sect. 1, a dynamic model
of the quad-rotor is considered. In Sect. 2, discussion, simulation results given
by Bocop software and conclusion are provided in Sect. 3.
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2 Quad-Rotor Mathematical Model

A quad-rotor is an aerial vehicle which rotates by producing differentials in
thrust between it’s for motors. The following section presents the mathematical
model of the quad-rotor.

The motion of the quad-rotor can be divided into two subsystems, rotational
subsystem (roll, pitch and yaw) and translation subsystem (altitude and x and
y position).

Fig. 1. Quad-rotor

2.1 Rotational Equations of Motion

The rotational equations of motion are derived in the body frame using the
Newton-Euler method with the following general formalism,

Jẇ + w × Jw × MG = MB (1)

where

– J : Quad-rotor’s diagonal inertia Matrix.
– w: Angular body rates.
– MB : Gyroscopic moments due to rotor’s inertia.
– MG: Moments acting on the quad-rotor in the body frame.
– Jẇ and w × Jw represent the rate of change of angular momentum in the

body frame.
– MG: represent the gyroscopic moments due to the rotor’s inertia Jr. The

Gyroscopic moments are defined to be w × [
0 0 Jrwr

]T , thus the rotational
equation of the quad-rotor’s motion can be written as

Jẇ + w × Jw + w × [
0 0 Jrwr

]T = MB (2)

where
– Jr: rotor’s inertia.
– Ω : rotor’s relative speed Ωr = −w1 + w2 − w3 + w4.



212 L. Abbes et al.

The inertia matrix for the quad-rotor is a diagonal matrix, the off-diagonal
elements, which are the product of inertia, are zero due to the symmetry of the
quad-rotor:

J =

⎡

⎣
Ix 0 0
0 Iy 0
0 0 Iz

⎤

⎦ (3)

where Ix, Iy and Iz are the area moments of inertia about the principle axes in
the body frame.

Equations (4), (5) show the aerodynamique force Fi and moment Mi pro-
duced by the ith rotor i = 1, 4

Fi = Kfw2
i

Mi = Kmw2
i (4)

where Kf and KM are the aerodynamic force and moment constants respectively
and wi is the angular velocity of the rotor i.

Thus, the total moment about the x− axis can be expressed as

Mx = −F2l + F4l

= −(Kfw2
2)l + (Kfw2

4)l (5)
= lKf (−w2

2 + w2
4)

the moment about y− axis

My = −F1l − F3l

= (Kfw2
1)l − (Kfw2

3)l (6)
= lKf (−w2

1 − w2
3)

the moment about z−axis

Mz = M1 − M2 + M3 − M4

= (Kmw2
1) − (Kmw2

2) + (Kmw2
3) − (Kmw2

4) (7)
= Km(−w2

1 − w2
2 + w2

3 − w2
4)

Combining Eqs. (5), (6) and (7) in vector form, we get,

MB =

⎡

⎣
lKf (−w2

2 + w4
4)

lKf (w2
1 − w4

4)
Km(w2

1 − w2
2 + w2

3 − w2
4)

⎤

⎦ (8)

where l is the moment arm, which is the distance between them axis of rotation
each rotor to the engine for the body reference frame which should coincide with
the center of the quad-rotor.
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3 Translation Equations of Motion

The translation equations of the equations of the quad-rotor are based on New-
ton’s second law and they are derived in the earth inertial frame

mr̈ =

⎡

⎣
0
0

mg

⎤

⎦ + RFB (9)

– r = [x, y, z]T : Quad-rotor’s distance from the inertial frame.
– m: Quad-rotor’s mass.
– g: gravitationnal acceleration g = 9, 81m/s2.
– FB : non gravitational forces acting on the quad-rotor in the body frame

FB =

⎡

⎣
0
0

Kf (w2
1 + w2

2 + w2
3 + w2

4)

⎤

⎦ (10)

The first two rows of the force vector are zeros as there is no forces in the X and
Y directions, the last row is the thrust forces produced by the propellers.

The drag forces Fa can be given as:

Fa = Ktṙ (11)

where Kt is a matrix called the aerodynamic translation coefficient matrix and
ṙ is the time derivative of the position vector r.

mr̈ =

⎡

⎣
0
0

mg

⎤

⎦ + RFB − Fa (12)

And Drag moment is defined as follows:

Ma = Krη̇ (13)

where Kr is a constant matrix called the aerodynamic rotation coefficient matrix
and η̇ is the Euler rates.

Jẇ + w × Jw + w × [
0 0 Jrwr

]T = MB − Ma (14)

Let be defined the state vector of the quad-rotor as

X = [x1, x2, x3, x4, x5, x6, x7, x9, x10, x11, x12]T (15)

which is mapped to the degrees of freedom of the quad-rotor in the following
manner.

X = [φ, φ̇, θ; θ̇, ψ, ψ̇, x, ẋ, y, ẏ, z, ż]T (16)

The state vector defines the position of the quad-rotor in space and its angular
and linear velocities.
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3.1 Control Input Vector u

A control input vector u, considering of four inputs, is defined as:

u =
[
u1 u2 u3 u4

]
(17)

u1 = Kf (w2
1 + w2

2 + w2
3 + w2

4) (18)

u2 = Kf (w2
1 + w2

4) (19)

u3 = Kf (w2
1 − w2

3) (20)

u4 = Km(w2
1 − w2

2 + w2
3 − w2

4) (21)
⎡

⎢
⎢
⎣

u1

u2

u3

u4

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

Kf Kf Kf Kf

0 −Kf 0 Kf

Kf 0 −Kf 0
Km −Km Km −Km

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

w2
1

w2
2

w2
3

w2
4

⎤

⎥
⎥
⎦ (22)

where:

– u1: lift force.
– u2, u3, u4: aerodynamical moments developed by the system.

Substituting (16)–(19) in Eq. (8), the equation of the total moments acting
on the quad-rotor becomes:

MB =

⎡

⎣
lu2

lu3
u4

⎤

⎦ (23)

Substituting (21) into the rotational equation of motion (4), can be derived,
⎡

⎣
Ix 0 0
0 Iy 0
0 0 Iz

⎤

⎦

⎡

⎣
ϕ̈

θ̈

ψ̈

⎤

⎦ +

⎡

⎣
ϕ̇

θ̇

ψ̇

⎤

⎦ ×
⎡

⎣
Ix 0 0
0 Iy 0
0 0 Iz

⎤

⎦

⎡

⎣
ϕ̇

θ̇

ψ̇

⎤

⎦ +

⎡

⎣
ϕ̇

θ̇

ψ̇

⎤

⎦ ×
⎡

⎣
0
0

Jrwr

⎤

⎦ =

⎡

⎣
lu2

lu3

u4

⎤

⎦ (24)

Expanding that, leads to:
⎡

⎣
Ixϕ̈

Iy θ̈

Iyψ̈

⎤

⎦

⎡

⎣
θ̇Izψ̇ − ψ̇Iy θ̇

ψ̇Ixϕ̇ − ϕ̇Izψ̇

θ̇Iy θ̇ − θ̇Ixϕ̇

⎤

⎦ +

⎡

⎣
θ̇Jrwr

−ϕ̇Jrwr

0

⎤

⎦ =

⎡

⎣
lu2

lu3

u4

⎤

⎦ (25)

Rewriting the last equation to have the angular acceleration in terms of the other
variables:

ϕ̈ =
l

Ix
u2 − Jr

Ix
θ̇wr +

Iy
Iz

ψ̇θ̇ − Iz
Ix

θ̇ψ̇ (26)
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θ̈ =
l

Iy
u3 − Jr

Iy
ϕ̇wr +

Iz
Iy

ϕ̇ψ̇ − Ix
Iy

ψ̇ϕ̇ (27)

ψ̈ =
1
Iz

u4 +
Ix
Iz

θ̇ψ̇ − Iy
Iz

ϕ̇θ̇ (28)

to simplify, define

a1 =
Iy − Iz

Ix
, a2 =

Jr

Ix
, a3 =

Iz − Ix
Iy

, a4 =
Jr

Iy
,

a5 =
Ix − Iy

Iz
, b1 =

l

Ix
, b2 =

l

Iy
, b3 =

1
Ix

Using the above notation of a1 → a5 and b1 → b3, Eqs. (24)–(26) can then be
rewritten in a simpler form in terms of the system states

ϕ̈ = b1u2 − a2x4wr + a1x4x6 (29)

θ̈ = b2u3 + a4x2wr + a3x2x6 (30)

ψ̈ = b3u4 + a5x2x4 (31)

Substituting equation (16)–(19) in Eq. 10, the equation of the total moments
acting on the quad-rotor becomes:

FB =

⎡

⎣
0
0

−u1

⎤

⎦ (32)

Embedding that into the translational equation of motion (9) and expanding the
term, we get

m

⎡

⎣
ẍ
ÿ
z̈

⎤

⎦ =

⎡

⎣
0
0

mg

⎤

⎦

+

⎡

⎣
cψcθ cψsϕsθ sθsψ + cϕcψsθ
cθsψ cθcψ + sϕsψsθ cϕsψsθ − cψsθ
−sθ cθsϕ cϕcθ

⎤

⎦

⎡

⎣
0
0

−u1

⎤

⎦ (33)

m

⎡

⎣
ẍ
ÿ
z̈

⎤

⎦ =

⎡

⎣
0
0

mg

⎤

⎦

+
[

(cϕsψ + cϕcψsθ)(−u1) (cθsψsθ − cψsϕ)(−u1)
−(cϕcθ)(−u1)

]
(34)

Rewriting Eq. (32) to have acceleration in term of the other variables, we get
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ẍ =
−u1

m
(sinϕsinψ + cosϕcosψsinθ) (35)

ÿ =
−u1

m
(cosϕsinψsinθ − cosψsinϕ) (36)

z̈ = g − −u1

m
(cosϕcosθ) (37)

Rewriting in terms of the state variable X

ẍ =
−u1

m
(sinx1sinx5 + cosx1cosx5sinx3) (38)

ÿ =
−u1

m
(cosx1sinx5sinx3 − cosx5sinx1) (39)

z̈ = g − −u1

m
(cosx1cosx3) (40)

Using the equation of the rational angular acceleration. Equations (27)–(29), and
those of translation, Eqs. (35)–(37), the mathematical model of the quad-rotor
can be written in a state space representation as follows

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = ϕ̇ = x2,
ẋ2 = ϕ̈ = a1x4x6 + a2x4Ω + b1u1,

ẋ3 = θ̇ = x4,

ẋ4 = θ̈ = a3x2x6 + a4x2Ω + b2u2,

ẋ5 = ψ̇ = x6,

ẋ6 = ψ̈ = a5x2x4 + b3u3,
ẋ7 = ż = x8,
ẋ8 = z̈ = u4

m (cosx1sinx3cosx5 + sinx1sinx5),
ẋ9 = ẋ = x10,
ẋ10 = ẍ = u4

m (cosx1sinx3sinx5 − sinx1cosx5),
ẋ11 = ẏ = x12,
ẋ12 = ÿ = cosx1cosx3

m u4 − g,
−π/2 ≤ x1 ≤ π/2,−π/2 ≤ x3 ≤ π/2,
−π ≤ x5 ≤ π, xi(0) = 0, i = 1, 12,
−20 ≤ uj ≤ 20, j = 1, 3, 0 ≤ u4 ≤ 20.

(41)

where g(m/s2): gravity acceleration; Ix, Iy, Iz(kg/m2) :roll, pitch and yaw iner-
tia moments respectively, Jr(kg/m2): the rotor inertia; m(kg): mass; x, y, z(m):
longitudinal, lateral and vertical motions respectively; φ, θ, ψ(rad): roll, pitch
and yaw angles, respectively; wk(rad/s): rotor angular velocity, where, k equal
to 1, 2, 3 and 4; d(m): the distance between the quad-rotor center of mass and
the propeller rotation axis; u1, u2, u3(N.m): aerodynamical roll, pitch and yaw
moments respectively; u4(N): lift force.

With Ω = w1−w2+w3−w4, a1 = Iy−Iz
Ix

, a2 = −Jr

Ix
,a3 = Iz−Ix

Iy
,a4 = Jr

Iy
,a5 =

Ix−Iy
Iz

,b1 = d
Ix

,b2 = d
Iy

, b3 = d
Iz

.
Then, the criterion is formulate as follows:
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J = ρ

∫ tf

0

(u2
1 + u2

2 + u2
3 + u2

4)dt (42)

where tf (second) : free final time.

Fig. 2. Trajectory state of x1 and x2 respectively. (Color figure online)

Fig. 3. Trajectory state of x3 and x4 respectively. (Color figure online)

4 Simulation and Discussion

ω = 340; d = 0.23; m = 0.6; Ix = Iy = 7.5e − 3, Iz = 1.3e − 2; Jr = 6e − 5; g =
9.8.

The red line is the delimiter of x1, x3, x5 respectively. And the blue line is
the trajectories.

The results given by Bocop software are presented in Figs. 1, 2, 3, 4, 5, 6,
7 and 8. And Figs. 9 and 10, is the criterion for different values of ρ. When
10−5 < ρ < 1 and,10−2 < ρ < 1, the minimum is not reached. Else, the optimal
solution is ensured in 7 iterations with 1.41 s, and final time tf = 2.17214 s
(Fig. 11).
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Fig. 4. Trajectory state of x5 and x6 respectively. (Color figure online)

Fig. 5. Trajectory state of x7 and x8 respectively.

Fig. 6. Trajectory state of x9 and x10 respectively.

Fig. 7. Trajectory state of x11 and x12 respectively.
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Fig. 8. Control u1 and u2 respectively.

Fig. 9. Control of u3 and u4 respectively.

Fig. 10. The criterion J of ρ = 0.0002 and ρ = 0.002 respectively.

Fig. 11. The criterion J of ρ = 0.0004 and ρ = 0.0005 respectively.
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5 Conclusion

In this work, we have solved an optimal control problem of unmanned aerial
vehicle to minimize the energy of quadrotor in free final time.

The results are adequate for our purpose in the computational time is 1.41 s in
7 iterations with Bocop software. The convergence is fast and the computational
time is small.
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12. Sethi, S.P., Thompson, G.L.: Optimal Control Theory: Applications to Manage-
ment Science and Economics. Kluwer Academic Publishers, Boston, Dordrecht,
London (2000)

13. Bouhafs, W., Abdellatif, N. , Jean, F., Harmand, J.: Commande optimale en temps
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Abstract. Power management is an expensive and important issue for
large computational infrastructures such as datacenters, large clusters,
and computational grids. However, measuring energy consumption of
scalable systems may be impractical due to both cost and complexity
for deploying power metering devices on a large number of machines. In
this paper, we propose the use of information about resource utilization
(e.g. processor, memory, disk operations, and network traffic) as proxies
for estimating power consumption. We employ machine learning tech-
niques to estimate power consumption using such information which are
provided by common operating systems. Experiments with linear regres-
sion, regression tree, and multilayer perceptron on data from different
hardware resulted into a model with 99.94% of accuracy and 6.32 watts
of error in the best case.

Keywords: Computer architecture · Energy consumption modeling

1 Introduction

Over the years, managing energy efficiency of Information and Communication
Technologies (ICT) has increasingly emerged as one of the most critical envi-
ronmental challenges. Due to ever increasing demand for computing resources,
emissions footprint, increased energy price and tougher regulations, improving
energy efficient became priority for datacenters, especially to the massive ones.
This concern is pervasive in ICT, from development of more energy efficient
devices to greener virtualization, resource consolidation, and, finally, definition
of new architectures, services, and best practices.

In 2007, a Gartner’s Report showed that ICT industry generated 2% of global
CO2 [1] emissions. From which, 23% came from datacenters. A Greenpeace’s
report [2] stated that “datacenters are the factories of the 21st century in the
Information Age”, however, they can consume as much electricity as 180,000
homes.
c© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 225–240, 2019.
https://doi.org/10.1007/978-3-030-24289-3_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_18&domain=pdf
https://doi.org/10.1007/978-3-030-24289-3_18


226 L. V. Povoa et al.

Constant reduction in computation resources prices, accompanied with pop-
ularization of on-line businesses, and wide spread of Internet and wireless net-
works, lead to the rapid growth of massive datacenters, consuming large amounts
of energy. Indeed, nowadays, datacenters that execute Internet applications con-
sume around 1.3% of the energy produced in the world [3]. It is expected in 2020
that this amount will rise to near 8% [4]. In such scenario, improving power effi-
ciency on ICT installations and datacenters is mandatory. To overcome this
challenge, several strategies have been proposed, such as resource consolidation
[5–7], and improving resources utilization [8].

In general, better energy efficiency can be achieved by means of actuation
strategies which need the continuous power consumption measurement. The
deployment of power meters may be prohibitive in terms of cost in datacen-
ters with many thousands of computers. Furthermore, external metering instru-
ments require physical system access or invasive probing [9], which can be not
available. On the other hand, software estimators for power consumption can be
easily deployed at almost negligible cost.

An usual approach is to use internal performance counters provided by the
hardware [10] and by the operating system to derive models that estimate power
consumption [11–14]. Such models can be used by on-the-fly power saving strate-
gies which need continuous power consumption estimation. Other possible appli-
cations include simulators that evaluate the power consumption of workloads
based on performance and resource usage counters (e.g., register file usage, num-
ber of page faults, number of I/O operations per second).

In a previous work [15], we studied the correlation between a set of resource
utilization counters provided by an operating system and the power consump-
tion on a typical server machine. In this paper, we propose three novel models
that use counter of both performance and resource utilization as proxies for
power consumption, overtaking state-of-the-art accuracy. Besides that, differ-
ently from most of the related work, our models are not limited to predict power
consumption of specific components, but of whole machine. We assume a good
model should include all performance counters which significantly influence the
power consumption. However, the excess of parameters and non-linear relations
between these variables and power consumption can produce complex and inac-
curate models. Having this on mind, we also investigate which operating system
counters can be used to build robust and accurate models. Now, we further elabo-
rate on correlation analysis and estimation of power consumption from resource
utilization variables (i.e., counters) provided by operating systems. With this
purpose, we apply nine models based on (i) Multiple Linear Regression (MLR),
(ii) Regression Tree (RET), and (iii) Multilayer Perceptron (MLP), an Artifi-
cial Neural Network (ANN) which are experimentally evaluated on two different
hardware1.

1 Models were implemented in R (using RSNNS) and source code are available under
the GNU General Public License version 3 at https://github.com/lucasvenez/ecm
along with the employed dataset.

https://github.com/lucasvenez/ecm
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Remainder of this paper is organized as follows. Section 2 describes the mod-
eling approach, the workload, and the testbed used for experiments. Section 3
shows our variable analysis and selection approach. Section 4 describes pro-
posed power consumption models based on the MLR, RET, and MLP methods.
Section 5 presents the analysis of each proposed model. Section 6 describes some
related work and compare some of them with our results. Finally, Sect. 7 points
out our final remarks.

2 Modeling Energy Consumption from Resource
Consumption Data

This paper aims to provide a characterization of the power consumption for
a wide variety of machines. We propose new models which provide accurate
estimations for the power consumption. Our models are based on resource uti-
lization measurements commonly supported by the operating system used from
commodity computers to datacenter servers.

2.1 Modelling Approach

In order to model power consumption for different computers, we employed a
six-steps method.

1. Data Collection: comprehends a synthetic workload execution while an agent
is used to collect data about resource utilization from the operating system
[16,17]. The agent captures forty seven variables from the directory /proc.

2. Feature Engineering: this step aims to calculate new variables from the raw
ones in order to improve generalization and accuracy of models.

3. Variables Selection: in this step variables that are influential to power con-
sumption are selected. We employed a correlation method called Maximal
Information Coefficient (MIC) [18] that evaluates the correlation of a pair
variables regardless of the distribution.

4. Model Construction: aims to fed models with resource utilization samples and
reads of the actual energy consumption measured in the testbed.

5. Model Analysis: focus on evaluating models accuracy through a set of different
metrics with a special attention to avoid overfitting.

The final step is called Model Selection, where the best model for power
consumption is selected.

2.2 Data Collection

We built a synthetic workload instead of using real applications or benchmarks
aiming to conceive energy consumption models which are suitable for any appli-
cation, while avoiding collinearity problems which may compromise regression
models [14,19].
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Our workload was designed to avoid cross dependency among the variables
fed to the model and produce as much as possible power consumption states for
all system components such as memory, hard disk, processor, network interfaces
and I/O operations [20]. It was implemented by using three open source tools:
(i) stress [21] was used to produce utilization of resources such as processor,
memory, hard disk and I/O operations; (ii) cpulimit [22] was utilized to generate
random periods of idleness to produce several levels of processor utilization; and
(iii) iperf [23] was employed to generate network traffic.

Workload was produced with the following characteristics. CPU utilization
varied between 0% and 100% in several cycles, being increased in steps of 5%
each. Each experiment was composed by Pi = 2i − 1 processes with 1 ≤ i ≤
Ncpu, where Ncpu is the number of processors in the machine for the ith test.
Memory utilization ranged from 512 MB to the physical memory size. For the ith

experiment, one application process allocates Mi = 256(i + 1) MB of memory,
such that 1 ≤ i ≤ Msize/256−1. Hard disk utilization varied from 1 GB to 64 GB,
being produced by one process. For each experiment, the amount of disk space
allocated is Ci = 2i − 1 mod 17 GB, where i is the experiment number.

I/O workload was expressed by the number of processes that performed the
message exchanges between main memory and hard disks. The amount of pro-
cessors exchanging messages was given by Pi = 10i mod 102, where i is the
experiment number.

At first, only one parameter was selected to vary for each experiment, in order
to capture its influence on power consumption. Then, parameters were varied to
test every all-to-all combinations of several parameter levels, in order to capture
their influence on power consumption as well as parameter interactions. For each
combination of parameters and level, the workload is executed for two minutes.
The overall experiment took about thirty hours to be carried out, producing
about 51,000 entries for each dataset, each entry containing measures from 47
variables of resources utilization and the power consumption.

2.3 Testbed Used for Experiments

Testbed used for experiments is depicted in Fig. 1. Some nodes were instru-
mented to measure power consumption while running workloads. We employed
two nodes with different architectures in the experiments, which have their hard-
ware configuration summarized in Table 1.

Table 1. Hardware configurations with one 1Gbps network interface running Ubuntu
11.10 kernel 3.0.0-12.

Hardware A1 A2

Processor model Intel Core i5-2400 AMD Opteron 246

Cores 4 2

Frequency 3.10 GHz 2.00 GHz

Memory 4GB SDRAN 8GB SDRAN

Disk 1 × 500 GB 4 × 240 GB
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Fig. 1. Experiment environment with a node, an energy consumption meter, a module
and a data storage.

In order to obtain precise power consumption measures, we used a power
sensor Yokogawa model 2375A10 [24]. This device works connected to the power
supply, and provides data to one data acquisition module model MW-100-E-1D
[25]. The acquisition module probes and saves measures on power consumption
in watts every 100 ms. Our agent collected data from the acquisition module
via a network interface using the telnet protocol every second along with the
resource utilization variables.

3 Variables Analysis and Selection

Designing accurate models depend upon a good selection of resource utilization
counters with appropriate transformations that present significant influence on
power consumption and do not produce noise.

3.1 Feature Engineering

We transformed each independent variable vj with cumulative values using equa-
tion vi,j − vi−1,j , where i is the sample index of the jth variable. Because the
number of processing cores of different architectures can vary, we summarized
their values into a unique variable ct =

∑m
j=1 ci,j , where m is the number of

cores, i is the sample index, and ci,j is the data related to the ith sample of the
jth core. This approach was also applied for multiple hard disks. These simple
transformations help to improve accuracy and generalization, enabling a unique
model to be applied for different hardware architectures.

3.2 Variable Selection

For the sake of clearness and understandability, a model for estimating energy
consumption should be simple, i.e., to consider only a subset composed of the
most influential variables on energy consumption. With this purpose we identi-
fied from the set of observed variables the subset with the highest correlation
with the dependent one (i.e., the energy consumption).
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Fig. 2. Maximal information coefficient for the dataset of each architecture and for the
mixture thereof.

In order to evaluate the correlation among variables, two main criteria should
be considered. The generality refers to the capacity of identifying any relation
type, not limited to specific types of correlation functions such as linear, expo-
nential and periodic correlations. Later, the equitability is the ability to provide
a unique index to express relation with the same noise level, even for functions of
different types. With these two criteria on mind, we chose a method named MIC,
which is part of a set of tools named Maximal Information-based Nonparametric
Exploration (MINE) [18], to identify and select the most impacting variables for
power consumption. MIC produces values between 0 and 1, where zero means
absence of correlation between the pair of variables and 1 means full correlation.

For each architecture we generated a dataset containing the variables pre-
viously described. A third dataset (Mix) containing merged data from the two
previous datasets plus one variable that describes whether the sample is related
to the architecture A1 (value −1) or architecture A2 (value 1). Figure 2 shows
results of the MIC between each independent variable, i.e., operating system’s
variables, and the dependent variable. In the chart the vertical black line rep-
resents the threshold of 10%, which was applied with the purpose of finding a
reduced set of the most impacting coefficients and produce a model with good
understandability.

3.3 Dependent Variable Analysis

Dependent variable distribution defines the method that can be used for mod-
eling its behavior. The Kolmogorov-Smirnov test [26] resulted in p-values less
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Fig. 3. Energy consumption histogram.

than 2.2e − 16, which confirm that the dependent variable has no Gaussian
distribution considering a significance level of 5%. This is evidenced in Fig. 3.
Datasets A1, A2, and Mix present an average energy consumption (watts) of
46.08, 249.23, and 142.62, respectively. Their standard deviation are 15.26, 7.74,
and 102.19. It is noteworthy that the architectures A1 and A2 have an stable
energy consumption but in different ranges.

4 Modeling Power Consumption

In this section we describe several models using different techniques for estimat-
ing power consumption based on the most influential variables described in the
previous Section.

4.1 Multiple Linear Regression

A MLR is a type of regression analysis that maps a set of input values X to a
response value y, requiring that y ∼ N(μ, σ2). Because the datasets do not follow
a normal distribution, we consider the Central Limit Theorem (CLT), which
states that when the size of a given sample increases, the sampling distribution
of its average or sum tends to a normal distribution [27]. CLT justifies modelling
the energy consumption with the MLR defined as ŷ = α + βx + ε, where ŷ is
the estimated value of the energy consumption, α is the intersection point of the
line of adjustment with the ordinate, β is the regression coefficients vector, x is
the vector of independent variables, and ε is the average random error.

This method employs the least-squares method for estimating the coefficients
vector β. Despite of the high correlation between the dependent variable and the
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independent variable ARCH, the MRL method cannot incorporate the former
into the resultant model for the Both dataset. This limitation for generating a
global energy consumption model will be detailed in Sect. 5.2.

4.2 Regression Tree - RET

A Decision Tree (DT) has a structure composed by leaves, branches and nodes
aiming to define a nonlinear predictive model. A RET is a particular case of a DT,
where values of dependent variables are continuous. Using a RET as predictor
requires a sample be dropped down via the tree until a leaf, which returns the
average of its values of the dependent variable [28]. A RET is created by splitting
a node p into two children nodes. The tree stops to grow when the complexity
index βp of a node p is less or equals to a threshold α. For the experiments the
threshold α was set as 1%.

RET models are easy interpreted, but our results show that important vari-
ables are excluded for the model, which evidence a limitation of this method for
modeling energy consumption. The resulting model for the Mix dataset repre-
sents our worst model, which considers only one independent variable for defin-
ing itself. Some variation in RET’s hyper-parameters was performed without
improvements in final results described in Sect. 5.2.

4.3 Multilayer Perceptron

A MLP is an Artificial Neural Network model that maps a set of input values
into a set of output values [29] after a learning process. It can be successfully
applied in different areas, e.g., Biometrics [30], Thermal Engineering [31], Ocean
Engineering [32], Climatology [33].

The MLP is composed by an input layer with n sensory units, h hidden
layers with nh neurons each, and an output layer with t neurons. A MLP
has L layers, excluding the input layer, and its input values are propagated
layer-by-layer. Its learning process can be supervised or unsupervised. Once we
collected both the input and output variables, this research applied the super-
vised learning process. The supervised learning process was performed with
the backpropagation algorithm with chunk update (also know as mini-batch),
which has the following steps: (i) forward step, where a set of input values is
provided to the sensory units, and its effect is propagated layer-by-layer; and
(ii) backward step, where the weights are adjusted in accordance with an error-
correction rule respecting the Mini-Batch Stochastic Gradient Descent method
[34] after p (chunk size) executions of the forward step for different samples.
Before starting the MLP training, all variable vj had its values normalized,
where vij = (vij − min(vj))/(max(vj) − min(vj)).

The backward step starts by computing the error e = 1/n
∑i

p(ŷ − y)2. Mean
Squared Error was employed once it incorporates both the bias and the variance
of a model [35]. After that, local gradient δL

j related to neuron j at output
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layer L was computed according to δL
j = eL

j × ϕ′(vL). When one neuron j is
located at a hidden layer 0 < l < L, the local gradient δl

j related to neuron
j at hidden layer l was computed by δl

j = ϕ′(vl
j)

∑g
k=1[δ

l+1
k wl+1

kj ], where ϕ′ is
the derivative of activation function ϕ, and g is the number of neurons at layer
l + 1. New values for weight wl

ij at layer l is defined according to wl
ij(n + 1) =

wl
ij(n) − η/p

∑n
m[δl

j(m)yi(m)], where n is the iteration number, p is the chunk
size, and η is the learning-rate.

For setting the MLP’s configuration for each architecture, we applied an
empirical method consisting of (i) selecting a random and non-sequential sub-
set of registers from our sample, 15% of all registers for train and 5% for test;
(ii) starting the model weights with a random Gaussian distribution with values
between 0 and 1; (iii) ranging the number of hidden layers from 1 until a descen-
dant precision of the model; (iv) ranging the number of neurons at each layer
from � v

10� to 2v, where v is the number of independent variables at the model;
(v) ranging the learning-rate from 0.000 to 1.000 by 0.005; and (vi) calculating
the model accuracy with test subset using the Coefficient of Determination R2

metric.
In our study, the better configuration (i.e., with greatest R2) for the MLP

consists of 3 hidden layers, where each one has the number of nodes equals
to double of the number of input variables, an output neuron representing the
energy consumption value, a learning rate η = 5, and a chunk size p = 50. We
employed the tahn function, as activation function ϕ, which yields larger partial
derivatives with small changes in inputs [36].

5 Evaluating the Proposed Models

In this section, the power consumption models proposed are evaluated. For this
purpose, different metrics and the 10-fold cross-validation (CV) method were
employed.

5.1 Employed Accuracy Metrics

Four different classes of metrics were applied to evluate the proposed models:
scale-dependent, percentage error, relative error, and scale-free error metrics
[37]. Scale-dependent metrics are simple to understand and calculate, but cannot
be applied to compared models of series with different scales. Percentage error
metrics are scale independent, overcoming the limitations of scale dependent
metrics. However, such metrics return infinite or undefined values when zeroes
exist within the series. Relative error metrics are also scale independent metrics
but they are restricted to some statistic methods when errors are small. Finally,
scale-free error metrics never provide infinite or undefined values, and they can
be applied to compare different estimate methods either over a single or multiple
series.



234 L. V. Povoa et al.

Fig. 4. Comparison between actual and estimated values.

For the sake of comparison to other models proposed in the literature, six
metrics were used to evaluate the proposed models:

1. Squared Error (SE): is defined as SEi = (yi−ŷi)2, where yi is the ith observed
value, and ŷi is the ith estimate value.

2. Absolute Error (AE): defined as AEi = |yi − ŷi|. Although these two early
metrics are scale-dependent, they are widely used in related literature (e.g.,
[15,38]).

3. Percentage Error (PE): is a metric given by the ratio between the difference
and defined as PEi = (yi−ŷi)/yi [37]. In this metric, positive and negative
values can cancel each other, leading the average to approach to zero.

4. Absolute Percentage Error (APE): like PE, this is also a percentage error
metric, except by using the absolute value APEi = |(yi−ŷ)/yi| [37].

5. Absolute Scaled Error (ASE): this is a scale-free error metric, which is
frequently used to measure accuracy [39]. ASE avoids the common prob-
lems in conventional accuracy metrics described previously. It is defined as
ASEi = |yi − ŷi|( 1

(n−1)

∑n
j=2 |yj − yj−1|)−1, where n is the sample size. All

the above mentioned metrics (1–5) metrics provide values closer to zero for
better models and far from zero for worse ones. The PE metric can provide
either negative and positive values, while the remainder metrics result only
in positive values.

6. Last employed metric is R2 = 1−∑n
i (yi − ŷi)2(

∑n
i (yi − ȳ)2)−1, which shows

how well the estimated values produced by a model fit the actual ones. Results
lie between 0 and 1, where 0 means a model does not provide any explanation
about the data, and 1 refers to a perfect adjust.
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5.2 Models Accuracy

Accuracy of each proposed model is evaluated applying the 10-fold cross valida-
tion method [40]. For each test, the estimated value for the power consumption
is compared to the actual measured value. Table 2 presents the average and
standard deviation for the six metrics. All models presented R2 > 91%. In par-
ticular, MLR models have low average errors for all metrics considering A1 and
A2 architectures. However, when MLR is applied to fit the mix of architectures
into a unique model, the error increases significantly. A similar effect occurs
with RET models, whose accuracy is even worse than MLR models for the mix
of architectures.

MLP models presented the best accuracy from the experiments. However,
MLR are simpler and less costly models whose accuracy approach the MLP’s
accuracy. It suggests non-linear relations with low significance between the inde-
pendent variables and the dependent one. This evidence is supported by the
average and standard deviation, which are close but not equal.

Noticeably, RET models present the worst accuracy from the three models.
This can be explained as RET clusters data before estimating the power con-
sumption. Indeed, power consumption cannot be explained for a small subset of
dependent variables. However, all of the variables provide enough information
for estimating power consumption, which hinders the clustering.

Figure 4 shows actual values compared to estimated ones generated with test
set in each fold. Considering the results, we can conclude the MLP models pro-
vide better estimations for power consumption, while MLR are simpler models
which present similar performance in terms of accuracy. Furthermore, experi-
mental results also show that RET models do not provide accurate estimations
for power consumption when compared to MLP and MLR models, mainly when
dealing with mixed architectures in the same estimator.

6 Related Work

A large number of papers has been published on modeling computers power
consumption, including some surveys [41–43]. Several models have been pro-
posed to estimate the energy consumption of processors [11,12,14,44]. Most of

Table 2. Average and the standard deviation of the Squared Error (SE), Absolute
Error (AE), Percentage Error (PE), Absolute Percentage Error (APE), Absolute Scaled
Error (ASE), and R2 metrics obtained by the 10-fold cross-validation.

Average Standard Deviation
Arch. Method SE AE PE APE ASE SE AE PE APE ASE R2

A
1

MLR 7.2878 1.6858 -0.4008% 3.8598% 1.2426 56.1252 2.1064 5.6912% 4.1994% 1.5532 96.8650%
RET 14.8066 2.8970 -0.7901% 6.8144% 2.1249 54.7590 2.5281 8.9543% 5.8610% 1.8534 93.6364%
MLP 6.1053 1.4895 0.0332% 3.3382% 1.1040 56.3053 1.9594 5.1738% 3.9961% 1.4517 97.3777%

A
2

MLR 4.9962 1.3446 -0.0078% 0.5332% 2.2536 21.4396 1.7845 0.8705% 0.6880% 2.9887 91.6575%
RET 4.8958 1.3094 -0.0067% 0.5164% 2.2015 20.3679 1.7828 0.8573% 0.6844% 2.9973 91.8226%
MLP 3.7707 1.1169 -0.0115% 0.4424% 1.8725 18.0375 1.5873 0.7533% 0.6115% 2.6572 93.7082%

M
ix

MLR 14.0595 2.6209 -0.4336% 3.7864% 2.5888 53.7892 2.6807 5.9828% 4.6517% 2.6474 99.8654%
RET 150.7207 7.7339 -4.1102% 11.7914% 7.6287 533.8658 9.5315 19.3902% 15.9341% 9.4011 98.5565%
MLP 6.3264 1.5471 -0.3946% 2.3506% 1.5232 48.7559 1.9796 4.3027% 3.6313% 1.9479 99.9394%
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them consist of linear regression-based models which are fed with hardware per-
formance counters. In [13], a model was proposed combining real total power
measurement with hardware counters measurement to estimate per-component
energy consumption. Our approach is different from those works because our
goal is to estimate energy consumption for the entire machine, not limited to
the processor.

Other papers address the modeling of the entire computer (e.g., from com-
modity computers to datacenter servers) proposing linear models composed
by the summation of the energy consumed by its subcomponents [45–48]. For
instance, Lewis et al. [45] propose an aggregated model which considers CPU,
memory, electromechanical components, peripherals, and hard disk consump-
tion. The models have coefficients for each component that are adjusted using
linear regression. The energy consumed by virtual machines is also modeled in
[47]. Other non linear models are also proposed for modeling the entire com-
puter energy consumption [49,50]. Our work is different as our objective is not
to model energy consumption of the computer as an explicit summation of the
consumption of its subcomponents. Instead, our models are fed with system
variables carefully selected (by their ability to explain the model) in order to
estimate energy consumption with high accuracy. Also, our work propose and
compare models based on three different techniques.

As mentioned, regression models are numerous for modeling energy consump-
tion. For instance, Piga [38] defined a global center-level approach to power and
performance optimization for Web Server Datacenters. Their model is based on
linear and non-linear regression techniques, while using the k-means to iden-
tify non-linear correlation and the Correlation-based Feature Selection (CFS)
for removing independents variables that do not provide significant explanation
for the power consumption. Our focus, instead is to model individual computers
based on observable operating system measures.

Da Costa et al. [20] modeled computer energy consumption based on per-
formance counters provided by two tools (Linux pidstat and collectd). The
paper describes the methodology for reducing from a set of 165 explanatory
variables to a small number of variables which can explain the model with high
accuracy. The model is intended to estimate energy consumption at process level.
Our work is different regarding the variety of techniques used, and modeling the
whole machine energy consumption.

Comparing our models with the best related work results, considering the
absolute percentage error, our best MLP specific and global models presented
an error rate of 2.35%, and 0.44%, correspondingly, while [20,38,45,51] have an
error rate of ∼4.0%, ∼4.4%, ∼10.0%, and ∼6.0%, respectively.

By the best of our knowledge, our work provides the following novel con-
tributions: (i) it proposes and compares three different models to estimate the
power consumption for more than one hardware configuration; (ii) it employs
the MIC method to analysis correlation between independent variables and the
power consumption; (iii) the proposed models are fed with commodity system
variables commonly provided by Linux, for better portability; (iv) it analysis
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accuracy using several metrics along with cross-validation in order to verify pre-
cision and overfitting issues; and (v) it overtakes accuracy of the state-of-the-art
energy consumption models for datacenter nodes.

7 Conclusion

The management of power consumption of individual machines is a relevant fea-
ture in several environments, from small devices with limited resources to large
datacenters with thousands of nodes. In this we present a characterization of
energy consumption of entire machines based on resources utilization variables.
Experiments were carried out using synthetic workloads in order to discover what
resources and modeling methods present higher correlation to energy consump-
tion. We show that it is possible to estimate energy consumption by sampling
variables provided by common operating systems and employing MLR, RET, or
MLP methods. We proposed nine models that provide accurate estimation on
energy consumption with an accuracy of 99.9%, and average squared error of
6.32 watts with standard deviation of 48.76.

All models evaluated can be fully implemented in software, providing a cost-
effective mechanism for estimating energy consumption. Such models can be
deployed in a wide range of devices, from single small devices with limited
resources to thousands of machines in a large datacenter at no additional cost
and negligible overhead. Our proposal can be useful for several aims, e.g., to
provide instant information on energy consumption in a per machine basis.
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33. Velo, R., López, P., Maseda, F.: Wind speed estimation using multilayer per-
ceptron. Energy Convers. Manag. 81, 1–9 (2014). https://doi.org/10.1016/j.
enconman.2014.02.017

34. Li, M., Zhang, T., Chen, Y., Smola, A.J.: Efficient mini-batch training for stochas-
tic optimization. In: Proceedings of the 20th ACM SIGKDD International Confer-
ence on Knowledge Discovery and Data Mining, KDD 2014, pp. 661–670. ACM,
New York (2014). https://doi.org/10.1145/2623330.2623612

35. Goodfellow, I., Bengio, Y., Courville, A.: Deep Learning. MIT Press, Cambridge
(2016). http://www.deeplearningbook.org

36. Ng, W.W.Y., Zeng, G., Zhang, J., Yeung, D.S., Pedrycz, W.: Dual autoencoders
features for imbalance classification problem. Pattern Recogn. 60, 875–889 (2016).
https://doi.org/10.1016/j.patcog.2016.06.013

37. Hyndman, R.J., Koehler, A.B.: Another look at measures of forecast accuracy. Int.
J. Forecast. 22, 679–688 (2006)

38. de Paula Rosa Piga, L.: Modeling, characterization, and optimization of web server
power in data centers. Ph.D. thesis, Institute of Computing (IC), University of
Campinas (UNICAMP), Campinas, Brazil, November 2013

39. Hyndman, R.J.: Another look at forecast accuracy metrics for intermittent
demand. Foresight: Int. J. Appl. Forecast. 4, 43–46 (2006)

40. Kohavi, R.: A study of cross-validation and bootstrap for accuracy estimation and
model selection. In: Proceedings of the 14th International Joint Conference on
Artificial Intelligence - Volume 2. IJCAI 1995, pp. 1137–1143. Morgan Kaufmann
Publishers Inc., San Francisco (1995)

41. Reda, S., Nowroz, A.N.: Power modeling and characterization of computing
devices: a survey. Found. Trends Electron. Design Autom. 6(2), 121–216 (2012)

https://github.com/opsengine/cpulimit
https://iperf.fr/
http://goo.gl/f43ZwV
http://goo.gl/7mcNV8
http://goo.gl/7mcNV8
https://doi.org/10.1016/j.robot.2014.11.010
https://doi.org/10.1016/j.robot.2014.11.010
https://doi.org/10.1016/j.engappai.2013.07.001
https://doi.org/10.1016/j.oceaneng.2012.08.005
https://doi.org/10.1016/j.oceaneng.2012.08.005
https://doi.org/10.1016/j.enconman.2014.02.017
https://doi.org/10.1016/j.enconman.2014.02.017
https://doi.org/10.1145/2623330.2623612
http://www.deeplearningbook.org
https://doi.org/10.1016/j.patcog.2016.06.013


240 L. V. Povoa et al.

42. Orgerie, A.-C., de Assuncao, M.D., Lefevre, L.: A survey on techniques for improv-
ing the energy efficiency of large-scale distributed systems. ACM Comput. Surv.
(CSUR) 46(4), 47 (2014)

43. Dayarathna, M., Wen, Y., Fan, R.: Data center energy consumption modeling: a
survey. IEEE Commun. Surv. Tutor. 18(1), 732–794 (2016). https://doi.org/10.
1109/COMST.2015.2481183

44. Bertran, R., Gonzalez, M., Martorell, X., Navarro, N., Ayguade, E.: A systematic
methodology to generate decomposable and responsive power models for CMPs.
IEEE Trans. Comput. 62(7), 1289–1302 (2013)

45. Lewis, A.W., Ghosh, S., Tzeng, N.-F.: Run-time energy consumption estimation
based on workload in server systems. HotPower 8, 17–21 (2008)
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Abstract. Artificial intelligence based methods for operations of IT-
systems (AIOps) support the process of maintaining and operating large
IT infrastructures on different levels, e.g. anomaly detection, root cause
analysis, or initiation of self-stabilizing activities. The foundation for the
deployment of such methods are extensive and reliable metric data on
the current state of the overall system. In particular, network informa-
tion expressing the core parameters latency, throughput, and bandwidth
have crucial impact on modern IoT and edge computing environments.
Collecting the data is a challenging problem, as the communication is
limited to existent network protocols, and adding new features requires
a major infrastructure adaptation. The usage of additional monitoring
protocols increases the CPU/network overhead and should be avoided as
well. Therefore, we propose a two step approach for measuring latency
between adjacent hops without manipulating or generating any network
traffic. Inspired by audio and image compression algorithms, we devel-
oped a probabilistic method named silent consensus, where we keep the
precision within a desired interval while reducing the overhead signifi-
cantly. This method identifies the same packets on a sequence of net-
work hops solely by observing the regular traffic. A linear regression
helps to predict packets that are likely to appear after a fixed temporal
offset based on a constrained set of historic observations. A correction
of the predicted entity increases the probability for consensus between
the involved hops. An extensive experimental evaluation proves that the
approach delivers the expected foundation for further analysis of the
network streams and the overall system.

Keywords: Network monitoring · Packet sampling · Measurement ·
Traffic engineering

1 Introduction

The cloud and virtualization trend, the increasing number of IoT applications
with dynamically linked devices, and the embedding in real-world (smart) envi-
ronments drive the creation of large multi-layered systems. These are typically
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characterized by a high number of attached devices with varying processing
power, by a heterogeneous network traffic ranging from several bytes generated
by IoT devices up to 4K video streams, and finally by increasingly important
QoS requirements. In particular, the latency matters in case of many modern
applications such as industry automation or self-driving cars. A significant sup-
port for this optimization across highly interconnected systems is provided by
the software defined networking trend, as the traffic priorities, sending rates,
and other parameters of the involved devices can be influenced dynamically and
during the run-time. The adaptation requires however a precise picture of the
current topology and traffic situation. Therefore, network monitoring solutions
gained a significant importance during the last decades and enter currently a
new phase of development driven by the increasing network complexity, hetero-
geneous nature of IoT networks, and the rising traffic volume. In this paper we
focus on a novel approach for lightweight network monitoring, which is target-
ing video streaming applications as one of the major driver for the high-volume
network traffic.

The sum of all forms of IP video including streaming, video on demand
(VoD), file sharing, gaming, and video conferencing are in the range of 80% to
90% of the internet traffic today and expected to keep this share until 2022 [6].
However, this type of applications is not uniform, as they differ regarding the QoS
requirements. While streaming applications demand a high bandwidth and can
use buffering to mask delays, gaming applications are designed for synchronous
communication between many actors and thus rely on low latency. The next
development steps such as virtual reality even increase the latency requirements.

The network providers are aware of the QoS challenges and already reacted by
introducing additional intelligence into maintenance, for examples as NREs (net-
work reliability engineers) or as artificial intelligence based methods for IT oper-
ations (AIOps). They rely on precise measurements to recognize, localize, and
remediate any upcoming anomalies threatening the guaranteed QoS demands.
Traditional active latency measurement strategies such as ping or traceroute are
not suitable for this type of maintenance, as they can only detect a limited num-
ber of latency anomalies since they are not treated the same as the user traffic.
Further approaches implement active measurement, where additional traffic is
generated to observe the network quality. For example, an in-band-telemetry
provides latency information on top of the user traffic by appending arrival and
departure times at each network hop onto a traversing user packet. Such an
additive information requires space in a packet. Encapsulation protocols like
VXLAN or Geneve solve this problem, but also expose the risk of packet growth
beyond the original MTU size, resulting in fragmentation and additional network
packets [13,16,22].

This paper aims at an alternative approach by introducing a lightweight solu-
tion for passive monitoring to observe routes, inter hop latencies, and throughput
for packet streams. It utilizes a probabilistic packet sampling in both TCP direc-
tions on each network device in order to follow the same packet along the network
path. A time stamp ordered sequence of the packets along with the sequence
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number and host:port pairs shows the route and allows a latency approximation
between each hop pair along the route. The sequence number comparison of suc-
cessive packets contributes to the throughput estimation, which is then up-scaled
to an entire switch and used to detect bottlenecks. As related to other probabilis-
tic packet sampling methods (e.g. [25,27]), our approach does not introduce any
traffic overhead besides the monitoring data itself. The networks hops require
neither additional coordination messages nor a manipulation of existent packets
is needed to synchronize their probing policies. The quality of the developed
solution is proven by experimental measurements in a simulated environment.

The remainder of the paper is organized as follows. Section 2 provides an
introduction into the related work on monitoring, probabilistic packet sampling,
and P4 network monitoring. The silent consensus approach is then explained
in Sect. 3. Section 4 presents an evaluation based on a video-streaming use-case.
Finally, Sect. 5 concludes the paper with an outlook of open questions.

2 Related Work

Software defined networking (SDN) and the rising trend of programmable data
planes make networks more dynamically at cost of increased complexity. The
idea of self-optimizing and self-driving networks require trustworthy monitoring
information for their operations [10].

The traditional network traffic monitoring falls into two categories: packet
level sampling and flow level sampling. Packet level sampling is based on libpcap
or on running a dedicated network traffic capturing system. Packet level sam-
pling deploys filtering methods to capture solely a relevant subset of all packets.
However, a packet sampling cannot be applied to the entire network traffic due
to its sheer volume. A flow level sampling collects information for each individ-
ual connection, where advanced techniques are designed on top of programmable
data-planes [9,29] or on dynamic query based approaches [14,15,18,28]. These
query interfaces are integrated into a data analysis framework like Apache Flink
[1] designed for streaming analytic. Further references explicitly covered the
resource overhead of packet sampling [7,26]. In opposite to these query-based
approaches, the approach of probabilistic packet sampling aims at reducing the
overhead by minimizing the number of packets to be examined and thus result-
ing into fast control loops. OpenSample for example exploits the TCP sequence
numbers and time stamps to produce such high-speed control loops [25]. Com-
pared to the approach of the presented paper, OpenSample analyzes sampled
packets per network node in a high frequency to obtain the throughput infor-
mation. However, it does not provide latency and path information for ongoing
TCP-connections.

The dynamic nature of today’s networks with frequently changing routes
exposes additional challenges to the monitoring tools. SDN-enabled flexibility
allows the integration of new network devices automatically as well as a fast
reaction to hardware faults or overload situations. However, this flexibility is
limited by the necessity to support existing, often vendor-specific protocols over
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long period of time. Therefore, add-on solution such as encapsulation protocols
are developed to work around this problem. A prominent example is VXLAN,
which was implemented in software-switches for cloud applications [21]. Never-
theless, the adoption takes time as well, as the vendors must design new products
and bring these to the market.

The idea of programmable networking is followed by several vendors.
Thereby, programmable processor are build into network devices, which provides
the capability to customize them for specific requirements. Barefoot networks
promotes customizable network devices [2], which allows a protocol implementa-
tion in software. To provide standardization among different vendors, P4 (Pro-
gramming Protocol-Independent Packet Processors) is widely considered a de
facto standard programming language for network devices [3,5]. Building uppon
that, Shahbaz et al. published Pisces a software switch based on Open vSwitch
(OVS) that is P4-programmable. The performance evaluation showed that P4
programmable software switches can process packets as fast as the original Open
vSwitch [24]. The currently promoted hardware switches provide dynamically
programmable packet handling without any additional overhead [4]. Since the P4
release in 2014, several publications showed its importance in network research,
namely p4guard (firewall implemented in P4) or the network monitoring tech-
nique in-band-telemetry (INT) [8,17,19].

3 Silent Consensus

In this section we present an approach for a latency measurement without
altering existing or introducing additional network traffic, solely utilizing TCP
sequence numbers. The concept of the incremental calculation of those numbers
based on the packet payload size is depicted in Fig. 1. The TCP sequence number
is a 32-bit integer field in the header, separately maintained for both directions of
each connection. The number of bytes in the packet payload is used to calculate
its growth.

In order to enable a fine-grained diagnosis during anomaly situations, e.g.
deterioration of QoS for clients, an identification of all possibly affected net-
work hops is required. Information about the packet delay between each hop
allows the pair-wise identification of the network devices that are responsible for
an increased latency. Furthermore, recent information about the throughput of
each hop represent a valuable metric for determining the faulty network devices.
Utilizing the sequence number, we propose a hop-to-hop latency measurement
by determining the arrival time of the same packet at each network component.
Assuming the ability to determine the arrival times t(h1) and t(h2) of a packet
py with the same sequence number y at two successive network hops h1 and h2,
the hop-to-hop delay is defined as

Δt(h1,h2)(py) = t(h2)(py) − t(h1)(py). (1)

The main challenge is to identify the same packet in a successive chain of network
hops without altering the existing or adding new packets. In case of successful
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Fig. 1. Concept of the incremental TCP sequence number update during a TCP con-
nection between a server and client. The TCP sequence number increases in dependence
of the size of the TCP packet payload.

identification, we can compute many attributes, e.g. latency and throughput.
For a successful identification, we rely on a probabilistic packet sampling and
aim at maximizing the probability of sampling the same packet at every network
device.

A straightforward solution for identifying the same packet on every net-
work hop is to use predefined sequence numbers or packet counts, i.e. every
nth packet. However, such static solutions have major drawbacks in case of a
volatile throughput or packet losses. Throughput variations may range between
Bytes/s and GBytes/s which result in alternating monitoring intervals. An ini-
tial constant guess on n combined with an increasing throughput might end
up as an unnecessarily high monitoring traffic overhead due to a large number
of sampled packets. Therefore, a fixed packet sampling frequency independent
from the network traffic volume is a key requirement. This would necessitate an
adjustment of n depending on the current throughput. Furthermore, as different
TCP connections within a network have different purposes, they differ in terms
of throughput, which demands the synchronization to be done for each ongoing
connection. However, the additional overhead of synchronizing n between hops
violates the requirement of not adding additional traffic.

To overcome the described problems, we introduce a hop-specific adjustment
method to sample packets from an ongoing directed TCP connection. A network
administrator configures a fixed sampling frequency f , at which monitoring met-
rics from every network hop should be reported. Considering ti with i = 1, 2, ...
as a set of monitoring time stamps, the interval between two consecutive obser-
vations is

ΔtS = ti+1 − ti =
1
f

. (2)
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Due to the fixed monitoring frequency, we need to determine a packet that will
likely appear around each given sampling time stamp ti at every network hop
hm, where 1 ≤ m ≤ M with M as the number of hops between source and
destination. However, it exists a delay between two consecutive network hops,
means that t(h1)(py) > t(h2)(py) > · · · > t(hM)(py). Based on this, if every
network device reports the currently observed packet pyj

, where j = 1, . . . , M
at a time ti, the result is a set of M distinct packets, i.e. {yj |1 < j < M}�=.
However, as stated in Eq. 2, the same packet is required to be observed across
every hop, i.e. {yj |1 < j < M}=, in order to calculate the latencies. We resolve
this issue with a two step predictive approach:

1. Each network node forecasts the packet py+ for the next observation times-
tamp ti+1, where y+ > y applies for the packet sequence numbers.

2. A correction of the prediction py+ is calculated in order to increase the prob-
ability of {yj |1 < j < M}=, i.e. each network device predicts a packet with
the same sequence number.

3.1 Next Packet Prediction

The packet arrival time depends on the throughput, so a reliable TCP through-
put forecasting is necessary. Related approaches apply forecasting based on
machine learning methods [11,12,20,23]. However, all approaches have the com-
mon goal of predicting the long-term throughput for a collection of different pro-
tocols and thus, focus on training models with data on hourly or daily basis. As
shown in Fig. 2(a), the raw throughput value usually underlies strong variations,
which poses a challenge for accurate predictions and demands complex models.
On the other hand, the TCP sequence number, as an additive representation of
the throughput, shows an approximately linear progress (see Fig. 2(b)). We state
that the approximately linear progress of TCP sequence numbers together with
the connection-based prediction allows a utilization of linear regressive forecast-
ing models trained on data points from the recent past. Having a window of

Fig. 2. (a) Throughput of a 480p video stream (b) TCP sequence number of a 480p
video stream.
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recently observed TCP sequence numbers ti−w(py1), ti−(w−1)(py2), . . . , ti(pyw
),

with w as window size, the goal is to predict a future packet py+ at time ti+1. As
we use the TCP sequence number to identify packets, these are defined as the
dependent variable that needs to be predicted based on the time of its observa-
tion, described as

y+ = ω1 · ti+1 + ω0. (3)

Utilizing the recent history of TCP sequence numbers together with the obser-
vation time stamps, we determine the parameters ω1 and ω0 by solving Eq. 3 for
the least L-2 norm

argmin
ω1,ω0

‖y − (ω1 · t + ω0)‖22. (4)

Using the recent history window allows the adjustment of the model to a tempo-
rally changing throughput but requires its retraining at each monitoring interval
ti. The retraining rate depends on the user defined sampling frequency f . Given
the model fitting duration Δtfit, the time to predict the next sequence number
Δtpredict and the monitoring interval ΔtS defined in Eq. 2, it must be assured
that ΔtS − (Δtfit + Δtpredict) > 0. The quantity of both Δtfit and Δtpredict

depends on the number of model parameters in Eq. 3 while Δtfit additionally
depends on the historic window size w. Thus, we restrict our model to two
parameters ω0 and ω1 while advising to keep the window size w as low as possi-
ble in order to support high frequent monitoring rates. Another limitation rises
from the natural delay between the first and last network hop and entails the
definition Δt(h1,hM) > ΔtS , i.e. the defined packet sampling interval ΔtS can-
not exceed the delay between the first and last network hop. For our approach,
a packet that is transmitted through the network must have a realistic chance
to be observed by each network device before a monitoring time interval ΔtS
expires.

3.2 Prediction Synchronization

To determine the delay between every adjacent pair of network nodes, each
node has to predict an identical sequence number. However, there exist two
inherent sources of uncertainty. First, we must guess the future TCP connection
throughput based on recent history in order to predict the next sequence number.
As network traffic usually exposes non-deterministic behavior combined with
the intended simplicity of our forecasting model, the predicted value will usually
deviate from the actual observed value. Furthermore, due to a natural delay
between each network hop, they observe distinct sequence numbers at every
monitoring timestamp ti. As our method is applied on packets from directed
TCP connections, this aspect can be rendered more precisely as network nodes
located closer to the source are observing a more recent extract of the packet
stream than nodes located closer to the destination. Therefore, different packet
sequence numbers are used to train the models at each network device, which
results in heterogeneous model parameter values. Thus, the predicted sequence
numbers will differ for every network hop. This delay-induced model parameter
divergence is the second source of uncertainty.
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Based on this, we propose to adjust the predicted TCP sequence number in
a way that increases the probability of being identical at each network hop. The
aspect of determining identical TCP sequence numbers across several network
devices without exchanging any messages except the regular TCP packets is
referred to as silent consensus. For this, the TCP number metric space is divided
into bins of fixed size k. After that, the predicted future value y+ is adjusted by
applying

y
′
+ = �y+

k
� · k. (5)

This relaxes the requirement for the linear regressive forecasting of predicting the
same TCP sequence number across each network device towards the requirement
of predicting a sequence number that lies in the same bin. The defined adjust-
ment from Eq. 5 is subject to two problematic cases (note that a mixture of
both is also possible). First, due to the floor operation, the corrected sequence
number y

′
+ can end up being smaller than the last observed value y. This case

can be detected individually on each network device. As the method operates on
directed TCP sessions, it is impossible to observe packets from the past. Thus,
this case is trivially corrected by selecting the next bin, i.e. y

′
+ + k. Second, the

predictions are not guaranteed to lie in identical bins. This results in a subset of
nodes or no nodes at all to reach silent consensus. To further increase the proba-
bility of making identical predictions, we propose to use a number l of ascending
bins y

′
+, y

′
+ + k, y

′
+ + 2k, . . . , y

′
+ + lk. This poses a trade-off between increasing

the chance of having identical predictions across the nodes and the amount of
monitoring data that has to be transmitted to the monitoring data sink.

4 Evaluation

The target system for the silent consensus algorithm evaluation consists of two
VMs which are connected via a network path containing three switches. The
scenario is visualized in Fig. 3. The mean latency between the two VMs is 3 ms,
whereby the latency between switch1 and switch2 is higher than the latency
between switch2 and switch3.

The traffic between the VMs is generated by an Nginx-based video streaming
server running on one of the VMs. The other VMs hosts an ffmpeg-client which
requests video streams through the RTMP protocol. An exemplary video can
be requested in three different resolutions: 4k (530 MB), high definition (290
MB) and 480p (50 MB). During the video transmission, the traffic on the three
switches is recorded with the tcpdump tool. Therefore, the conducted experi-
ments result in nine PCAP files, i.e. one for each combination of switch and video
resolution. These files form the evaluation basis for our prototypical implemen-
tation of the proposed silent consensus algorithm1.

The following Sect. 4.1 shows the evaluation results of using linear regres-
sion for forecasting future sequence numbers. After that, Sect. 4.2 describes the
evaluation of the silent consensus approach based on the forecasting results.
1 https://github.com/mwallschlaeger/silent consensus packet sampling.

https://github.com/mwallschlaeger/silent_consensus_packet_sampling
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Fig. 3. Evaluation setup consisting of two virtual machines (video stream server and
video client) connected by three network hops (switches). The server VMs are able to
stream videos at different resolutions. Network traffic can be monitored with tcpdump

individually on each switch.

4.1 Forecasting TCP Sequence Numbers

We define three major run time parameters for the TCP forecasting. Parameter
ΔtS = 1

f is the interval, in which our system will predict a future sequence num-
ber, i.e. the time difference between the moment of prediction and the sequence
number to be predicted. The other two parameters are the amount of historic
TCP sequence number values w considered for the prediction and si as the num-
ber of history values considered within each interval ΔtS . We evaluate the linear
regression forecasting with interval values ΔtS = {1, 2, 5, 10} s in combination
with w = {2, 3, 5}. Further we run the evaluation with two different values of
si = {1, 2}.

Table 1 shows the mean absolute percentage error (MAPE ) for each combi-
nation of the above defined system parameters. The results of each switch are
averaged for every configuration.

The MAPE results show a value below 2% for the lowest resolution 480p.
The best configuration predicts the sequence number one second into the future
using the two historical values resulting into MAPE of 0.06%. For the HD res-
olution, where the average throughput is more than twice as much as for the
480p resolution, the MAPE is below 5%. Considering smaller than five second
forecast, the MAPE is below 3%. Analogously, the best configuration here is a
short-term forecasting using w = 2 historical sequence numbers from the last
second to forecast the sequence number of the next second. The forecasting for
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Table 1. Mean absolute percentage error (MAPE) for different configurations.

ΔtS in [s] w si MAPE 480p MAPE HD MAPE 4K

1 2 2 0,0006 0,0015 0,0620

1 2 1 0,0014 0,0033 0,1343

1 3 1 0,0012 0,0033 0,1268

1 3 2 0,0007 0,0017 0,0658

1 5 1 0,0015 0,0043 0,1511

1 5 2 0,0008 0,0020 0,2723

1 * * 0.0011 0.0027 0.1354

2 2 2 0,0049 0,0110 0,3754

2 2 1 0,0022 0,0063 0,2355

2 3 1 0,0023 0,0072 0,2423

2 3 2 0,0021 0,0050 0,1928

2 5 1 0,0031 0,0095 0,2947

2 5 2 0,0027 0,0060 0,1971

2 * * 0.0028 0.0076 0.2563

5 2 2 0,0197 0,0452 1,5018

5 2 1 0,0060 0,0181 0,5845

5 3 1 0,0062 0,0199 0,5610

5 3 2 0,0076 0,0191 0,5684

5 5 1 0,0081 0,0284 0,7304

5 5 2 0,0070 0,0200 0,5402

5 * * 0.0092 0.0251 0.7477

10 2 2 0,0439 0,1009 3,0760

10 2 1 0,0104 0,0356 0,9640

10 3 1 0,0124 0,0441 1,0869

10 3 2 0,0165 0,0437 1,1829

10 5 1 0,0149 0,0473 1,2771

10 5 2 0,0159 0,0463 1,1205

10 * * 0.0190 0.0547 1.4512

the 4k video stream has a minimum MAPE of 6.2%. However for some configu-
rations, the MAPE of the 4k stream goes up to 150% or even 307%. This high
error results from using only one second of historical data to forecast 5 or 10 s
into the future.

4.2 Silent Consensus

The evaluation of the silent consensus function is based on the forecasting results
of the previous section. The results are summarized in Table 2.
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To enable the observation of a packet py on each network hop (switch)
{h1, h2, h3}, we conduct a number of sequence number predictions pred. The
total number of predictions is defined by � T

ΔtS
� − 1, where T is the total exper-

iment duration. The subtraction by one results from the fact that the first ΔtS
must be used as offset to aggregate initial training data. A prediction pred can
be either correct (denoted as true) or incorrect (denoted as false).

Table 2. Silent consensus accuracy for different configurations and video stream res-
olutions.

ΔtS in [s] w si ACC 480p ACC HD ACC 4K

1 2 2 0.8065 0.7291 0.8266

1 2 1 0.7941 0.7167 0.8188

1 3 1 0.7639 0.6878 0.7888

1 3 2 0.7872 0.7096 0.8012

1 5 1 0.7031 0.6296 0.7234

1 5 2 0.7562 0.6812 0.7671

1 * * 0.7685 0.6924 0.7876

2 2 2 0.8037 0.7414 0.8193

2 2 1 0.7663 0.6915 0.8006

2 3 1 0.7053 0.6332 0.7398

2 3 2 0.7648 0.6959 0.7742

2 5 1 0.5841 0.5174 0.6158

2 5 2 0.7015 0.6380 0.7111

2 * * 0.7210 0.6529 0.7435

5 2 2 0.8174 0.7380 0.8253

5 2 1 0.6666 0.6031 0.7063

5 3 1 0.5161 0.4516 0.5645

5 3 2 0.6854 0.5887 0.6935

5 5 1 0.225 0.15 0.2916

5 5 2 0.5416 0.45 0.55

5 * * 0.5754 0.4969 0.6052

10 2 2 0.8360 0.7377 0.8196

10 2 1 0.6721 0.4918 0.7049

10 3 1 0.5084 0.2711 0.5593

10 3 2 0.6949 0.5423 0.6440

10 5 1 0.3272 0.1272 0.3818

10 5 2 0.5636 0.2545 0.4909

10 * * 0.6004 0.4041 0.6001
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predi =

{
true, if ph1

y = ph2
y = ph3

y

false, otherwise
. (6)

Equation 6 states that a prediction result is regarded as true if the same packet,
identified by its TCP sequence number, was observed on each network hop.
Otherwise the prediction result is set to false. Based on this, the accuracy is
defined as the ratio of true to the total number of predictions, formally defined
as follows.

ACC =
|predtrue|

|pred| . (7)

For this evaluation k was set to 10. We used l = 2 ascending grids, thus having
y

′
+ and y

′
+ + k.

The parameter value ΔtS = 1 s shows the best results. Further, it is revealed
that an increasing value of w, results in an accuracy decrease of the silent con-
sensus (Table 2).

Furthermore, considering the results of the forecasting evaluation, the consen-
sus function shows acceptable accuracy values even for parameter configurations
where the forecasting MAPE values were high, e.g. for ΔtS = 5 s, w = 2, si = 2
or ΔtS = 10 s, w = 2 and si = 2. This contra-intuitive aspect is explained by
the fact that the consensus function requires a consistent forecasting on each
network hop, and not on an accurate one. As long all hops achieve similar fore-
casting results, i.e. the forecast sequence number is similar for each hop, the
silent consensus has a high probability of selecting the same packet.

Fig. 4. Comparison of absolute error (AE) over time between the forecasting values of
switch1 and switch2 and the forecasting values switch1 and switch3 in comparison to
the MAE over all individual forecasting results. Based on the configuration ΔtS = 5 s,
w = 2, si = 1 of the 480p video stream. (Color figure online)
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Figure 4 shows the absolute error (AE) between the sequence number forecast
of switch1 and switch2 (blue line), and switch1 and switch3 (orange line). The
grey line presents the mean absolute error (MAE) for each interval step ΔtS ,
whereby the mean of all three error values is calculated. The AE is 0 when the
switches predict the same sequence number, independent of the correctness of
the predictions. We observe that the error between switches spikes several times
during the experiment. These spikes could be related to network congestion
or application specific behavior like buffering in the video client, or processing
on the server side. Further, this would interfere with the communication and
invalidate the recent history entries w, resulting in a lower forecasting accuracy.
Compared to the error between the switches, the forecasting precision behaves
independent.

Fig. 5. Comparison of AE over time between the forecasting values of switch1 and
switch2 and the forecasting values switch1 and switch3 in comparison to the MAE
over all individual forecasting results. Based on the configuration ΔtS = 5 s, w = 2,
si = 2 of the high definition video stream.

As shown, the accuracy of the silent consensus depends on the similarity of
the predicted sequence numbers among the network hops. Therefore, the predic-
tions results are better for reliable hop-to-hop connections. Variations in latency
or frequent network congestion between network node pairs will reduce the pre-
diction accuracy. Also, once such fluctuations occurred, the time span where
they are considered for the training of the prediction model should be as low as
possible. This explains the better accuracy results for lower value of parameter
w. As an example for comparison, Fig. 5 shows the sequence number forecast
errors for the evaluation configuration ΔtS = 5 s, w = 2, si = 2 of the high
definition video stream. Compared to Fig. 4, which shows several spikes, the
configuration for the HD stream shows a high number of small errors, which
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are caused by a large difference between the forecasted sequence numbers of the
different switches. That leads to a small number of identical predicted sequence
numbers between the switches.

5 Conclusion

The presented approach shows a novel mechanism for network packet sampling
to obtain latency, path and throughput information for each communication
flow as foundation for anomaly detection and remediation. The approach anal-
yses a minimal number of packets within a limited time window (1 to 10 s)
and tracks the path of those packets from one network hop to the next. Based
on the recorded timestamps between the hops, a number of the relevant traffic
attributes can be computed and used as input into subsequent analysis algo-
rithms. The advantage of the approach is the low overhead in computation and
communication resulting from the decentralized decision making, as each net-
work device individually determines which packet is to be sampled using a silent
consensus function. The experimental evaluation examined the performance of
the two major steps. The measured accuracy showed a probability of over 80%
to sample the same packet when using an interval of one second.

The future work includes the development of a method for dynamic adjust-
ment of the core parameter k, i.e. the width of the considered time window, which
will simplify the deployment significantly. Moreover, we extend the experimental
evaluation to IoT and edge computing scenarios.
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Abstract. The data contains knowledge. Researchers working in various fields
are struggling to extract information from specific data sets. But data processing
is a complex process. Real-world data must be converted multiple times to
become useful knowledge. This process is very unfriendly to non-computer
professional researchers. The lack of knowledge related to data processing
makes their work unsatisfactory. The main purpose of this paper is to build a
computational environment based on ontology technology, which provides
selection and description of data processing algorithms to help the users extract
information from the real-world data. This article provides a real case to indicate
the rationality of this computational environment. The authors extracted sig-
nificant conclusions from a data set of the acid-base state at patients.

Keywords: Data processing � Ontology � Computational environment

1 Instruction

With the rapid development of information technology, researchers in various fields are
paying more and more attention to real-world data contained the knowledge. Extracting
significant knowledge from the data generated in daily life is a fantasy work. But data
processing is a quite complex process so that many non-computer professional
researchers are confused about the construction of the entire data processing process. In
fact, most researchers who are trying to extract information from data are not working in
the Internet industry, such as market analysis, medical, financial investment and so on.

The main purpose of this paper is to create a knowledge-based computational
environment (KBCE) for real-world data processing based on ontology technology.
Based on the KBCE users can select appropriate data processing algorithms and build
the entire data processing process according to the characteristics of the data set and the
requirements of the task step by step.
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KBCE is an ontology that contains the knowledge about data processing and its
logical relationships. The authors create the classes of algorithms, mathematics, input
features, output features, and process, and define object property that expresses their
inner relationships and data property that describes the specific parameter settings of
the classes. Because it is based on ontology technology, KBCE expresses more logical
relationships more explicitly than traditional taxonomies. The advantages of KBCE are
as follows:

• KBCE is different from other reviews about data processing. It describes the entire
data processing process including data preprocessing, classification, clustering, and
even evaluation modules to provide a complete workflow for the user. A large
number of facts prove that in data mining systems, data preprocessing accounts for
60% to 80% of the total workload [1]. A complete description of data preprocessing
is significant to real-world data processing.

• KBCE is built based on the ontology technology, so it can be easily expanded
according to the requirements of users. Even users can customize the specialized
computing environment by linking knowledge in the field.

• In addition to the description of the algorithmic process, KBCE also summarizes the
performance and application of data processing algorithms based on a large number
of experiments and articles. The user could input the characteristics of the data set
and the task requirements to get the appropriate solution. With KBCE users can
make decisions based on the true performance of the algorithm rather than their
intuition.

• The expression of ontology is user-friendly. Although users may have no experi-
ence in the computer industry, as an ontology KBCE presents clear logical defi-
nition and relationships like a mind may so that they can understand their selection
and the entire data processing process.

The structure of this paper is as follows: Sect. 2 introduces background knowledge
and related work. Section 3 presents the structure and the main components of KBCE.
Section 4 describes the workflow of KBCE. In Sect. 5 the authors apply KBCE on a
real-world data set about the acid-base state (ABS) of the patients to achieve some
medical conclusions to indicate the rationality of KBCE. In Sect. 6 the authors present
the conclusions of KBCE and future work.

2 Background

2.1 Data Processing

With the rapid development of the information industry, people have accumulated
more and more data. The real-world data contains a lot of important information. So
how to analyze data at a higher level to make it significant becomes essential. Data
processing has become a very active frontier in computer science. In fact, most of the
researchers, who are trying to extract information from data, work in non-computer
fields, such as market analysis, medical, climate analysis [2–4] and so on.
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Many studies are applying the methods and models on ideal data rather than the
intricate real-world data sets. In general, it is inevitable that there are redundant data,
missing data, uncertain data and inconsistent data [5–7]. According to the principle of
“garbage in, garbage out” [8], inappropriate data formats can result in expensive
operating costs and long response time and affect the correctness of the patterns
extracted from the data set and the accuracy of the output models. So the real-world
data processing process is a complex process form multiple conversions and the final
information extraction as the Fig. 1 shows.

2.2 Reviews of Recommendation Systems of Data Processing

Fernández-Delgado did a series of interesting experiments about applying more than
one hundred classification algorithms on different data sets to present “There is no best
classifier, only the most suitable classifier” [9]. This situation is also existing in data
processing. The size, quality and type of data sets and users’ requirements all affect the
performance of the algorithm. The algorithm which is suitable for all the situations
doesn’t exist.

Researchers have provided some solutions to provide data processing users with
advice on algorithmic choices. Scikit-learn is the most commonly used machine
learning (ML) python package for python users. Its developers also provide a classic
ML algorithm selection scheme [10]. Some computer science researchers have pro-
posed various automatic selection methods for supervised machine learning problem
[11]. The practical application effects of clustering algorithms are also summarized
[12]. Some studies focus on the processing of specific data forms. Bagnall [13] and
Fawaz [14] present great reviews of time series classification algorithms. Although
these reviews provide excellent content. But too much professional knowledge is
confusing the researchers who don’t work in computer science. The purpose of this
article is to present a user-friendly and complete computational environment of data
processing.

Fig. 1. General data processing process
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2.3 Ontology Technology

Ontology is a formal specification for communication and knowledge sharing between
different subjects in the domain by defining the relationships among the concepts that
are commonly recognized in the field by describing and capturing domain knowledge
[15]. It is an explicit, formal, shared conceptualization. So it can be regarded as a
formal knowledge, even a knowledge of management knowledge which can satisfy the
academic research community to share the expression of knowledge. The conceptual
model is ideal for building recommendation and interpretation systems. Some
researchers have tried to apply the ontology technology to the algorithm recommen-
dation system [16], but such systems are only focused on specific purposes so that they
are not extensive. The purpose of this paper is to create an ontology about data
processing as a knowledge interface in the field of data processing and an under-
standable computing environment for non-computer professionals.

3 Construction of KBCE

3.1 Basic Structure

The KBCE is an ontology which is written with OWL language and available at https://
github.com/529492252/KBCE-ontology.git. It is edited in Protégé-5.5.0 and was
checked by HermiT 1.3.8.413 reasoner to make sure it is consistent.

KBCE has two main parts: the creation of class and the definition of property which
are shown in Fig. 2. They are used to describe the logic relationships about the process
and performance of data processing. The basic structure is in Fig. 3.

In KBCE most of the classes are concrete operations, but the authors also define
some abstract concepts to make the logic clearer. And object property is used to
describe the logic as Fig. 3 shown. In ontology the other kind property “data property”
is still important to provide the parameter settings of algorithms.

Fig. 2. The main components of KBCE
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3.2 Creation of Classes

Knowledge is the foundation of KBCE. It is difficult to sort out the knowledge related
to data processing because there are too many different angles of taxonomies. In the
conceptual model of ontology, class means thing with certain attributes. Such a
statement is precisely suitable for describing complex data processing knowledge. The
authors mainly create such classes:

• Algorithm - algorithms for data processing that can be common ML algorithms and
special methods oriented on data preprocessing. Figure 4 present part of the class
“Algorithm”.

• Data_Feature - characteristics of input datasets, including size, length etc.
• Output_feature - features of the output such as the number of classes of classifi-

cation task. And the users’ requirements are classified to this group like speed,
accuracy, interpretability etc.

Fig. 3. The basic structure of KBCE

Fig. 4. Part of class “Algorithm” (main dimensionality reduction methods are shown)

A Knowledge-Based Computational Environment for Real-World Data Processing 261



• Mathematics - mathematics base for the algorithms. This is a big group because it
contains most of operations of algorithms. Such as Measure – measures between
data in corresponding similarity functions; Algorithm model – basic algorithms
models.

• Process - This is an abstract concept classes which the authors create for describing
the process of algorithms. Authors name all the operations in each algorithm and
specify them in this group. When users try to employ an algorithm without any
information about it, they look through the content about this algorithm in “process”
to get the process.

3.3 Definition of Property

Object Property. Ontology can define more properties to present relations. This is the
greatest difference from taxonomy which only has a relationship “has-a”. In KBCE
some main object properties are defined:

• subclassOf - basic property to link father class to subclass.
• employ - links the algorithm and their core content. Such as measures and models

that can affect the performance of algorithms.
• has(n)thComponent - Links the algorithms and their components to describe the

processes of the algorithms. The authors define the steps of the algorithm by
assigning a value to n present the sequence of the operations.

• suitableFor - links input data characteristics and users’ requirements to the algo-
rithms, defining suitable algorithms for processing data with known characteristics.

Data Property. Since KBCE is oriented to non-computer professional researchers, the
parameters setting is usually a problem for them. Data property is used to define the
value or range of the operations. And when users want to input a data characteristic, the
data property can guide users to translate it into a class in KBCE.
As the Table 1 shown the data characteristics are defined by data property “hasSize”, if
user input a value of the size of train data set, Length or No. of classes, the reasoner of
KBCE can translate it into a class in ontology automatically.

Table 1. The data characteristics are defined by data property “hasSize”

Category Range of Class Value Class in KBCE

Train size hasSize some xsd:integer[< 100] SmallTrainDataset
hasSize some xsd:integer[>= 100, <=500] SmallTrainDataset
hasSize some xsd:integer[> 500] LargeTrainDataset

Length hasSize some xsd:integer[< 300] ShortDataset
hasSize some xsd:integer[>= 300, <=700] MediumDataset
hasSize some xsd:integer[> 700] LongDataset

No. of classes hasSize some xsd:integer[< 10] FewClassDataset
hasSize some xsd:integer[>= 10, <=30] MediumClassDataset
hasSize some xsd:integer[> 30] ManyClassDataset
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4 Generation of Data Processing Process Based on KBCE

KBCE is primarily for non-computer professionals. Its purpose is to clearly present the
logical structure of data processing knowledge so that users can perform fewer steps to
get better results. The generation of the KBCE data processing process is to sequen-
tially input the task conditions to obtain a suitable set of algorithms. Finally choose the
most suitable algorithm. Specific steps are as follows:

1. Acquire user requirements and extract the characteristics of the data set.
2. Enter the task conditions and convert them to entries in KBCE.
3. Get the appropriate set of algorithms in turn.
4. Extract the intersection of the set of suitable algorithms.
5. If the intersection does not exist, Plan A deletes the least important entry and then

performs step 3; Plan B is directly selected in all current suitable algorithms (shown
in Fig. 5).

6. Output the selected algorithm.
7. (Optional) Describe the selected algorithm based on the outward links.

Fig. 5. The workflow of KBCE
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5 Case Study

To indicate the feasibility of KBCE, the authors analysis a real-world data set about
acid-base state (ABS) of patients to extract information based on KBCE. The dynamics
of the ABS in cavernous sinus (CS) was studied for 89 patients with cardiac surgical
pathology during the postoperative period in the operating room and in the cardio-
resuscitation unit. Doctors want to make a systematic analysis on it.

The original data set has 534 samples for 89 patients that each of them has up to 6
samples corresponding to 6 state points. Each sample has 42 attributes which come
from 21 parameters with a pair of attributes. The parameters are shown in Table 2.
Paired attributes are one-to-one correspondence. So in this experiment 21 attributes are
selected. The patients are classified to 3 group: patients in group 1 have healthy
physical state and patients in group 2 usually can recover soon when the parameters
change, and group 3 is for the patients whose data is not enough.

The doctor hopes to extract intrinsic characteristics of parameters change for the
patients in different groups. It should be important to distinguish patients in group 1 and
group 2. General classification algorithms can classify the patients precisely. So this
experiment is used to figure out the coherent consistency of the parameters in this data set.

The average dynamics of ABS is given in Fig. 6. Authors hope to extract more
information from this data set. With the intuition they applied some cluster algorithms
on the data set and compared with the existing labels. But the results are unsatisfactory.
So they tried to analysis this data set based on KBCE for extracting deep knowledge.

Table 2. Parameters of ABS

Parameter
name

Description of the
parameter

Parameter
name

Description of the parameter

pH Acidity Na+ Sodium ion concentration
pO2 Oxygen partial

pressure
Ca ++ Calcium ion concentration

pCO2 Carbon dioxide partial
pressure

Cl- Chlorine Ion concentration

ABE Excess base Glu Glucose concentration
SBE Lack of reason Lac Lactate content
cHCO3 Plasma bicarbonate p50 Hemoglobin affinity for oxygen
cHCO3-st Bicarbonate (alkali) mOsm Blood osmolarity
sO2 Oxygen boost pH(T) Acidity corrected for temperature
ctHb Reference hemoglobin

level
pO2(T) Partial oxygen pressure adjusted for

temperature
Htc Hematocrit pCO2(T) Carbon dioxide partial pressure adjusted

for temperature
K+ Potassium ion

concentration
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The original data set is not tidy enough, several preprocessing operations are
provided by KBCE as Figs. 7 and 8 shown. There are too many missing values, which
is missing at random (MAR), in the original data set. KBCE classifies them into two
groups: MAR more than 50% means more than 50% values are missing in each row or
column or both of them; MAR less than 50% means less than 50% values are missing
in each row or column. KBCE suggests to “Delete_Rows” for MAR more than 50%

Fig. 6. The average dynamics of ABS in a cavernous sinus in all groups and in each group [17]

Fig. 7. Preprocessing based on data set characteristics
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because some samples in data set lose too many values. And KBCE suggests using
imputation methods to deal with MAR less than 50%. According to the data charac-
teristic “interdependent” the system selects “Imputation_By_KNN” (KNN - k-Nearest
Neighbor Algorithm).

As the Fig. 8 shown consistency of the parameters is user’s requirement, and
KBCE converts the requirement to the analysis of the variations between different
points in different groups. KBCE suggests that to analysis the intervals is the best
method to present the changes in data sets.

After preprocessing the data set is tidy enough for clustering. The system selects the
most suitable cluster algorithm based on the information in KBCE which is presented
in Fig. 9. For checking the consistency of data set KBCE must convert consistency into
some entities in system. Soft cluster is significant for the flexible clustering, so
“Based_on_Distribution” is selected. And the data represents different parameters, so
the clusters should be “Irregular_Shape”. The number of clusters shouldn’t be set,
because it means the consistency of the parameters. At last they consider the size of
data set is small. So “SmallSizeDataset” is added for a reference. Then they input the
entities in KBCE and get the suitable algorithms for each entity. Usually the inter-
section of all the sets of algorithms which are suitable for each entity is the output of
KBCE.

In this experiment the EM algorithm satisfies all the entities which are converted
from user’s requirement, especially it is based on distribution, so it could show the
consistency among the data set. And Based on the outward links of EM it is split into
steps: Normalization and cluster. So the entire process of ABS data set processing is
presented:

Delete_Rows -> Imputation_By_KNN -> Delete_Useless_Samples -> Calcula-
te_Intervals -> Normalization -> EM

Fig. 8. Preprocessing based on user’s requirements
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Based on EM algorithm the authors consider the changes among all the points in
different groups. They present interesting results. The comparison of the intervals
between 1st point and 2nd point in group 1 and group 2 is a typical example which is
presented in Table 3.

According to the table content, the intervals in group 1 are clustered into 1 cluster.
That means the data is compact and respectively changes of parameters are consistent
in group 1. On the other hand, the distribution in group 2 is blurred. This conclusion is
significant for doctor’s work. In Figs. 10 and 11 the probability distribution of the 1st
and 33th intervals in group 1 and group are separately shown.

Fig. 9. Select the most suitable cluster algorithm in KBCE (EM- Expectation Maximization)

Table 3. The results of clustering intervals between 1st point and 2nd point in group 1 and group
2 with EM algorithm

Dataset No. of samples No. of cluster Likelihood

group1_diff12_norm 29 1 {29} 89.23071
group2_diff12_norm 31 2 {8,23} 92.30114
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6 Conclusion

This paper presents a knowledge-based computational environment for real-world data
processing. It is built based on ontology so that it is flexible and understandable for
non-computer professional researchers. Users can get reasonable advice about selecting
the suitable data processing algorithm and understand these algorithms very easily
according to the logical description in KBCE. The case indicates that KBCE usually
provides a complete and reasonable data processing solution.

The research was funded by RFBR and CITMA according to the research project
no. 18-57-34001.

Fig. 10. The probability distribution of 1st intervals of group 1 (1 cluster) and group 2
(2 clusters: 1st cluster in green color and 2nd cluster in red color) (Color figure online)

Fig. 11. The probability distribution of 33th intervals of group 1 (1 cluster) and group 2
(2 clusters: 1st cluster in green color and 2nd cluster in red color) (Color figure online)
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Abstract. In this work, we present a new method for controlled defor-
mation and detail addition to 3d shapes represented as variable reso-
lution meshes. The input data is a surface with arbitrary genus, repre-
sented by a polygonal mesh, and a set of parameters for edition control:
positional information, the level of resolution, mesh features and direc-
tion of propagation of the deformation. An adaptive hierarchical mesh
structure is constructed using an iterative feature-sensitive simplifica-
tion method that concomitantly generates the parameterization of the
mesh. The coarsest level of the representation defines the base domain
which stores the original geometry via a local parameterization process.
We apply local modifications to the base domain according to predefined
functions; a noise function for details or any geometric deformation. In
the sequel, the deformation of the base mesh is propagated to the origi-
nal mesh. Our main contribution is a method that relies on the power of
adaptive hierarchical structures to generate details with a greater degree
of control by using a set of operators that explore the data structure
properties as well as the information extracted and computed from the
mesh.

Keywords: Detail mapping on meshes · Mesh editing ·
Hierarchical meshes · Feature-sensitive decimation · Mesh processing

1 Introduction

An important problem in the area of geometry processing is mesh geometry
editing, which can be burdensome when a large amount of vertices must be
manipulated to make a meaningful change [7]. To deal with such a problem,
it is usually necessary to build new representations on top of the raw input
data. This representation can be obtained, for example, by fitting spline mod-
els or computing sophisticated computational manifold structures. Frequently, a
parameterization processes has to be computed in order to construct an appro-
priate representation, what might become a complex task in the case of surfaces
with genuses that are different from zero.
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In this work, we investigate the problem of detail addition and mesh defor-
mation with special emphasis in controlling the mapping of procedurally gen-
erated details onto shapes described by meshes. There are many works in the
literature that tackle issues related to mesh editing. Nevertheless, as far as we
are concerned, very few works deal with the problem of controlling procedurally
generated details using geometrical and topological information to achieve a bet-
ter control of the procedural detail mapping process. We propose the use of a
variable resolution parameterized mesh representation and a set of deformation
operators that take for granted the adjacency information, hierarchical struc-
ture and adaptability of the mesh representation to guide the deformation. We
demonstrate by experiments that the proposed representation and the designed
operators can offer sufficient level of control and expressiveness power to pro-
duce many different deformations and detail addition effects. An example of our
method steps can be seen in Fig. 4.

The main contributions of this work are:

– A new method for deforming and adding details to meshes with arbitrary
genus in an adaptive and controlled way, based on a combination of variable
resolution mesh representations, operators for procedural noise generation
and mesh subdivision.

– The proposal of a general deformation handle that generalizes the idea of
deformation handle [2] in mesh editing. General deformation handles consider
mesh features, the level of resolution and direction of propagation of the
deformation.

– An improvement in the process of base domain generation for variable resolu-
tion mesh representations by using feature-preserving decimation. This makes
features available for controlled edition even in the coarsest levels of the mesh
representation differently from multiresolution mesh editing based on fairing.

2 Related Work

According to [4], it is possible to group mesh deformation techniques into two cat-
egories: surface-based deformations and space-based deformations. Surface-based
deformations offer a higher degree of control as vertices can be manipulated and
constrained individually whereas space-based deformations define deformation
implicitly by deforming space. Deformation methods can also be classified as
linear or non-linear depending on the type of energy minimization required for
computing the solution based on optimization strategies. Our work can be classi-
fied as a topological variable resolution surface-based deformation controlled by
the mesh vertices’ position, features detected, the levels of resolution of its ver-
tices and the direction of deformation. This section presents a brief description
of works related to surface-based multiresolution and feature-aware approaches.
For a more general review of shape editing and deformation we refer the reader
to [4,17].



Adaptive Hierarchical Mesh Detail Mapping and Deformation 275

Multiresolution Deformation. Multiresolution deformation techniques decom-
pose the original surface into a low-pass filtered coarse approximation and high-
frequency details. Modifications are applied to the coarse version of the sur-
face, e.g., by transformation propagation [2] or any arbitrary editing technique.
Finally, the stored high-frequency details are added to the edited version of the
coarse approximation. In the literature we can find two main approaches for
building multiresolution mesh representations: subdivision-based [3,21,24] and
simplification-based [9]. In [24], Zorin et al. propose a multiresolution represen-
tation that is constructed using a combination of the Loop subdivision scheme
with Taubin’s faring technique [18] in which details are encoded in local frames.
Velho et al. in [21] also propose a similar multiresolution representation but dif-
fers by using the Catmull-Clark subdivision scheme. Smoothing is done through
a quasi-interpolation and the mesh is represented as an atlas. One important
characteristic of [21] is that they also deal with the problem of procedural detail
creation. Subdivision-based representations require meshes with subdivision con-
nectivity and also have the drawback that the features that are supposed to be
edited do not necessarily match the topology in the coarser levels.

Progressive Mesh Editing. In [6], Derzapf et al. present a method for parallel
editing of Progressive Meshes [8], a data structure for representing meshes as a
coarse mesh associated with a set of edge collapse operations and their local and
global attributes. Derzapf et al. propose a CUDA GPU implementation of a new
simplification algorithm that enables edition of progressive meshes in real time.
In their method, they propose the storage of all operations based on the labeling
of vertices after computing edge collapses in their data structure. Modifications
are automatically propagated to finer resolutions using an encoding of the split
operations based on local coordinate systems. The way they propagate modi-
fications is similar to ours since the geometrical information of each vertex is
also stored in a local coordinate system. The main difference is the usage of the
edge-weld operation instead of vertex split and we do not store any operation.
Furthermore, differently from our method, the approach presented by Derzapf
et al. cannot change the connectivity of the mesh.

Adaptive Multiresolution Meshes. Maximo et al. [13] present an adaptive mul-
tiresolution mesh representation exploring the computational differences between
the CPU and the GPU. They consider a dense mesh as input and simplify it
to a base domain in a similar fashion to the work presented in [11], however,
using an atlas structure. Its main objective is to show the adaptive control of
the mesh resolution in CPU-GPU coupled applications. Differently from Max-
imo, we use an A4-k mesh representation instead of an A4-8 because the feature
sensitive decimation used in our representation construction produces meshes
with vertices that have valency different from four and eight.

Semantic Mesh Editing. In [23], Yumer et al. deal with the problem of controlled
mesh editing in a very different and innovative way. They propose a method for
creating deformations based on semantic attributes rather than using detailed
geometric manipulations. For this, they formulate deformations as a problem of
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constrained path traversal in a geometric space of shapes where models in the
shape set are seen as regression points. Thus, a database of shapes can be seen
as a continuous deformation space. They argue and show via use cases that a
non-expert user can produce semantically guided shape variations by using their
exploration and design interface in a way that would be quite difficult using
other approaches.

Feature-Aware Shape Edition. Dekkers et al. proposed in [5] a new mesh editing
scheme that supports both elastic deformation, via a modification of a conven-
tional Laplacian editing method, and plastic deformation by adding and remov-
ing triangles in low salience regions that absorb most of the deformation energy.

3 Problem Definition

Given a mesh M and a general deformation handler GDH represented by a set
of 3-ples (R,L, V F ) where R ⊂ M defines a region of interest, L represents the
levels of detail of the vertices in R, and V F is a vector field, compute a new
mesh M ′ by defining as transform T : M → M ′ where T is a composition of
deformation operators Di.

4 Methodology

Mesh edition based on multiresolution analysis and synthesis requires mesh fair-
ing which eventually removes important features that may be used for controlled
edition. In this work, we propose a different approach that tries to overcome this
problem. It is based on the representation of the surface as a parameterized
variable resolution mesh coupled with a set of extensible deformation operators.
Our reasoning behind this choice takes in consideration that variable resolu-
tion meshes are able to express adapted mesh hierarchies with an overall better
preservation of important features, making it possible to achieve a more precise
control of the deformation even when applied at coarse resolutions. Since the
representation is a completely parameterized adaptive hierarchical topological
structure, it is possible to navigate through the mesh’s levels of resolution and
spatial adjacency to perform any sort of geometry deformation and detail addi-
tion, which can be smoothly propagated across the regions of the mesh. The
result of such process can be propagated to the most refined levels of the shape
representation in a simple way.

5 Proposed Method

Our method is composed of three main steps: (a) representation construction (by
concomitant decimation and parameterization), (b) refinement and (c) deforma-
tion/detail generation which are described below.
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5.1 Construction of the Mesh’s Representation

Our mesh representation is based on the variable resolution a4-k structure intro-
duced by Velho in [20]. This is a powerful structure for the representation of
objects at multiple levels of detail. The hierarchical structure of the variable
resolution a4-k mesh is built using a simplification process that uses a set of
local modifications defined on clusters of two triangle faces. These modifications
are made through the Stellar Operators edge flip, edge split and edge weld and
cause minimum changes in a local neighborhood. The refinement and deforma-
tion/detail addition can be performed at any level or region of the mesh. As new
vertices are inserted or modified, they are reparameterized producing a very
powerful representation.

Mesh Simplification. Our mesh simplification algorithm is a feature-sensitive
extension of the Four-face Cluster Technique presented in [19].

Feature lines are one of the most prominent characteristics of a surface
where sharp details usually appear. These are extremely important to this work,
because the preservation of important features in the hierarchy, especially in
the base mesh, allows a greater level of positional and directional control in the
deformation and detail generation process. This is even more evident for meshes
representing man-made artifacts. In our approach, we use the Tensor-feature
Analysis as proposed by [14] couple with a Voting Scheme and the Neighboring
Vertex Coincidence (NVC) criterion, introduced by Wang in [22], that separates
weak-edge vertices from noise ones.

In order to guarantee that the main features are preserved in the base domain
mesh through the simplification procedure, we mark all features we want to be
preserved as unremovable. After this process, an independent set of clusters
that covers most of the mesh is selected. During this step, every vertex that is
related to an important feature of the surface is marked as unremovable and
is not included in the cluster list, thus maintaining feature lines and corners
untouched. The cluster simplification creates a geometric modification in the
1-ring neighborhood of faces of the vertex being removed, meaning that both
boundary vertices and edges remain unchanged.

The feature preservation scheme creates a less uniform distribution of valen-
cies across the mesh. This is one of the reasons for using an a4-k mesh since the
maintenance of an a4-8 structure under this circumstance would be a hard task,
requiring frequent reparameterizations.

Mesh Parameterization Guided by Simplification. Our method uses a
parameterization approach based on the MAPS [11] parameterization. Although
other global parameterization methods could be used, the MAPS scheme is com-
patible with our idea of concomitant parameterization and hierarchical construc-
tion, and is able to deal with arbitrary genus surface without the need for cutting
the mesh to generate a structure with the topology of a disk. Moreover, it is very
simple to include our feature-preservation scheme in the MAPS-based pareme-
tertization.
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After the simplification process, the resulting structure is a hierarchical
parameterized mesh with initial levels M0,M1,M2, . . . M lmax , where lmax is
the level of the coarsest mesh. As the deformation process is performed, such
mesh levels of resolution can be modified in a adaptive way relying on the nice
properties of the a4-k mesh structure.

5.2 Deformation

In our approach deformation operators are used to deform the mesh. A discrete
deformation operator is defined as a map D : M × (R,L, V F ) → M ′ where R
is a region of interest defined by a subset of the vertices V of the mesh together
with its adjacency relationships, L is the level of detail of the vertices in R and
V F is a vector field defined on R, that guides the direction of displacement.

One of the fundamental properties of the proposed operators is their capa-
bility to use the level of detail of the vertices in a given region to modulate the
intensity of the deformation. It also may take vector fields to define directional
constraints on the deformation enabling greater control as well as the adjacency
information of the vertices v ∈ R.

Parameterization Update After Deformation. After applying any combi-
nation of deformation operators to the mesh, we must update the coordinates
of the vertices or define the parameterization of newly inserted vertices. This
update is performed once, immediately after the completion of the detail addi-
tion process. First we perform a simple check, verifying whether a vertex v in a
given triangle is supposed to be deformed or not. The coordinates of a deformed
vertex v are updated using the barycentric coordinates α(v), β(v), γ(v), defined
by the parametrization, in conjunction with its detail represented by its height
value h(v) in the local frame. The height value h(v) is also used to retrieve the 3D
coordinates of a vertex in the mesh’s global refinement step which reconstructs
the finest levels of representation of the mesh from the base mesh.

5.3 Adaptive Refinement

In order to reconstruct a mesh level Kl−1 from the current mesh in level Kl we
must walk across the triangles of Kl checking which vertices in the parametrized
structure needs to be re-inserted. Each triangle is associated to a multimap
data structure containing its parameterized vertices grouped by their levels of
detail defined just before they are removed in the simplification step. Each group
of vertices with the same level l can be retrieved using the access key given
by l. Thus, to obtain the vertices that must be re-inserted at each level l, we
only need to recover the entries with that key value. These vertices are then
stored in a temporary queue ordered by their removal order. This guarantees
that the insertion order respects the order of vertex removal, by edge weld, in
the simplification process.
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An edge split operation is used to re-insert a vertex. To decide which edge
must be split when a vertex is inserted, we compute its Euclidean distance to
the triangles candidate edges and select the one that is closer.

During parameterization, the vertices of a given triangle may be parameter-
ized onto different triangles on the base domain [11]. These singular cases gener-
ate overlapping edges during the refinement process and must be dealt with to
properly rebuild the original geometry. A common approach is to subdivide such
triangles until all vertices that belong to the same triangle are re-parameterized
to the same triangle in the base domain [13].

In our approach, we used a heuristic solution in which we do not fix overlaps
in the parameterization, doing so in the insertion operation. During the insertion
step, we check if the distance from the current vertex position p to the center of
the edge e to be split is greater than the length of any of the edges (et1 , et2 , et3)
of the new triangle t. If this is true, we search for the right insertion edge ent

,
which, usually, is in one of the neighboring triangles nt.

There are also challenges regarding the reconstruction of the original surface
that must be tackled. A particularly tough one is how to restore the original
mesh state when operations of vertex valence correction (edge flips) were needed.
Intuitively, while refining, we want the vertex degree to be the same as before it
was when removed. To achieve that, a vertex degree check must be performed,
verifying if the inserted vertex has its original degree. If this is not true, we
must perform edge flip operations to correct the vertex degree. After correcting
a vertex degree in the mesh refinement step, we approximate the geometry of the
original input mesh. The experiments have shown that only very few triangles
have different geometry when compared with the original mesh and their aspect
ratios are similar to the original ones.

6 Operators

We present a set of operators that are used to compute the deformation of the
mesh geared by the regions of interest, the level of detail of its elements and
a directional vector field. These operators can be divided into three groups:
auxiliary operators, deformation operators and composite operators. Auxiliary
operators do not perform deformations on the geometry of the mesh but carry
on actions that aid the deformation process. There are two auxiliary operators:
one responsible for a local refinement of the mesh, the subdivision operator, and
a second one, the feature-based query operator which is used to select regions of
interest satisfying some criterion. The deformation operators are used to modify
the geometry of the mesh. We defined here three basic deformation operators:
the smoothing operator, the procedural detail operator and the geometric oper-
ator. Composite operators combine two or more auxiliary and/or deformation
operators to compute more complex effects.
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6.1 Subdivision

The proposed subdivision operator explores the local adaptivity properties of the
a4-k structure to deal with cases where the region of interest in not sufficiently
refined for the creation of a specific deformation effect. It generates new samples
by creating a concentric subdivision pattern around a valency four vertex from its
link towards the center of the subdivided region where the vertex lies in. Figure 1
shows that this process only modifies the region restricted to the original 1-ring
of the selected vertex. The use of such operator in a specific region of interest
R requires that the vertices v ∈ R define an independent vertex set. We denote
the subdivision operator by sub (R) where R is a region of interest composed of
a set of independent vertices. Whenever a vertex has valency different from four
it must have its connectivity changed by using the edge flip operator so that
subdivision can be performed.

Fig. 1. (a) Input example of a degree four neighborhood. (b) One step of subdivision,
where all link edges (green) are split. (c) Second step, where all even edges (red) are
split. Every step following this one, switches between even (red) and odd edges (blue)
for splitting. (Color figure online)

6.2 Smoothing

When combined with other operators the subdivision is usually followed by the
use of a smoothing mask for smoother results. We based our smoothing operator
on the smoothing component of the Loop subdivision scheme presented in [12].
The smoothing operator is represented by smt (v) and takes as an input a vertex
v. We decided to separate the smoothing operator from the subdivision as their
use in combination is not mandatory.

6.3 Feature-Based Query Operator

This operator is used to retrieve feature-based filtered regions of interest FR
which can be used as an input by other operators that require regions of interest
as an argument. It is possible to return a set of vertices that satisfy any kind
of property that characterizes a feature, for instance, features computed using
the Voting Tensor algorithm. Such operator can also select a buffer zone around
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feature vertices by selecting a set of vertices that are not considered feature
vertices on their own but are close enough to a minimum number of feature
vertices.

We defined two versions of the feature-based filter operator: fbqo (R, d, k)
which returns a region of interest composed of vertices that are features them-
selves or that contains within its neighborhood, defined by a distance d, at least
k feature vertices; the cfbqo(R, d, k) which returns the complementary region
to a feature-based filtered region. In our implementation, we used a topologi-
cal distance instead of a geodesic distance but this would be easy to modify by
using, for example, the Fast Marching Algorithm [16]. The resulting region must
be pre-processed into an independent set if it is to be used as an input to the
subdivision operator. We can define very powerful operators that rely on feature-
based filtered regions because we can leverage feature information to modulate
the desired deformations. Moreover, feature information can be propagated and
attenuated when buffer zones are specified accordingly.

6.4 Geometric Operators

The geometric operators are usually used to produce deformations in medium
to large scale. We define here a general geometric operator as geom (R) that
takes as an input ta region of interest R given by a connected set of vertices.
For the experiments, we implemented two specific instances of the geometric
operator: the tapper operator tpr (R,r), where r is a non-uniform scaling and
the twist operator, twt (R,θ) where θ is the twisting angle. In both operators,
r and θ, respectively, are piecewise linear non-decreasing functions of one of the
coordinates of the 3d embedding space [1].

Procedural Detail Operators. Consider a noise function nf(x) : R3 → R.
The basic idea is to compute the value of a noise function at the coordinates p(v)
of a vertex v ∈ V and use it as the intensity of the displacement of v in some direc-
tion d(v) : V → R

3. Aiming to leverage the level of detail information, we modu-
late the local intensity of the deformation caused by the noise value nf(p(v)) via
a function I(lv, F ) : {0, . . . , lmax} × R → R

+ where lv(v) : V → {0, . . . , lmax}
associates v to its level of detail and F : V → R defines some measure computed
on v, for instance, its Gaussian curvature κ(v). Usually, I(lv, F ) is an attenua-
tion function defined by a monotonic decreasing function of lv(v). We define a
general procedural detail operator as:

pdo(v,d) = p(v) + I(lv(v), F (p(v))nf(p(v))d(v) (1)

A simple effect can be produced by considering d(v) = n(v) where n(v) is
the discrete estimate of the normal of v at M and I = 1

lv(v)+1 . This configuration
produces stronger displacements at the finer components of the mesh. We mark
a vertex as noised to avoid accumulating local deformations through the levels,
but it is also possible to combine noise values generated in different levels to
produce different effects.
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We propose two instances of the procedural detail operator. In the first one,
the noise function is based on the Turbulence Function proposed by Perlin [15]
and the second one is based on the Gabor Noise [10] proposed by Lagae et al.
The turbulence noise function, presented in Eq. 2, is a weighted sum of band
pass noises. It can be controlled via four parameters: amplitude a, frequency fr,
gain g and lacunarity lc. Lacunarity and gain define, respectively, the rate of
change of the frequency and amplitude of the noise per octave and regulate the
fractal behavior of the noise.

TN(v, a, lc, fr, g) =
∑

i

a

∣∣∣∣
(lci) ∗ fr ∗ p(v)

gi ∗ a

∣∣∣∣ (2)

Lacunarity usually takes values in [1, 3] for a fractal behavior, whereas the
gain is usually set to be the inverse of the lacunarity. Typical values are fr = 2,
lc = f , g = 0.5 and a = g. The use of the previous values as arguments produces
details where features align across scales so we must carefully modulate such
parameters through the different levels of detail of the mesh. In our experiments,
we defined the lacunarity and the gain in terms of the level of detail l respectively
as lc(l) = 1.1 + l ∗ 0.1 and g(l) = 0.8/(l + 1). This configuration produced noise
details that are smooth on large scales and rough on small scales. Our turbulence
detail operator is represented as tnpdo(v, a, lc, fr, g) defined by a generalization
of Eq. 2 with the parameters a, lc and g depending on lv(v).

Gabor noise [10] is a sparse convolution anisotropic noise based on a Gabor
Kernel with accurate spectral control, which is able to provide a setup-free sur-
face texturing. A band-pass Gabor noise presented in [10] is defined as:

GN(p, . . . ) =
∑

i

wig(Ki, ai, F0,i, ω0,i; p − pi), (3)

where wi are the random weights, K represents the amplitude, ai is the band-
width, F0 is the frequency and ω0 is the orientation of the cosine in the kernel
g(p) as presented in Eq. 4:

g(p) = Ke−πa2|p|2cos [2πF0 (px cos ω0 + py sin ω0)] , (4)

We can configure the parameters of the Gabor noise in a way similar to the
setup of the Perlin noise. Also, the random positions pi are distributed according
to a Poisson process with mean λ.

The anisotropic feature of the Gabor Noise is paramount to the generation of
detail aligned or guided by the features of a mesh as will be shown in the results
section. To define a detail operator based on the Gabor Noise we can either
modify the noise function directly or change the phase-augmented Gabor kernel.
Perturbing the Gabor kernel can be done by regulating the K, a, ω variables,
all at once or individually, according to the resolution level, which is similar to
what is proposed for the turbulence and other functions. We can also modify
the number of impulses per kernel according to this method, moving this value
always as a power of two.
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The idea is to find a nice relation between the many levels of resolution.
Intuitively, for a better distribution, a higher number of impulses is preferred
while manipulating the coarser levels, since the higher frequencies will be a
dominant force. Also, this is a valuable tool for controlling which frequencies we
want at each scale.

We define the Gabor Noise operator as gno (v, l, K, a, F0, Ω, p) where K,
a, F0, Ω, p are vectorial versions of the parameters in Eq. 3 that also depend
on the level of detail of v.

6.5 Composite Operators

Composite operators produce more complex effects through the combination of
two or more operators or by computing a procedure with such operators. We
present two composite operators: Variation Operator and the Organic Operator.

The main purpose of the variation operator is to create detail variation
across the surface of the object and through its many levels of resolution. This is
achieved by modulating the frequency and the amplitude of the noise function,
through each resolution level, in order to obtain the desired texture effect. It is
basically an application of the procedural detail operator that relies on the 4-k
mesh structure to use neighborhood relationships to propagate the noise from a
vertex v to a neighbor vertex v′ and increase or decrease its influence according
to a topological distance td(v, v′) or geodesic distance gd(v, v′). To define the
variation operator we use a variation of the procedural noise in Eq. 1 where the
noise function nf is given by Perlin’s Turbulence Function whose parameters are
modulated by lv(v), I = 1

lv(v)+1 and α is the distance attenuation factor.

varo(v, v′,d, td, α) = p(v) +
I

αtd(p(v), p′(v))
(d(p(v))nf (5)

The organic operator aims at creating organic looking structures. It relies on
the subdivision and smoothing operators to create different shapes, but, for more
general purposes, can be used without them.

This operator is composed of two steps, a global one, and a local one. The
global step generates a deformation that produces an overall mesh detail texture,
i.e. the patterns obtained through the noise functions presented before. The local
step performs local manipulations creating more complex detail structures as a
function of the level of detail.

Algorithm 1 describes the organic operator, which is used to create some of
the images in the results section.

Algorithm 1 applies a deformation at a vertex v and propagates its effect to
the vertex k-ring. Next, it performs a refinement on this new deformed region
executing n steps of the subdivision operator. Finally, it deforms the refined
area by choosing a random vertex v′ within it and uses its normal to apply the
procedural noise operator in v′. This will generate a wide area with an organic
look because the vertices on the k-ring will be pushed outwards. We denote the
organic operator as orgo(R,l,k).
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Data: Input region R, k − ring defines the propagation neighborhood, and
attenuation factor α

Result: Deformation of the refined region around vertices in R
for Each v ∈ R do

pdo(v,n(v));
for Each v′ ∈ the k-ring of v do

varo(v, v′,n, td, α)
end
apply n passes of: sub(v);
find random vertex v′ in the refined area around v
d ← n(v′);
pdo(v,d);

end

Algorithm 1. Creating extensions with the organic operator.

7 Results

Tests were performed in an Asus GT50vt notebook with an Intel Core 2 Duo
CPU with 4 GB of RAM and a nVidia 9800M GTS GPU with 512 MB.

In Fig. 2, we present two ways to perform feature-based deformation. In the
left figure, the deformation is restricted to the line feature area, whereas on the
right we see it applied to a fan-disk centered at each vertex of the line features.

Fig. 2. Example of a deformation restricted to the feature line’s area. In the bottom
left we see an erosion on the fandisk across feature lines and, at the bottom right, a
deformation to create a kneaded effect.

Figure 3 (left) illustrates an application of the organic operator. There are
some steps necessary to generate this effect. First, we must select the region
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of interest R disturb it with noise and then propagate the deformation across
the 2-ring neighborhood area of each v ∈ R. We used the variation operator
for this where the propagation is done in the following way: after moving the
vertex in the direction of its normal we propagate the displacement value to the
neighboring area with attenuation weight α = 1.5 for the 1-ring and α = 2.0
for the 2-ring vertices. The objective of this displacement is to create bumps
with a smooth appearance. The next deformation is used to move the vertices
in opposite directions creating a wide area at the top of the bump as shown in
Fig. 3 (right). After this stage, the operator tpndo(v, l, fr, a, lc = 6.0, g = 0.3)
with default values of frequency and amplitude is used to create the idea of trees,
bumpy ground and/or organic extensions.

Fig. 3. (left) Example of an alien planet or virus cell using guided positioning. (right)
Creating bumps with wide areas using variation operator.

In order to present a full view of our techniques pipeline, in Fig. 4 we show
various steps of the same model being simplified, modified and refined. From
left to right, starting with an original mesh (with roughly 40k vertices), we pro-
ceed to create a base mesh, through the mentioned simplification process, with
approximately 1k vertices. The middle skull shows how the removed vertices are
mapped over each face (triangle) the model. Next, a deformation is performed,
in this specific case a twist operator, and a reparameterization step is executed
to guarantee the consistency of the mesh needed during the refinement process.
Finally, the last skull presents the model after all possible refinement steps, and
how the deformation is correctly propagated from the base mesh to the higher
levels of detail.

Figure 5 (right) illustrates a complete example where several operators are
combined for a final modeling effect. We use as an input a skull mesh Fig. 5 (left)
with its mean curvature calculated. It is easy to spot the high curvature areas
around the eyes, nose, and teeth. In this particular example, we want to create
a beard effect, without deforming the area of the teeth, and also to give a hair
appearance to this bald model.
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Fig. 4. Steps of our method from left to right: input mesh (˜40k vertices), base mesh
(˜1k vertices) created through the simplification process, parameterization mapping,
deformation and remapping, and, finally, the result of the refinement proces

We first start with the tnpdo operator applied to the vertices v in a ROI
filtered by curvature value selecting only those of higher curvature and y value
below the nose region. This introduces a random displacement characterizing the
beard. In the second step, we apply only at the coarsest level, the tapper operator
( tpr) in the x and y coordinates while maintaining z untouched. After a few steps
of refinement and deformation propagation, we apply the twist operator tst in
the region of higher z coordinate to create a curl effect followed by a gaussian
noise operator gdo in the same region that creates details aligned with the z
direction, producing the hair movement.

Fig. 5. (left) Original mesh. (right) Deformation of hair and beard.

8 Conclusion

This work proposes a new framework for adaptive multiresolution mesh detail
addition and deformation. These are performed on a 3D shape represented by
an adaptive parameterized variable resolution mesh representation together with
a set of deformation and auxiliary operators. Our modeling pipeline enables
deformation and detail addition at any level of the representation. Also, it does
not build a geometrical multiresolution representation. Instead, it uses a topo-
logical multiresolution representation based on feature-sensitive simplification.
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In such representation, features such as strong edges, weak edges and corners,
when present in the original shape, are kept even at the coarsest levels enabling
the use of such elements as control elements and input to deformation or detail
addition. We argue that features are important elements for mesh edition oper-
ation and must be made available for manipulation whenever possible.

Operators are devised to work with a generalized deformation handle which
includes regions of interest, its corresponding levels of detail and a directional
vector field that characterizes the direction of propagation of the deformation.
Differently from other similar works we do not rely on remeshing of the original
mesh and also do not store sequences of operation performed at the adaptive
representation.

Different experimental results have shown that our method is able to produce
quite promising results especially considering controlled procedural detail addi-
tion. The possibility of adding detail aligned with features and specific directions
on the mesh is one of the most powerful effects we presented. As a result, there
are many possibilities for future research.

In this work, the focus is on the representation, operator definition and con-
trol specification. Hence, implementation of the method up to now is still not
optimized to enable interactive manipulation. We intend to pursue, in the future,
interactive rates as well as ways of converting friendly user-interactive mecha-
nisms into sequences of deformation operators that take as input automatically
specified general deformation handles.

In the presented method, controlling the procedural detail scale according to
the level of detail of the mesh requires an artificial discretization of the signals
scale as our representation does not build a continuum of mesh representations.
Also, looking for ways of describing a continuous version of our representation
as in geometrical multiresolution, but keeping the most important features of
the mesh at coarser levels is a major goal. This would make possible to lever-
age all the possibilities of our method and at the same time achieve a better
syntonization of the levels of detail with the scales of procedural signals.
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Abstract. Laser scanning is one of the modern and actively-developing remote
sensing techniques, resulting in a point cloud, containing a set of different
attributes for each point. One of the positive features of laser scanning is the
high accuracy of the results; this is achieved by obtaining a large number of
points describing the scanned object. In some circumstances, point clouds may
contain billions of points, which require hundreds of gigabytes to be stored.
Loading and processing of such huge data require large time and computational
resources. The first problem is such massive point clouds initial downloading
and pre-processing. The standard approach is the sequential processing of laser
scanning results, which requires a significant amount of time. In this paper, we
have conducted research and testing of various approaches for loading and
processing of point clouds, one of the proposed approaches is the use of mul-
tithreading to significantly reduce time. The guideline for improvement of
processing of laser scanning point clouds with use of multithreading is
presented.

Keywords: Algorithm � Laser scanning data � Point cloud �
Parallel processing � Multithreading

1 Introduction

Laser scanning is a common method for 3D data capture, which allows obtaining
information about the shape (three-dimensional coordinates) and appearance (color and
intensity of reflection beams) of objects in the real world [1, 2], the results are presented
in the form of a point cloud, then these data can be used to build spatial digital models
of measured objects [3, 4]. The use of laser scanning point cloud is common in many
spheres, for example, land surveying, architecture, geologic exploration activities,
industrial enterprises, civil engineering, and more [5, 6]. Specific examples of the tasks
to be solved are forest management [7], 3D city modeling [8], road inventory [9],
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ground surface reconstruction [10], pipeline detection [11], and wire detection [12].
Moreover, this is only a small part of the issues solved using laser scanning data, for
example, the fastest growing branch is as-built BIM [13–17].

One of the key issues when working with point clouds is a large amount of
information that needs to be processed [18–21]. Any work with laser scanning data can
be divided into two stages: loading and pre-processing of data; data processing (specific
algorithm) [15, 22]. Most of the research is focused on optimizing the processing stage
[1, 2, 4, 23]. However, there are tasks that do not require a lot of time for the data
processing stage, for example, a preview of a point cloud [15, 22]. In such tasks, the
loading and pre-processing stage takes most of the time [24]. The most common
approach to increasing load speed is to increase the bandwidth of the data bus, which
can be achieved by using a faster solid state drive (SSD) or RAID [25]. But in order to
increase the speed of loading even more, multithreading can be used.

The results of research and testing of various approaches in the loading and pre-
processing stage is discussed in this paper. A sequential reading of a point cloud from a
file with subsequent processing can be considered the standard approach. We
hypothesized that in some situations the use of multithreading can help significantly
speed up the loading of a point cloud. To test this hypothesis in this paper, experiments
have been conducted using various approaches to loading laser scanning data. In
addition, some standard libraries will be tested and compared. In conclusion, we will
provide recommendations and describe further plans.

2 Materials and Methods

2.1 Point Cloud Loading and Pre-processing

The main problem of loading laser scanning data is too large volume, the size of point
clouds can amount to hundreds of gigabytes. Thus, it will not be possible to load all
data into RAM at once. There are many solutions to this problem, the two simplest are:
(1) splitting the original point cloud into separate sections; (2) loading the point cloud
with part by part.

The first approach is that each section is a small point cloud, so that each section
can be loaded and processed separately. In the second approach, the cloud is
sequentially loaded in parts, the loaded part is processed, and then the next part of the
file is loaded.

These approaches are not suitable for all algorithms since there are algorithms that
need neighboring points for all points to work, and when processing only a section of
the cloud, there are no neighbor points for endpoints. In the first approach, this problem
is easily solved by modifying the partitioning algorithm; it’s enough to break up a point
cloud into sections with small intersecting indents, the size of which depends on the
algorithm used. In the second approach, you will have to use a spatial data structure, for
example, an octree [26], but for this, you first need to build a spatial data structure for
the entire point cloud. In further tests, the second approach is used, since to implement
the first one, it is still necessary to load the initial point cloud.
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2.2 Existing Approaches

Many different formats are used to store point clouds, such as OBJ, PLY, XYZ, PCD,
LAS and many others [27]. During the tests, we used LAS VERSION 1.4 file format,
since this is common and public format [28].

In this paper the existing approaches are considered on the example of LAStools
[29] and PDAL [30] libraries, as they are the most widely used at the moment [31].

These libraries also use the approach of block loading of the source point cloud,
which was described above. Thus, the point cloud sections are loaded and pre-
processed sequentially in a single thread. Thus, the next point cloud section will be
loaded only after the completion of the previous one, which may slow down the
loading process.

We propose to load and pre-process point cloud data in parallel manner to increase
algorithm throughput. This can be achieved on modern multi-core systems using
multithreading. Thus, our approach is to separate the loading process into two phases
executed in a distinct thread.

2.3 Background

Several tests have been developed and implemented to study various methods of laser
scanning data loading (Table 1). The tests were written in the C++ programming
language, as this language allows you to perform low-level work with memory, which
is necessary for working with large amounts of data.

Table 1. List of tests

Title Description

Test 1 Loading a file using a temporary buffer. Buffer creation time is not measured
Test 2 Loading a file using the temporary buffer. The buffer creation time is measured
Test 3 Loading a file using the temporary buffer. The buffer creation time is measured. All

loaded data are copied to the internal data structure
Test 4 Loading a file using the temporary buffer. The buffer creation time is measured.

Only the coordinates of the loaded points are copied to the internal data structure
Test 5 Loading a file using several temporary buffers. The buffer creation time is measured.

All loaded data is copied to the internal data structure. Using two threads: the first
one loads the data into one of the free buffers, the second one copies the data

Test 6 Loading a file using several temporary buffers. The buffer creation time is measured.
A part of the data will be preprocessed. All loaded data is copied to the internal data
structure. Using two threads: the first one loads the data into one of the free buffers,
the second one copies the data

Test 7 Loading a file using several temporary buffers. The buffer creation time is measured.
A part of the data will be preprocessed. All loaded data is copied to the internal data
structure. Using three threads: the first one loads the data into one of the free buffers,
the second one and third one copies the data

Test 8 Loading a file using PDAL
Test 9 Loading a file using LAStools
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Test 1 and Test 2 are standard sequential readings of a file in parts, these tests are
necessary to determine the dependence of the file loading time on the size of the
temporary buffer. Test 3 and Test 4 based on Test 2. These tests allow to estimate the
effect of delays between loading parts of a file on the total loading time. Test 8 and Test
9 are tests of existing libraries.

One of the features of the LAS format is various point formats. Depending on the
point format specified in the file header (point format ID), each point has its own set of
attributes described in the file format specification, so the size of one point can vary
from 20 bytes to 67 bytes. Parameters of laser scanning point clouds for tests are
presented in Table 2.

Test bench configuration:

CPU: Intel® Core™ i7-7820HQ CPU @ 2.90 GHz
RAM: 2 x SODIMM DDR4 2400 MHz
SSD: Samsung SSD 850 PRO 1 TB
OS: Ubuntu 18.04
File system: Ext4

3 Results and Discussion

3.1 Loading with Temporary Buffer

To begin with, it is necessary to investigate the dependence between the file read speed
and the size of the temporary buffer. Test 1 and Test 2 were developed for this.

Pseudocode for Test 1:

Reader r(filepath); // Point Cloud reader
Buffer b(bufferSize); // Temporary buffer
/* Time measurement starts here */
while(r.readChunk(b, b.size())) {} // Read all points
/* Time measurement ends here */

The results of the first test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 1.

Table 2. Clouds for testing

Title Number of point
records

Point format
ID

Point size,
bytes

Point cloud size,
GB

Cloud 1 42’211’048 3 24 1.4
Cloud 2 150’000’000 5 63 9.5
Cloud 3 300’000’000 10 67 20.1
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From the observed data (Fig. 1), we can conclude that for clouds of different sizes
the dependence of the load time on the buffer size is the same, it is also worth noting
that using too small buffer slows down the loading speed by about 2–3%. In Fig. 1 you
can see that in most cases the loading speed is close to the maximum for the SSD [12]
used in the test bench.

Pseudocode for Test 2 are following:

Reader r(filepath); // Point Cloud reader
/* Time measurement starts here */
Buffer b(bufferSize); // Temporary buffer
while(r.readChunk(b, b.size())) {} // Read all points
/* Time measurement ends here */

The results of the second test, the dependence between the file read speed and the
size of the temporary buffer are shown in Fig. 2.

Based on the observed results (Fig. 2), it can be concluded that after exceeding a
certain size, the creation time of the temporary buffer can greatly affect the total file
load time. The smaller the difference between the file size and the buffer size, the
stronger the influence. In the case where the buffer size exceeds the size of the point
cloud itself more than three times, the file load speed drops by almost 60%. From the
above data, we can conclude that the optimal buffer size for loading is somewhere
between 2 and 32 MB. In Fig. 2, you can see that the load speed depends on the data
bus bandwidth.

Possible approaches to accelerate the load of the point cloud: (1) multithreaded
reading from a file; (2) reading part of the data from a file. Using multithreaded reading
from the file does not make sense, since the maximum bandwidth of the data bus has
been reached, therefore, using this approach will not improve the load speed.
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Fig. 1. The results of the first test, the dependence between the file read speed and the size of the
temporary buffer.

Multithreading in Laser Scanning Data Processing 293



Since many algorithms need only the coordinates of the points to work, then it
would be possible to read only the coordinates, ignoring the other attributes. For
example, for a format of point 10, it would be possible to save 55 bytes since the
coordinates occupy only 12 bytes, this would allow downloading 82% less data.
Unfortunately, in LAS format, the data of each point is stored sequentially, which
means that it will be necessary to read small pieces of a file many times. But the
operating system reads from the file in large blocks (the minimum block size for
Ubuntu is 4 KB), so you will still have to read the entire file. This approach is suitable
for storage formats where point attributes are stored sequentially, but not the points
themselves.

Due to the first two tests, we found out the optimal buffer size for a simple file load,
but no one loads a point cloud without a reason. The following tests will simulate a
common situation where data downloaded from a file need to be copied into internal
data structures. For this, Test 3 and Test 4 were developed.

Pseudocode for Test 3 are following:

Reader r(filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */
Buffer b(bufferSize);
while(r.readChunk(b, b.size())) // For all chunks
c.pushAllData(b);// Push all readed data to end of con-

tainer
/* Time measurement ends here */
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Fig. 2. The results of the second test, the dependence between the file read speed and the size of
the temporary buffer.
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The results of the third test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 3.

Figure 3 presents the results of the third test; according to the data, it is clear that
the load time dependence on the buffer size is the same for point clouds of different
sizes. An interesting fact is that at a certain point the load time greatly increases by
about 35–45% for different clouds, this happens because the delays caused by copying
the loaded data interrupt the file system cache. To solve this problem, you can try to
apply a slightly upgraded approach, described above, not to copy all the data, but to
copy only the necessary data. In the fourth test, only the coordinates of the point are
copied, which theoretically should reduce the delays between reading from the file.

Pseudocode for Test 4 is following:

Reader r(filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container
/* Time measurement starts here */
Buffer b(bufferSize);
while(r.readChunk(b, b.size())) // For all chunks
c.pushOnlyXYZData(b); // Push only xyz coordinates to 

end of container
/* Time measurement ends here */

The results of the fourth test, the dependence between the file read speed and the
size of the temporary buffer are shown in Fig. 4.
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Fig. 3. The results of the third test, the dependence between the file read speed and the size of
the temporary buffer.
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Figure 4 presents the results of the fourth test. According to the data, you can really
notice that the throughput increased on average by 12–23% for larger buffers. This is
due to the reduction of delays between reading from the file. In addition, you may
notice that the increase in load time comes earlier for Cloud 1 and is higher, this is due
to the fact that copying only the coordinates of the point reduced the amount of copy
data for Cloud 1 to only 8 bytes (per point), whereas for Cloud 2–51 bytes, for Cloud
3–55 bytes. Thus, the optimal buffer size for loading and copying of data is 16–
128 KB, in addition, reducing the amount of copied data also improves the overall
situation with the file load time.

3.2 Parallel Loading and Preprocessing

The next step is to use multithreading to eliminate delays between reading from a file,
for this we developed Test 5. The main idea of this test is the use of several temporary
buffers and two lock-free queues, one queue contains free buffers, the second one
contains the occupied ones. In this test, two threads are used: the first thread loads data
from the file into the free buffer, the second thread copies the data from the occupied
buffer to the internal data structure. In the test, we used five temporary buffers.
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Fig. 4. The results of the fourth test, the dependence between the file read speed and the size of
the temporary buffer.
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Pseudocode for Test 5 is following:

/* Time measurement starts here */

// Queue for freed buffers (Lock-free)
Queue<Buffer> freeQ(queueLength);
/* Push free buffers to freeQ */
// Queue for loaded buffers (Lock-free)
Queue<Buffer> loadedQ(queueLength);

auto t1 = std::thread([&] 
{ 
while(/* not all points readed from file */) {
Buffer b = freeQ.pop(); // Pop free buffer from 

queue
r.readChunk(b, b.size()); // Read file chunk to 

buffer
loadedQ.push(buffer); // Push points to queue

 } 
});
auto t2 = std::thread([&]
{ 
while(/* not received stop signal */) {
if(Buffer b = loadedQ.pop()){ // Pop points from 

queue
c.pushAllData(b); // Push all readed data to end of 

container
freeQ.push(buffer); // Push used buffer to queue

  } 
 } 
});
// Wait for threads ends
t1.join();
t2.join();
/* Time measurement ends here */

Reader r(filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container
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The results of the fifth test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 5.

Figure 5 presents the results of the fifth test. According to the data, the use of
multithreading has reduced the delay between reading parts of the file. With the correct
choice of the number of temporary buffers and their size, you can achieve such a file
load time as in Test 2, taking into account that in Test 5, in addition to reading the file,
all the data is also copied. Unfortunately, due to the use of several temporary buffers, an
increase in load time occurs much earlier than in Test 2.

Test 6 simulates the usual situation for processing laser scanning data when some
of the loaded data needs to be pre-processed. The simplest example of such a situation
is the application of displacement and scaling to the coordinates of a point. Pseudocode
for Test 6 is following:
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Fig. 5. The results of the fifth test, the dependence between the file read speed and the size of
the temporary buffer.
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Reader r(filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */

// Queue for freed buffers (Lock-free)
Queue<Buffer> freeQ(queueLength);
/* Push free buffers to freeQ */
// Queue for loaded buffers (Lock-free)
Queue<Buffer> loadedQ(queueLength);

auto t1 = std::thread([&] 
{ 
while(/* not all points readed from file */) {
Buffer b = freeQ.pop(); // Pop free buffer from 

queue
r.readChunk(b, b.size()); // Read file chunk to 

buffer
loadedQ.push(buffer); // Push points to queue

 } 
});
auto t2 = std::thread([&]
{ 
while(/* not received stop signal */) {
if(Buffer b = loadedQ.pop()){ // Pop points from 

queue
preprocess (b); // Preprocess XYZRGBData
c.pushAllData(b); // Push all readed data to end of 

container
freeQ.push(buffer); // Push used buffer to queue

  } 
 } 
});
// Wait for threads ends
t1.join();
t2.join();
/* Time measurement ends here */
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The results of the sixth test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 6.

Figure 6 presents the results of the sixth test, the data show an increase in file load
time, for the best cases, up to almost 54% for Cloud 1 and about 11% for Cloud 2 and
Cloud 3. This is due to the fact that the thread responsible for pre-processing and
copying is no longer up to its tasks, as a result of which there are delays in reading the
file. In Fig. 6, you can see a big difference in the load speed of Cloud 1, this is because
the pre-processing function affects 90% of Cloud 1 data, and only 28.6% of Cloud 2
data and 26.9% of Cloud 3 data.

To solve the problem in Test 6, we developed Test 7. The main idea is the use of
three threads, the third thread, like the second one, is used for pre-processing and
copying of the loaded data.
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Fig. 6. The results of the sixth test, the dependence between the file read speed and the size of
the temporary buffer.
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Pseudocode for Test 7 is following:

Reader r(filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */

// Queue for freed buffers (Lock-free)
Queue<Buffer> freeQ(queueLength);
/* Push free buffers to freeQ */
// Queue for loaded buffers (Lock-free)
Queue<Buffer> loadedQ(queueLength);

auto t1 = std::thread([&] 
{ 
while(/* not all points readed from file */) {
Buffer b = freeQ.pop(); // Pop free buffer from 

queue
r.readChunk(b, b.size()); // Read file chunk to 

buffer
loadedQ.push(buffer); // Push points to queue

 } 
});
auto f = [&]()
{ 
while(/* not received stop signal */) {
if(Buffer b = loadedQ.pop()){ // Pop points from 

queue
c.pushAllData(b);// Push all readed data to end of 

container
freeQ.push(buffer); // Push used buffer to queue

  } 
 } 
};

auto t2 = std::thread(f);
auto t3 = std::thread(f);
// Wait for threads ends
t1.join();
t2.join();
t3.join();
/* Time measurement ends here */

The results of the seventh test, the dependence between the file read speed and the
size of the temporary buffer are shown in Fig. 7.
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Figure 7 presents the results of the seventh test, the data almost coincides with the
results of Test 5, this was achieved by introducing an additional thread for pre-
processing and copying, which made it possible to eliminate delays in reading the file
by the first thread. Due to this, almost the maximum load speed was achieved, taking
into account that in parallel with the loading, all data are pre-processed and copied.

At this point, we can conclude when correctly setting parameters such as the
number of temporary buffers, the size of temporary buffers and the number of pro-
cessing threads, you can achieve optimal results when loading and processing a point
cloud.

3.3 Third-Party Libraries

Test 8 and Test 9 were developed for testing third-party libraries. We chose two most
common libraries for loading LAS files in C++: PDAL and LAStools.

PDAL is an open source library for working with point cloud data, one of the
possibilities provided by this library is load files in LAS format. Unfortunately, this
library does not support loading of Cloud 2 and Cloud 3 because of the point format, so
testing was performed only on Cloud 1.

LAStools is one of the most common open source laser scanning data processing
tools. This set of tools allows you to load LAS files using the LASlib library.
Unfortunately, this library supports reading the file only by one point, so there is no
possibility to adjust the size of the temporary buffer.

The test results are presented in the Table 3.
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Fig. 7. The results of the seventh test, the dependence between the file read speed and the size of
the temporary buffer.
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4 Conclusions

As a result of a survey of various approaches for loading a point cloud, we identified
problems with the standard data loading method. The problem is the increase in file
load time when an intermediate pre-processing of loaded data occurs. Pre-processing
makes delays between reading parts of a file because of what bandwidth drops.

To solve this problem, it was proposed to separate the loading of the raw section of
the file and its pre-processing. For this, multithreading was used, and this decision
eliminated the delays between reading. Proper configuration of parameters such as the
size of the temporary buffer, the number of temporary buffers and the number of
preprocessing threads can allow you to achieve the maximum file load speed. The
study showed that for all cases the optimal buffer size is in the range of 32–128 KB, the
number of temporary buffers and the number of pre-processing threads is very
dependent on the pre-processing algorithm, the more complex the algorithm, the more
pre-processing threads are necessary to maintain a balance between loading and pre-
processing. As a result, it was possible to reach the maximum file load speed limited by
the data bus bandwidth.

This study was conducted using the Ubuntu operating system with the Ext4 (Fourth
Extended File System). The next step is to run these tests using a Windows operating
system with the NTFS (New Technology File System) to confirm the results of our
tests.
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Abstract. Hyperspectral images have been increasingly important in
object detection applications especially in remote sensing scenarios.
Machine learning algorithms have become emerging tools for hyperspec-
tral image analysis. The high dimensionality of hyperspectral images and
the availability of simulated spectral sample libraries make deep learn-
ing an appealing approach. This report reviews recent data processing
and object detection methods in the area including hand-crafted and
automated feature extraction based on deep learning neural networks.
The accuracy performances were compared according to existing reports
as well as our own experiments (i.e., re-implementing and testing on
new datasets). CNN models provided reliable performance of over 97%
detection accuracy across a large set of HSI collections. A wide range of
data were used: a rural area (Indian Pines data), an urban area (Pavia
University), a wetland region (Botswana), an industrial field (Kennedy
Space Center), to a farm site (Salinas). Note that, the Botswana set was
not reviewed in recent works, thus high accuracy selected methods were
newly compared in this work. A plain CNN model was also found to
be able to perform comparably to its more complex variants in target
detection applications.

Keywords: Hyperspectral imaging · Classification · Remote sensing ·
Deep learning

1 Introduction

Hyperspectral imaging (HSI) techniques gathers and processes data from across
the electromagnetic spectrum. Each pixel in a hyperspectral image is obtained
with several spectral bands that can be used for object/material detection. The
spatial and spectral properties of specific objects show similarities or differences
from one another, thereby allowing the discrimination of different objects in the
same perspective based on the image data analysis.
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Developing efficient methods to process hyperspectral images with hundreds
of channels is often a challenging task due to several factors such as high dimen-
sionality, the lack of training samples, mixed pixels, light-scattering mechanisms
during acquisition, nonlinear and complex data due to different atmospheric and
geometric distortions [22]. One example, the “Hughes phenomenon” [25] showed
the overall mean accuracy is a function of three parameters: measurement com-
plexity, data set size, and the prior probability of the pattern classes. Thus,
high dimensionality can influence the accuracy performance. Furthermore, [32].
the position of the sun, imaging angle and direction may cause intra-class dif-
ferences [1,21,45]. Therefore, besides appropriate classification techniques, data
reduction and feature extraction have been found crucial to the accuracy perfor-
mance of object detection [21,22]. For example, among attempts using support
vector machine (SVM) [2,32,46], a more recent work [36] was based on indepen-
dent component analysis and morphological features. Meanwhile, sparsity-based
algorithms [15,16,20] showed that the sparse representation of a pixel can pre-
dict the class label of the test sample better than classical SVMs. Recently,
deep-learning approaches [14,17,28,35,39–41,43,47,49–52] make use of hierar-
chically extracted deep features. The framework of [14] was a combination of
principle component analysis (PCA), stacked autoencoders architecture, and
logistic regression. While most works used convolutional neural networks (CNN)
excessively increasing network depth, the more recent learning [43] used a deep
feature fusion network that utilised the correlated information among different
hierarchical layers, thus more discriminative features.

Existing surveys focussed on challenges of HSI processing as a comprehen-
sive tutorial/overview (e.g., [10,22]). While the recent review [22] covered broad
topics including classification, unmixing, dimensionality reduction, resolution
enhancement, denoising, change detection, and fast computing, this work anal-
yses the latest methods (since 2014) from the object detection application point
of view. The main contributions of this work are:

– We review methods that relate to data pre-processing and object detection
algorithms using HSI data.

– We systemically summarise the accuracy performance according to existing
individual comparisons.

– We implemented and re-evaluated deep-learning methods using a larger set of
popular HSI images while existing comparisons only used one or two datasets
in common with each other. Thus, this review includes new test trials for
several compared methods.

– Our observations suggest important directions in applying deep-learning
approaches to target detection scenarios with HSI data.

2 Data Pre-processing Methods

2.1 Hyperspectral Data Representations

Spectral and spatial information are two fundamental representation types for
HSI [27]. When performing spatial and spectral sampling, the information is
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sampled at the sensor’s spatial and spectral resolution; i.e., a 3D “hypercube”
X ∈ Rn1×n2×nb is obtained, containing n = n1 × n2 and nb bands [10]. In the
spectral representation, each pixel is defined in the spectral space x ∈ Rnb . In
the spatial representation, each image band is a matrix Xi ∈ Rn1×n2 . Because
of the high spatial correlation within bands, neighbouring pixels likely represent
similar material. Spatial (or contextual) information can provide the adjoining
pixel relationships and thus may improve the classification accuracy [27].

A combined representation of these two types was called spatial-spectral
feature. There are two common strategies to combine: extracting spectral and
spatial features separately or directly from sample cubes of the HSI. In spatial-
spectral representation, spectral information processing incorporates adjacent
relationships of pixels, while spatial information analysis for a single band con-
siders the relationships with other bands [26,41,49].

2.2 Challenges and Pre-processing Techniques

Redundancy Reduction: Because the dimension of HSI data is often large
(tens of thousands), this causes a high computational cost in object detection
applications, especially in deep learning approaches [14]. On the other hand,
the sparseness of HSI data has been demonstrated in earlier works [15,16,20].
Therefore, selecting an appropriate subset of bands was considered an efficient
process. Band selection can be done using the highest class-separability criterion
[2,19] or information theory-based methods [23]. Other techniques include a
kernel method for the selection based on nonlinear dependence between spectral
bands and class labels [13] and minimized the error probability using a Bayes
classifier [11].

Limited Annotated Training Samples: Collecting HSI data and annotating
each pixel are labour-consuming tasks thus the training sets found in existing
works were often in limited size. Recently, Li et al. [28] used pixel pair features
(PPF) to mitigate the problem of training label shortage. PPF was based on
combined pairs of pixels in a training set. Specifically, two pixels are randomly
chosen from a labelled training set, and a subtle rule deduces the label of each
PPF pair based on the labels of both pixels. If two pixels have same labels, the
pair is assigned the same label. If the pixels do not have the same labels, the pair
is labelled as “extra”, a newly added auxiliary class. The random combination
of pixels significantly increases the number of labelled training instances.

3 Object Detection Methods

Detection approaches can be grouped into two directions: “two-step” that con-
sists of a hand-crafted feature extraction step with classification afterwards, and
“one-step” (i.e., feature extraction is integrated within the classification model).
The former group include conventional methods (e.g., SVMs [2,32,46], sparsity-
based [15,16,20]) while the latter was recently introduced in deep learning (DL)
models (e.g., [28,35,39,41,43,49–51]).
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3.1 Two-Step Approaches

Most traditional feature extraction methods for HSI have been using statistical
theory, fuzzy theory, and machine learning [10,22]. For example, linear extraction
techniques include PCA [42], minimum noise fraction (MNF) [38], independent
component analysis (ICA) [8], and linear discriminant analysis (LDA) [6]. In the
spatial domain, existing works used Gabor filter banks [33]. Meanwhile, several
approaches used nonlinear transformations such as morphological analysis [9,42],
kernel methods [12], and manifold regularisation [3–5,29].

Then, hand-crafted features were used as inputs of conventional classifiers
such as the K-nearest neighbour classifier (KNN) [29] and SVM [2,26,37,46]. For
instance, Ma et al. [29] deployed a manifold structure from the pixel values then
utilised a weighted KNN classifier. In another work, Tuia and Camp-Valls [37]
employed SVM with a kernel to train directly from images. Meanwhile, Ji et al.
[26] addressed both the pixel spectral and spatial constraints then formulated
the relationships among pixels in a hypergraph structure. Their hyperedge is
generated by using distance among pixels, where each pixel is connected with
its K-nearest neighbours in the feature space.

Recently, deep learning approaches were used for automated feature extrac-
tion step from internal layers of a neural network; then these features were used
as inputs of conventional classifiers. Auto-encoders and deep belief networks were
typical examples of this direction [14,24,40]. Auto-encoder (AE) is an unsuper-
vised learning method to learn fewer representations from high dimensional data
space and not require annotated training sets [40]. The approach reduced the
reconstruction error between the input data at the encoding layer and its recon-
struction at the decoding layer [40]. Stacked Auto-encoder (SAE) is a model
comprising a number of AE layers with a greedy layer-wise training scheme and
a logistic regression layer for classification [14]. Deep belief network (DBN) [24]
is a another DL model in which nonlinear description of objects can be analysed.
DBN combines the advantages of unsupervised and supervised learning. It is also
an automated feature extraction process. DBN was introduced to apply for HSI
data using a back-propagation network and a SVM classifier as the final step of
classification [48].

3.2 One-Step Approaches

In another approach, DL has also been suggested in one-step solutions (i.e., auto-
matically extract deep information from pre-processed HSI data and blindly
feed this information into the classification layer of the network). These deep
features were considered high-level and abstract representations, thus, could be
more robust and efficient than lower-level hand-crafted features. Existing works
followed this direction include CNN variants [41,50,51], auto-encoders [14,40].
CNN structures were typically designed to process data that come in the form of
multiple arrays, e.g., a multispectral image composed of many 2-D arrays con-
taining pixel intensities in the multiple band channels. Due to the properties of
natural signals, namely, local connections, shared weights, pooling, and the use
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of multiple layers, CNN has been suggested for the HSI classification applications
as a one-step strategy [17,39,41,43,50,51]. The architecture of a typical CNN is
integrated as a series of layers for different assignments including input, convo-
lution, pooling, normalization, drop-out and output. Convolutional layers were
considered the most important layers that extract features. Specifically, a few
first layers provided low-level information such as edges, lines and corners while
the latter ones described more abstract features such as structures, objects, and
shapes. Typically, after each convolutional layer, there exist pooling layers that
are created by computing some local non-linear operation of a particular feature
over a region of the image. The process guarantees that the similar outcome
can be obtained, even when image features have small translations or rotations,
which is essential for scene classification and detection. Then, normalization lay-
ers aim to improve generalisation inspired by inhibition schemes presented in
the real neurons of the brain. In the last few layers of the network. A dropout
training method [44] has been recently suggested to reduce over-fitting effects
[39,41,43].

4 HSI Datasets

Due to the application-oriented purpose of this survey, we categorised scenarios
of target detection scene as follows: rural area, urban, industrial field, and natural
reserves. We selected popular public datasets for each scene type as in Table 1.
Indian Pines data [7] (DS1) represents a rural area. Pavia University campus
site [31] (DS2) represents an urban area. Botswana image [18] (DS3) illustrates a
swarm and delta region. Kennedy Space Center HSI [34] (DS4) is an example for
an industrial field. Other datasets in Table 1 including Salinas Valley, Houston,
and Pavia City share a near similar scene and settings, thus, are briefly compared
according to previous results (Table 2). Specific details of datasets tested in this
work are depicted as follows.

Rural Area (Dataset 1): This scene shot was taken in 1992 at a 2 × 2-mile
area at 20 m spatial resolution of Northwest Tippecanoe County, Indiana (USA)
by AVIRIS sensor (224 spectral reflectance bands ranging 0.4–2.5µm). This is
so-called Indian Pines data and are provided by Purdue University [7] as a subset
of the original capture. The public part consists of 145 × 145 pixels and covers
agriculture land, forest, and other natural perennial vegetation. In the human
living area, the scene contains roads, major dual lane highways, a rail line, low
density housing, and other built structures. In the farm field, as in June, the field
is in early stages of growth. The manual labels mark 16 object classes (Fig. 1).
The image was removed the portion with water absorption, specifically in bands
of 104–108, 150–163, and 220 [7]. Thus, there are 200 bands used out of 224
in total of the raw shot.
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Table 1. Specifications of publicly available datasets.

Name Scene type Location Size (Pixels) Spatial
resolution
(m/pixel)

Spectral band
(used/total)

DS1 Rural Northwestern
Indiana, USA.
1992

145 × 145 20 200/224

DS2 Urban Pavia
University
Campus,
Pavia, Italy

610 × 340 1.3 103/116

DS3 Wetlands Okavango
Delta,
Botswana
(Africa)

1476 × 256 30 145/242

DS4 Industrial
field

Kennedy
Space Center,
FL, USA

512 × 614 18 176/224

DS5 Farm Salinas Valley,
California,
USA

512 × 217 3.7 204/224

Other Urban University of
Houston
campus

– 2.5 114

Other Urban Pavia, Italy 1096 × 1096 1.3 102/114

Urban Area (Dataset 2): The Pavia University scene was captured at the
University of Pavia campus, Pavia, Italy, from a reflective optics system imag-
ing spectrometer (airborne by the German Aerospace Agency, sponsored by
the European Union). The spectrometer has 115 band channels ranging 0.43–
0.86µm. The spatial resolution is 1.3 m per pixel. The publicly portion of the
dataset has the size of 640 × 340 pixels provided by Pavia University (Italy)
[31]. There are 9 classes of objects in the image: asphalt, meadow, gravel,
trees, painted metal sheet, bare soil, bitumen, self-blocking bricks, and shadows
(Details of number samples for each object are listed in Fig. 2). Due to noise, only
103 channels were further processed. The image was corrected atmospherically,
but not geometrically [31].

Wetland Area (Dataset 3): In 2001–2004, National Aeronautics and Space
Administration (NASA) collected from the Earth Observer-1 satellite a sequence
of HSI images over the Okavango Delta, Botswana. This scene is one of the
world’s largest freshwater wetlands (approximately 15,000 km2). The Hyperion
sensor on the satellite has 30 m pixel resolution and 242 bands covering the
400–2500 nm (10 nm windows) [18]. The public data portion was a 7.7 km strip
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Fig. 1. Objects distribution of the scene and RGB image for Indian Pines.

Fig. 2. Objects distribution of the scene and RGB image for Pavia University Campus.

acquired on May 31, 2001 (Fig. 3). The set includes seasonal swamps, and wood-
lands of the Delta. The data was pre-processed by the provider to reduce the
effects of miscalibration, and intermittent anomalies [18]. Noisy bands (due to
water absorption) were removed, and the remaining 145 bands were: [10–55,
82–97, 102–119, 134–164, 187–220].

Industrial Field (Dataset 4): Kennedy Space Center (KSC) located on Mer-
ritt Island, Florida is one of ten field centres of NASA. The AVIRIS instrument
(Airborne Visible/Infrared Imaging Spectrometer) was used to capture KSC site
on March 23, 1996. The specifications of the sensor were: 224 bands of 10 nm
width; wavelengths from 400–2500 nm [34]. The KSC data, collected from an
altitude of approximately 20 km, have a spatial resolution of 18 m (Fig. 4). After
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Fig. 3. Objects distribution of the scene and a section of RGB for Botswana delta.

Fig. 4. Objects distribution of the scene and a section of RGB for KSC.

being pre-processed (e.g., water absorption and low SNR bands removed), 176
bands were used further. Class labels of pixels were derived by KSC personnel
using colour infrared photography and Landsat Thematic Mapper (TM) imagery.

Farm (Dataset 5): Salinas Valley HSI data was captured by the 224-band
AVIRIS sensor over Salinas Valley, California. The spatial resolution was 3.7 m.
The data comprises 512 × 217 samples. Noisy bands with water absorption were
[108–112], [154–167], 224. There are 16 objects labelled in this data set including
vegetable matter, bare soils, and vineyard fields (Fig. 5).

Other Datasets: There are other popular HSI collections that were used in
existing comparisons. Houston campus site image was provided by the University
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Fig. 5. Objects distribution of the scene and a section of RGB for Salinas.

of Houston in June 2012. The image has 349 × 1,905 pixels (spatial resolution
of 2.5 m, 144 spectral bands ranging from 0.38 → 1.05µm). There are parking
lots, highway, railway, tree, soil, water, grass, residential and commercial blocks
in the scene. Pavia city data set was collected by the similar instrument with
the Pavia University campus. The image was of the center of Pavia, Italy. The
data contains 103 bands and 1096 × 1096 samples.

5 Existing Performance Comparisons

From the previously reported results, Table 2 lists latest noticeable works (since
2017) in deep learning neural network approaches and a few of baseline meth-
ods. The performance was reported as percentage % for overall accuracy (i.e.,
averaging for all classes) across several HSI collections. We noticed that most
of deep learning works achieved much higher performances against non-deep-
learning ones such as random forest and support vector machine based. More-
over, among recent deep learning methods, most of CNN variants performed
comparably. However, not all of works used the same experiment datasets.

6 Experiments

6.1 Settings

In response to the aforementioned reviews of literature reports, we carried out
our own experiments to re-evaluate a selected groups of works with a broader
set of HSI. First, we implemented the method of FDSSC [47] as it was the
latest and had the highest accuracy (over 99%). As FDSSC is a CNN variant,
we also implemented a plain CNN model as a baseline. We selected a simple
CNN in [50] as it was well described and recently reported but was missed in
state-of-art comparisons. Then we deployed the SAE-LR [14] approach because
it is an unsupervised learning type of detection while CNNs are supervised ones.
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Table 2. Comparisons of accuracy performance across public HSI images as reported
in existing works. Overall accuracy performance is calculated for all classes (%) in each
dataset used or ‘-’ if not used. IndianP: DS1. PaviaU: DS2. KSC: DS3. PaviaC: Pavia
City data. Houston: Houston University campus (Sect. 4).

Methods IndianP PaviaU PaviaC KSC Salinas Houston Reported work (reference,

year)

SAE-LR [14] - - 98.52 98.76 - - Proposed vs. RBF-SVM,

EMP RBF-SVM ([14],

2014)

DC-CNNaug

[51]

98.76 99.68 - - - - Proposed vs. DC-CNN,

CNN, SSDL ([51], 2017)

CNN [50] 64.19 67.85 - - 85.24 - Proposed vs. SVM, KNN

([50], 2017)

RNN-GRU-

PRetanh

[35]

88.63 88.85 - - - 89.85 Proposed vs. RNN-LSTM,

RNN GRU-tanh, CNN,

SVM-RBF, RF 200 trees

([35], 2017)

RNN-GRU-

tanh

[35]

85.71 80.70 - - - 85.73 Baseline ([35], 2017)

RNN LSTM

[35]

80.52 77.99 - - - 85.41 Baseline ([35], 2017)

CNN [35] 84.18 80.51 - - - 85.42 Baseline ([35], 2017)

SVM-RBF

[35]

72.78 78.82 - - - 77.09 Baseline ([35], 2017)

RF-200 trees

[35]

69.79 71.37 - - - 72.93 Baseline ([35], 2017)

FDSSC [47] 99.75 99.97 - 99.96 - - Proposed vs. CNN,

SAE-LR, 3D-CNN-LR,

SSRN ([47], 2018)

CNN [30] 95.96 99.38 - 99.31 - - Baseline ([47], 2018)

SAE-LR [14] 96.53 98.46 - 92.99 - - Baseline ([47], 2018)

DFFN [43] 98.52 98.73 - - 98.87 - Proposed vs. DRNN,

DCNN, RVCANet, SVM

([43], 2018)

DRN [43] 98.36 98.52 - - 98.48 - baseline ([43], 2018)

DCNN [43] 97.93 97.19 - - 95.05 - baseline ([43], 2018)

SAE-LR: Stacked Autoencoder with Logistic Regression. RF: Random Forest. SVM-RBF: Support

Vector Machines - Radial Basis Function. EMP: Extended Morphological Profiles CNN: Convolu-

tional Neural Network. DC-CNNaug: Dual Channel CNN + Augmentation. FDSSC: Fast Dense

Spectral–Spatial CNN DFFN: Deep feature fusion network RNN: Recurrent Neural Network. DRN:

Deep residual CNN. DCNN: Deep plain CNN.

From Table 2, the SAE-LR was reported to have high accuracy but did not
perform consistently in later works as a baseline (e.g., in the report of [47]).

These three methods were re-evaluated on Indian Pines data [7] for a rural
area; Pavia University campus site [31] for an urban area; Botswana image [18]
for a wetland region; Kennedy Space Center [34] for an industrial field; and
Salinas data for farming areas (Sect. 4). Note that, the Botswana data was not
reported recently (Table 2) thus it is newly tested for all of three implemented
methods. For each dataset, we repeated and recorded the accuracy performance
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metric 10 times. Therefore, the experiment results were listed as mean and stan-
dard deviation format in Table 3.

Our experiments were executed on two separate computing systems: a server
of Ubuntu (16.04 LTS, Intel Core i5-5200U processor, 4 cores of 2.20 GHz, Nvidia
GeForce 940M GPU) and a Windows 10 (Home 64-bit; Intel(R) Core(TM) i7
NVIDIA GeForce GTX 1070 GPU). Algorithms were implemented in Python
3.6.6; Tensorflow (GPU version) 1.12.0 Keras 2.2.4. We used PyTorch environ-
ment to more quickly run models for various HSI inputs. We utilised a newer
optimizer to optimize the loss function than the ones in earlier works. Specifi-
cally, we used the Adam optimizer with 1000 epochs. The optimization is stopped
when the loss value does not decrease any more.

We split the training, validation, and test sets as the ratio of 3 : 1 : 6
consistently across five datasets for the experiments with the first two works:
SAE-LR [14] and CNN [50]. Note that this splitting might be different from the
original settings of the CNN work [50]. They suggested 15 training samples per
classes after varying the size in a range from 3 to 15. For the work of FDSSC
[47], we kept the same settings as it was reported for the sake of reproducibility
(i.e., 2 : 1 : 7 for Indian Pines and KSC; 10 : 5 : 85 for Pavia University; and
2 : 1 : 7 for new tests).

6.2 Experimental Results

Table 3 summarises our experimental results for deep learning methods across
public HSI images. Overall accuracy performance is calculated for all classes
(% mean ± standard deviation). Three of methods achieved very high accuracy
levels for all classes. The auto-encoder approach performed dramatically up on
each individual dataset. For instance, the model reached 98% of accuracy for the
Pavia University, Salinas, and Botswana data but yielded only 58% for the KSC
collection. Meanwhile, the two CNN variants performed consistently over 97%
of overall accuracy.

Table 3. Our test results of emerging models across public HSI images. Accuracy
performance is calculated for all classes (% mean ± standard deviation).

Methods
(reference, year)

IndianP PaviaU Salinas KSC Botswana

SAE-LR [14]
2014

84.65± 2.70a 98.32± 0.09a 97.79± 0.11a 57.29± 1.23a 97.40± 0.18

CNN [50] 2017 99.14± 0.23 97.86± 0.19 96.50± 0.21 97.02± 0.30a 99.85± 0.15a

FDSSC [47]
2018

99.77± 0.11 99.98± 0.01 99.95± 0.03a 99.96± 0.07 99.78± 0.24a

a: Newly tested datasets comparing with earlier works.
IndianP: DS1. PaviaU: DS2. KSC: DS3. Botswana: DS4. Salinas (Sect. 4).
SAE-LR: Stacked Autoencoder with Logistic Regression [14]. CNN: Convolutional Neural

Network. FDSSC: Fast Dense Spectral–Spatial CNN [47].
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7 Conclusion

In this report, hyperspectral image analysis was reviewed particularly for object
detection applications. Several HSI data representations were summarised from
spectral/spatial characteristics to hand-crafted or automated feature extraction
using deep-learning methods.

In terms of data sources, we reported publicly available datasets commonly
used for HSI analysis. We found limited research on off-nadir data for our target
detection focus but some available in other areas of HSI applications such as
material discrimination [45], atmospheric compensation [1,2]. We recommend
that future works should investigate this scenario of data collection to expand
further and more efficient HSI-based target detection applications.

Regarding to technical approaches for HSI object detection, we described
both hand-crafted feature extraction in-cooperated conventional methods (e.g.,
support vector machine or decision trees) and automated feature extraction using
deep learning neural networks. According to existing comparisons (summarised
in Table 2), deep learning neural networks performed much better than the con-
ventional ones. Unsupervised features (e.g., intermediate information from auto-
encoders (SAE-LR [14])) may act as mid-level representations and hence provide
more semantic features and more robust detection accuracy than the low-level
ones (i.e., hand-crafted).

8 Discussion

Based on our observations for a selected group of works, we found CNN models
provided comparatively reliable performance of over 97% detection accuracy
across a large set of HSI collections. We included data for a rural area (Indian
Pines data [7]), an urban area (Pavia University campus site [31]), a wetland
region (Botswana image [18]) an industrial field (Kennedy Space Center [34]),
and a farm site (Salinas data, Sect. 4). Note that, the Botswana data was not
reported recently (Table 2) thus it is newly tested for all of three implemented
methods.

According to our experimental experience, we confirmed the non-consistent
performance of SAE-LR [14] found in earlier comparisons (Tables 2 and 3). This
is probably due to the fact that the algorithm depends heavily on the reconstruc-
tion error between the input data at the encoding layer and its reconstruction
at the decoding layer which in turns relates much on the quality of each dataset.
We hypothesize that with a robust pre-processing procedure, the SAE-LR can
work well for unsupervised HSI data. It should be noted that we used the Adam
optimizer when deploying the work of SAE-LR [14] that used a basic optimizer of
stochastic gradient descent thus it took the original experiments four to six hours
to complete a trial. Furthermore, we observed CNN models detected objects
comparably despite of a plain design (i.e., without using residual learning and
feature fusion) or a more complex architecture in recent reports except for one
report of a simple CNN [50]. The authors of [50] only yielded less than 67% for
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Indian Pines and Pavia University sets (Table 2). Therefore, we re-evaluated this
design in our experiments and found it actually worked well (above 97% across
all five datasets). Hence, we suggest that a simple CNN model can perform well
for target detection rather than complex variants.
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lectual property rights granted to partners from the original DMTC project.
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Abstract. The approximation of scattered data is known technique
in computer science. We propose a new strategy for the placement of
radial basis functions respecting points of inflection. The placement of
radial basis functions has a great impact on the approximation quality.
Due to this fact we propose a new strategy for the placement of radial
basis functions with respect to the properties of approximated function,
including the extreme and the inflection points. Our experimental results
proved high quality of the proposed approach and high quality of the final
approximation.

Keywords: Radial basis functions · Approximation · Stationary points

1 Introduction

The Radial basis functions (RBF) are well known technique for scattered data
approximation in d-dimensional space in general. A significant advantage of the
RBF application is its computational complexity, which is nearly independent of
the problem dimensionality. The formulation is leading to a solution of a linear
system of equations Ax = b. There exists several modifications and specifica-
tions of the RBF use for approximation. The method of RBF was originally
introduced by Hardy in a highly influential paper in 1971 [8,9]. The paper [8]
presented an analytical method for representation of scattered data surfaces.
The method computes the sum of quadric surfaces. The paper also stated the
importance of the location of radial basis functions. This issue is solved by several
papers. Some solutions are proposed by the papers [3,15,16], which use the regu-
larization in the forward selection of radial basis function centers. The paper [31]
presents an improvement for the problem with the behavior of RBF interpolants
near boundaries. The paper [13] compares RBF approximations with different
radial basis functions and different placement of those radial basis functions.
However, all the radial basis functions are placed with some random or uniform
distribution. A bit more sophisticated placement is presented in [14].
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The selection of a shape parameter is another problem. Wrong selection of
this parameter can lead to an ill-conditioned problem or to an inaccurate approx-
imation. The selection of the best shape parameter is thus very important. Forn-
berg and Wright [5] presents an algorithm which avoids this difficulty, and which
allows numerically stable computations of Multi-Quadric RBF interpolants for
all shape parameter values. The paper [29] derives a range of suitable shape
parameters using the analysis of the condition number of the system matrix,
error of energy and irregularity of node distribution. A lot of approaches for
selection of a good value of the shape parameter use some kind of random gen-
erator. Examples of this approaches are [2,20]. The paper [1] proposes a genetic
algorithm to determine a good variable shape parameter, however the algorithm
is very slow.

2 Radial Basis Functions

The Radial basis function (RBF) is a technique for scattered data interpola-
tion [17] and approximation [4,27]. The RBF interpolation and approximation
is computationally more expensive compared to interpolation and approximation
methods that use an information about mesh connectivity, because input data
are not ordered and there is no known relation between them, i.e. tessellation is
not made. Although RBF has a higher computational cost, it can be used for
d-dimensional problem solution in many applications, e.g. solution of partial dif-
ferential equations [11,33], image reconstruction [28], neural networks [7,10,32],
vector fields [24,26], GIS systems [12,18], optics [19] etc. It should be noted that
it does not require any triangulation or tessellation mesh in general. There is
no need to know any connectivity of interpolation points, all points are tied up
only with distances of each other. Using all these distances we can form the
interpolation or approximation matrix, which will be shown later.

The RBF is a function whose value depends only on the distance from its
center point. Due to the use of distance functions, the RBFs can be easily imple-
mented to reconstruct the surface using scattered data in 2D, 3D or higher
dimensional spaces. It should be noted that the RBF interpolation and approx-
imation is not separable by dimension. For the readers reference a compressed
description of the RBF is given in the following paragraphs, for details consider
[25,26].

Radial function interpolants have a helpful property of being invariant under
all Euclidean transformations, i.e. translations, rotations and reflections. It does
not matter whether we first compute the RBF interpolation function and then
apply a Euclidean transformation, or if we first transform all the data and
then compute the radial function interpolants. This is a result of the fact
that Euclidean transformations are characterized by orthonormal transforma-
tion matrices and are therefore two-norm invariant. Radial basis functions can
be divided into two groups according to their influence. The first group are
“global” RBFs [21]. Application of global RBFs usually leads to ill-conditioned
system, especially in the case of large data sets with a large span [13,23]. An
example of “global” RBF is the Gauss radial basis function.
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ϕ(r) = e−εr2
, (1)

where r is the distance of two points and ε is a shape parameter.
The “local” RBFs were introduced in [30] as compactly supported RBF

(CSRBF) and satisfy the following condition:

ϕ(r) = (1 − r)q
+P (r)

=

{
(1 − r)qP (r) 0 ≤ r ≤ 1
0 r > 1

(2)

where P (r) is a polynomial function, r is the distance of two points and q is a
parameter.

2.1 Radial Basis Function Approximation

RBF interpolation was originally introduced by [8] and is based on computing
the distance of two points in any k-dimensional space. The interpolated value,
and approximated value as well, is determined as (see [22]):

h(x) =
M∑

j=1

λjϕ(‖x − ξj‖) (3)

where λj are weights of the RBFs, M is the number of the radial basis func-
tions, ϕ is the radial basis function and ξj are centers of radial basis functions.
For a given dataset of points with associated values, i.e. in the case of scalar
values {xi, hi}N

1 , where N � M , the following overdetermined linear system of
equations is obtained:

hi = h(xi) =
M∑

j=1

λjϕ(‖xi − ξj‖) (4)

for ∀i ∈ {1, . . . , N}
where λj are weights to be computed; see Fig. 1 for a visual interpretation of (3)
or (4) for a 21

2D function. Point in 21
2D is a 2D point associated with a scalar

value.
Equation (4) can be rewritten in a matrix form as

Aλ = h, (5)

where Aij = ϕ(‖xi − ξj‖) is the entry of the matrix in the i−th row and j−th
column, the number of rows N � M , M is the number of unknown weights
λ = [λ1, . . . , λM ]T , i.e. a number of reference points, and h = [h1, . . . , hN ]T is
a vector of values in the given points. The presented system is overdetermined,
i.e. the number of equations N is higher than the number of variables M . This
linear system of equations can be solved by the least squares method (LSE) as

AT Aλ = AT h, (6)
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Fig. 1. Data values, the RBF collocation functions, the resulting interpolant (from
[26]).

where the matrix AT A is symmetrical. Another possibility to solve the overde-
termined system of linear equations Aλ = h is using the QR decomposition.

The RBF approximation can be done using “global” or “local” functions.
When using “global” radial basis functions, the matrix A will be full and ill
conditioned in general. When using “local” radial basis functions, the matrix
A might be sparse, which can be beneficial when solving the overdetermined
system of linear equations Aλ = h.

3 Proposed Approach

We propose a new approach for scattered data approximation of 21
2D functions

using Radial basis functions with respecting inflection points of the function.
Inflection points are computed from the discrete mesh and from curves given
by implicit points. For a simplicity, the proposed approach is demonstrated on
sampled regular grid.

The input 21
2D function f(x, y) is for the sake of simplicity of evaluation

sampled on a regular grid. For a general case neighbours have to be determined,
e.g. by using a kd-tree. One important feature when computing the RBF approx-
imation is the location of radial basis functions. We will show two main groups
of locations, where the radial basis functions should be placed.

The first group are extreme points of the input data set. Most of the radial
basis functions have the property of having its maximum at its center (we will
use only those) and thus it is very suitable to place the radial basis functions at
the locations of extreme points.

The second group are inflection points of the input data set. The inflection
points are important as the surface crosses its tangent plane, i.e. the surface
changes from being concave to being convex, or vice versa. The surface at those
locations should be approximated as accurately as possible in order to maintain
the main features of the surface.
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3.1 Determination of Extreme Points

The local extreme points of the function f(x, y) can be either minimum or max-
imum, i.e.

∂f

∂x
= 0 &

∂f

∂y
= 0. (7)

The decision if a point is a local extreme point can be done using only surround-
ing points. In our case, i.e. regular grid, we use four surrounding points, i.e.
point on the right, left, up and down. In general case, neighbor points need to
be determined, e.g. using a kd-tree. If a point is a local maximum, then all four
surrounding points must be lower. The same also applies to a local minimum,
i.e all four surrounding points must be higher (Fig. 2).

Fig. 2. Location of local extreme points. The values 1 and 8 (green) are local extremes,
i.e. local minimum and local maximum. The value 4 (red) is not a local extreme as the
four surrounding values are higher and smaller as well. (Color figure online)

The situation on the border of the input data set is a little bit different as we
cannot use all four surrounding points, there will always be at least one missing.
One solution is to skip the border of the input data set, however in this way
we could omit some important extremes. Therefore, we determine the extremes
from only three or two surrounding points.

3.2 Determination of Inflection Points

The second group of important locations for radial basis functions placement are
inflection points, which forms actually curves of implicit points. The inflection
points are located where the Gaussian curvature is equal zero. The Gaussian
curvature for 21

2D function f(x, y) is computed as

kgauss =

∂2f

∂x2

∂2f

∂y2
−

(
∂2f

∂x∂y

)2

((
∂f

∂x

)2

+
(

∂f

∂y

)2

+ 1

)2 . (8)

The Gaussian curvature is equal zero when

∂2f

∂x2

∂2f

∂y2
−

(
∂2f

∂x∂y

)2

= 0. (9)
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This formula is equivalent to the calculation using the Hessian matrix, i.e.∣∣∣∣∣∣∣∣
∂2f

∂x2

∂2f

∂x∂y
∂2f

∂y∂x

∂2f

∂y2

∣∣∣∣∣∣∣∣
= 0. (10)

To find out the locations, where the Gaussian curvature, i.e. the determinant
of Hessian matrix, is equal zero, we can sample the following function from the
input discrete data set.

I(x, y) =
∂2f

∂x2

∂2f

∂y2
−

(
∂2f

∂x∂y

)2

. (11)

An application example of (11) can be seen in Fig. 3.
Now, we need to find out the locations, where this sampled function is equal

zero. We again use the four surrounding points. If at least one is positive and at
least one is negative, then there must be a zero value in between them. For the
simplicity and to speed-up the calculation we consider the center point as the
inflection point (see Figs. 3 and 4 for illustration).

Fig. 3. Location of inflection points. The green positions with values 1 are considered
as inflection points. The red position with value 4 is not an inflection point as all four
surrounding values from (11) are positive. (Color figure online)

The resulting inflection points form a curve of implicit points. It is quite
densely sampled. However, for the purpose of the RBF approximation, we can
reduce the inflection points to obtain a specific number of inflection points or
reduce them as the distance between the closest two is larger than some threshold
value.

3.3 RBF Approximation with Respecting Inflection Points

In the previous chapters, we presented the location of radial basis functions
for 21

2D function approximation. These locations are well placed to capture the
main shape of the function f(x, y). However we should add some more additional
points to cover the whole approximation space. One set of additional radial basis
functions is placed on the border and in the corners. The last additional radial
basis functions are placed at locations with Halton distribution [4]

Halton(p)k =
�log pk�∑

i=0

1
pi+1

(⌊
k

pi

⌋
mod p

)
, (12)
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Fig. 4. An example of 2 1
2
D function with the curves of inflection points. The red curve

represents the location of inflection points calculated using (11). (Color figure online)

where p is the prime number and k is the index of the calculated element, see
Fig. 5 for an example of denerated points distribution. It is recommended to use
different primes for x and y coordinate.

Fig. 5. The example of 103 Halton points. The Halton sequence was generated using
two prime numbers [2, 3], i.e. for x coordinates a Halton sequence with the prime
number 2 and for y coordinates a Halton sequence with the prime number 3.

Knowing all the positions of radial basis functions, we can compute the RBF
approximation of the 21

2D function. For the calculation we use the approach
described in Sect. 2.1.

4 Experimental Results

In this section, we test the proposed approach for Radial basis function approxi-
mation. We tested the approach on all standard testing functions from [6]. In this
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paper we present the experimental results on only three testing functions, while
the results for other testing functions are similar. The selected testing functions
are the following

f1(x, y) =
2
11

(
sin

(
4x2 + 4y2

) − (x + y) +
5
2

)
(13)

f2(x, y) =
3
4
e− 1

4 ((9x−2)2+(9y−2)2) +
3
4
e− 1

49 (9x+1)2− 1
10 (9y+1)2

+
1
2
e− 1

4 (9x−7)2− 1
4 (9y−3)2 − 1

5
e−(9x−4)2−(9y−7)2 (14)

f3(x, y) =
1
9

tanh (9y − 9x) + 1 (15)

All testing functions z = f(x, y) were “normalized” to the interval x, y ∈
〈−1, 1〉 and the “height” z to 〈0, 1〉 in order to easily compare the proposed
approximation properties and approximation error for all testing functions and
we used Gaussian radial basis function in all experiments.

ϕ(r) = e−εr2
. (16)

Only some representative results are presented in this chapter. The visualization
of (13) is in Fig. 6, the visualization of (14) is in Fig. 9 and the visualization of
(15) is in Fig. 12.

The first function (13) is an inclined sine wave. This function contains inflec-
tion points formed in the elliptical shapes as can be seen in Fig. 8b. In the
experiments we used the Gaussian radial basis function with a shape parameter
ε = 1. The visualization of original function together with the RBF approxima-
tion is in Fig. 6. The approximation consists of 246 radial basis functions (78 are
at locations of inflection points and extremes, 24 are at the borders and 144 are
Halton points). It can be seen that the RBF approximation is visually identical
to the original one. Also precision of approximation is very high, see Fig. 8a

To have a more closer look at the quality of RBF approximation, we computed
the isocontours of the both original and approximated functions, see Fig. 7. Those
isocontours are again visualy identical and cannot be seen any difference.

To compare the original and RBF approximated functions, we can compute
the approximation error using the following formula for each point of evaluation.

Err = |f(x, y) − fRBF (x, y)|, (17)

where f(x, y) is the value from input data set and fRBF (x, y) is the approximated
value. Absolute error is used for evaluations data are normalized to 〈−1, 1〉 ×
〈−1, 1〉 × 〈0, 1〉 as described recently. If we compute the approximation error for
all input sample points, then we can calculate the average approximation error,
which is 2.37 · 10−4, and also the histogram of approximation error, see Fig. 8a.
It can be seen that the most common approximation errors are quite low values
below 0.4%. The higher approximation errors appear only few times. This proves
a good properties of the approximation method.



330 M. Cervenka et al.

(a) Original data set. (b) RBF approximation.

Fig. 6. The RBF approximation of 2 1
2
D function (13). The total number of RBF

centers is 246 (red marks). (Color figure online)
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(a) Original data set.
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(b) RBF approximation.

Fig. 7. The comparison of function isocontours.

The next testing function (14) is visualized together with the RBF approxi-
mation in Fig. 9. This function consists of four hills and the RBF approximation
preserves the main shape. The only small difference is at the borders, which can
be seen in more details in Fig. 10. The Gauss function with the shape parameter
ε = 26 was used as radial basis function.

The average approximation error is 2.75 · 10−3 and the distribution of the
approximation error can be seen in the histogram in Fig. 11.
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(a) Histogram of approximation error. (b) Inflection and extreme points.

Fig. 8. The histogram (a) of approximation error for the function (13). The horizon-
tal axis represents the absolute approximation error computed as (17). It should be
noted, that the vertical axis is in logarithmic scale. The visualization (b) of all located
inflection and extreme points.

(a) Original data set. (b) RBF approximation.

Fig. 9. The RBF approximation of 2 1
2
D function (14). The total number of RBF

centers is 244 (red marks). (Color figure online)

The last function (15) for testing the proposed RBF approximation is visu-
alized in Fig. 12a. This function is quite exceptional, because it has a sharp cliff
on x = y. Such sharp cliffs are always very hard to approximate using the RBF.
However using the proposed distribution of the radial basis functions, we are
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(b) RBF approximation.

Fig. 10. The comparison of function isocontours.
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Fig. 11. The histogram of approximation error for the function (14). The horizontal
axis represents the absolute approximation error computed as (17). It should be noted,
that the vertical axis is in logarithmic scale.

able to approximate the sharp cliff quite well, see Fig. 12b. The problem, that
comes up, is the wavy surface for y > x, see more details in Fig. 13. The Gauss
function with the shape parameter ε = 25 was used as the radial basis function.

The average approximation error for this specific function is 1.22 ·10−2. This
result is quite positive as the function is very hard to approximate using the RBF
approximation technique. The histogram of the approximation error is visualized
in Fig. 14.
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(a) Original data set. (b) RBF approximation.

Fig. 12. The RBF approximation of 2 1
2
D function (15). The total number of RBF

centers is 244 (red marks). (Color figure online)
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(a) RBF approximation isocontours.
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(b) Approximation error isocontours.

Fig. 13. The visualization of approximated function isocontours (a). The visualization
of approximation error as isocontours plot (b), please note that the average approxi-
mation error is 1.22 · 10−2.
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Fig. 14. The histogram of approximation error for the function (15). The horizontal
axis represents the absolute approximation error computed as (17). It should be noted,
that the vertical axis is in logarithmic scale.

5 Conclusion

We presented a new approach for approximation of 21
2D scattered data using

Radial basis functions respecting inflection points in the given data set. The RBF
approximation uses the properties of the input data set, namely the extreme
and the inflection points to determine the location of radial basis functions.
This sophisticated placement of radial basis functions significantly improves the
quality of the RBF approximation. It reduces the needed number of radial basis
functions and thus creates even more compressed RBF approximation, too.

In future, the proposed approach is to be extended to approximate 31
2D

scattered data, while utilizing the properties of the input data set for the optimal
placement of radial basis functions. Also efficient finding a shape parameters is
to be explored.
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Efficient Simple Large Scattered 3D
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Approximation Using Space Subdivision
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Abstract. The Radial basis function (RBF) approximation is an effi-
cient method for scattered scalar and vector data fields. However its
application is very difficult in the case of large scattered data. This paper
presents RBF approximation together with space subdivision technique
for large vector fields.

For large scattered data sets a space subdivision technique with over-
lapping 3D cells is used. Blending of overlapped 3D cells is used to
obtain continuity and smoothness. The proposed method is applicable
for scalar and vector data sets as well. Experiments proved applicability
of this approach and results with the tornado large vector field data set
are presented.

Keywords: Vector field · Radial Basis Functions · Critical point ·
Tornado · Simplification · Approximation · Space subdivision ·
Data compression · Visualization

1 Introduction

Interpolation or approximation methods of scattered 3D vector field data mostly
use tessellation of the given domain, i.e. triangulation or tetrahedralization, etc.
Space subdivision techniques are often used to increase speed-up and decrease
memory requirements in combination of adaptive hierarchical methods, i.e.
quadtree, octree etc. However, the Radial Basis Functions (RBF) is not a sep-
arable (by dimension) approximation. In general, the meshless methods mostly
based on RBF.

Data are split into subdomains, processed and blended together with parti-
tion of unity in [28]. The contribution [28] is an extension of well-known method
[16], which construct surface model from large data sets using multi-level parti-
tion of unity. Downsampling [17] leads to a coarse-fine hierarchy, where points
in each hierarchy level are used incrementally for better approximation. Parallel
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version of this approach [29] claims O(N) computational complexity using gener-
alized minimal residual method (GMRE) with the Schwartz iterative method [3].
Optimization of centers and weights of RBF methods was explored in [25] with
combination of hierarchical decomposition. There are many other related mod-
ifications of RBF approximation with a specific focus available, e.g. parallelism
of [7] for mesh deformation, incremental RBF interpolation [1], computation
of RBF with Least square error [12] with preconditioning aspects and domain
decomposition.

The method for topological information visualization for vector fields is well
known [11]. The vector fields are very complex data sets and the topological
skeleton represents a compact visualization. The vector field topology can be
simplified using [26]. This approach computes clusters of critical points, where
the distance is represented by the weight of merging critical points. The critical
points in one cluster are merged together and can create a higher order critical
point or cancel each other. The method generates the piece-wise linear represen-
tation after building clusters containing singularities. The paper [27] presents an
approach for simplified visualization of vector fields. The authors prove that the
3D vector field inside some closed region can be represented by the 2D vector
field on the surface over this region. The vector filed that uses the Delaunay
triangulation is described in [4]. It removes vertices from the Delaunay triangu-
lation close to critical points and prevents topological changes using local metric
while removing some vertices. Numerical comparison between global and local
RBF methods was explored in [2] to find out the advantages and disadvantages
of local RBF methods use for 3D vector field approximation. The classification of
critical points using Hessian matrix is presented in [21]. Vector field approxima-
tion for the 2D case preserving topology and memory reduction was presented
in [10]. It is based on segmentation and flow in a separate region is approxi-
mated by a linear function. The paper [23,24] proposes an approach for RBF
approximation of vector field and selection of important critical points. Robust
detection of critical points is described in [20].

We propose a new simple and robust approach for large scattered 3D vector
fields data approximation using space subdivision. Usually, the whole data set
needs to be processed at once [13,14]. Other relevant methods are not easy to
implement. Using the space subdivision methods with respecting the continuity
of the resulting approximation, the proposed approach enables to process large
data vector fields.

2 Proposed Approach

The 3D vector field data sets come usually from numerical simulations and are
very large. Such vector fields can be approximated for the visualization purposes
or to minimize the data set size. In our proposed approach for approximation
of 3D vector fields we use modified algorithm described in [22], which computes
2D interpolation of height data sets.

In the following part we introduce a new approach for large 3D vector field
data approximation using RBF and space subdivision respecting continuity of
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the final approximation result. Space subdivision application leads to significant
computational speed-up, decrease of memory requirements and better robustness
of computation, too.

There are three main steps of the algorithm: space subdivision, data approx-
imation of each cell and blending, i.e. joining approximations over overlapping
cells. The Algorithms 1 and 2 present relevant pseudocodes.

Algorithm 1. Pseudocode of the proposed approach for RBF approximation.
1: procedure RBF(Points P ) � Pi = {xi, vi}
2: for all cells in grid do
3: Enlarge cell for approximation by Ψ
4: p ← Points in enlarged cell
5: ξ ← RBF centers in enlarged cell
6: Compute RBF approximation of p

Algorithm 2. Pseudocode of approximated value calculation using the proposed
RBF approximation method.
1: procedure RBF(Point p) � p = {x, y, z}
2: Find neighboring cells
3: Determine distances to cells
4: Compute approximated RBF values for all cells
5: Blend RBF approximated values together � using distances to cells

2.1 Space Subdivision

The divide and conquer (D&C) strategy is used in the proposed algorithm. The
input data set is divided into several domains. In this paper for simplicity of
explanation, we use a rectangular grid for divide and conquer strategy, where
the grid size for 3D data set is n×m× l. We can use any kind of space division,
however the proposed approach is easy to explain sung the regular orthogonal
grid and thus it was used in the presented experiments for its simplicity.

The given data need to be splitted into overlapping cells respecting the cre-
ated grid for application of the space subdivision. Each domain of the grid is
enlarged to a cell which includes some neighboring points from the neighborhood
domains (it will be explained latter on), see Fig. 1.

2.2 Cells RBF Approximation

In the proposed approach, we use the “global” Thin Plate Spline (TPS) radial
basis function, which is shape parameter free and minimizes the tension of the
final approximation [5]. The TPS has the following formula

ϕ(r) = r2 log r =
1
2
r2 log r2 (1)
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Fig. 1. 3D regular orthogonal grid (2D analogy) of one cell. Each cell has points that
are inside the domain plus pints from the overlapping parts (grey color).

Now, the given points are splited into overlapping 3D cells. The RBF approx-
imation needs the centers of radial basis functions. The RBF centers have the
Halton distribution [8] and are placed inside the enlarged cell. The number of
centers for RBF approximation of each cell can be selected according to the
required quality of approximation.

Points inside of a cell are approximated using the RBF approximation with
the TPS function. This approximation uses the standard solution of the linear
system of equations (2). Each cell is approximated independently and therefore
the computation can be done totally in parallel, which increases the performance
and speed-up, too. However, the memory requirements would be higher as mul-
tiple RBF matrices need to be stored simultaneously. This should be considered
when determining the size of a grid for space subdivision.

vi = v(xi) =
M∑

j=1

λjϕ(‖xi − ξj‖),

for ∀i ∈ {1, . . . , N} (2)

where vi = [v(x)
i , v

(y)
i , v

(z)
i ], M is the number of the RBF centers. Solution of

the linear system of equations is a vector λ = [λ1,λ2, . . . ,λM ]T , where λi =
[λx

i , λy
i , λ

z
i ]

T . These values will be used later. However, the matrix for the RBF
computation can be discarded as it will not be needed any more.

2.3 Reconstruction Function and Cells Blending

The already computed approximated cells overlap. To get the final continuous
representation of the 3D vector field, we need to join the RBF approximations
of cells.

The RBF approximation usually has problems with a precision on a border
[15,19] and thus we cannot use the whole enlarged cell for blending. The over-
lapping part of each border is Ψ . For the blending phase we will use only half
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of the overlapping part, see the blue part in Fig. 2, Therefore the size of this
overlapping part is ψ, i.e. (2ψ = Ψ).

Fig. 2. Visualization of the overlap part used for blending (blue color). (Color figure
online)

To blend all the neighborhood cell together, we use modified trilinear inter-
polation (“blending”) of those neighborhood cells. The computed value obtained
for each cell is to be weighted by a coefficient α. The coefficients α are determined
as

α′ =
[
1 − min

(
1,

distance from the border

ψ

)]2

, (3)

where distance from the border is the shortest distance from the location to
the border using the Euclidean metric. The final blending coefficients αi are
computed using Eq. (3) as

αi =
αi

′

2k∑
j=1

αj
′
, (4)

where i = {1, . . . , 2k} and k is the dimension, i.e. k = 3 for 3D vector field data
set. The visualization of blending functions for blending of two approximations
can be seen in Fig. 3. The initial and the final phase of blending function is more
attracted to value 0, resp. 1, thus the final approximation is more smooth.

After computing the proposed RBF approximation with space subdivision
and blending, we end up with an analytical form of the approximated vector field.
This vector field is the simplified representation of the original data set. Moreover
the analytical formula of the vector field can be used for further processing and
visualization.

2.4 Speed-Up of the Proposed Approach (Approximation)

The RBF approximation has actually two parts. First, the RBF coefficients com-
putation. And second, computation of the function value for the given position x.
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Fig. 3. Blending functions for blending of two approximations.

The space subdivision is used to speed-up the computation of vector field
radial basis function approximation, i.e. computation of λ values, and reduces
memory requirements, too.

The asymptotic time complexity of solving overdetermined system of linear
equations with QR decomposition [6] and Householder matrix transformation
[9] is

O

(
2NM2 − 2

3
M3

)
, (5)

where N is the total number of input points, M is the number of centers for
RBF and N > M .

Let us assume that the input vector field data set has an uniform distribution
of points and the input vector field is divided into G cells. The best size of over-
lapping part was experimentally selected as Ψ = 30%, i.e. ψ = 15%. The smaller
overlapping part can result in non-smooth blending and larger overlapping part
will result in higher computation costs while the approximation quality will not
increase much more.

The number of points inside the enlarged cell is different depending on the
location of the cell. In Fig. 4 are visualized 3 different type of cells, when the

Fig. 4. Visualization of different type of cells according to the number of points inside
the enlarged cell.
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cells with the same color have the same number of points inside the enlarged
cell. There is one more group of cells, that has the same number of points inside
the enlarged cell. This group of cells is inside the cube visualized in Fig. 4. In
our computations of time complexity, we will assume, that the number of points
inside each enlarged cell is the same and is equal to

n = (1 + 2Ψ)3
N

G
, (6)

where G is the total number of cells and n is the number of points inside the
enlarged cell. The constant Ψ is the size of overlapping parts.

The proposed RBF approximation method time complexity can be estimated
as:

O

(
G

(
2nm2 − 2

3
m3

))
, (7)

where m is the number of centers for RBF approximation. The value of m is
calculated as

m = n
M

N
. (8)

The speed-up of the proposed algorithm for vector field RBF approximation
compared to the standard RBF approximation is

ν =
O

(
2NM2 − 2

3M3
)

O
(
G

(
2nm2 − 2

3m3
)) =

G3(1 − 3N)

(1 + 2Ψ)9
(
G − 3N (1 + 2Ψ)3

) , (9)

where Ψ is the size of overlapping parts. For large values of N , i.e. N > 106, the
expected speed-up is given as Eq. (10) and the visualization of speed-up is in
Fig. 5.

ν ≈ G3

(1 + 2Ψ)12
. (10)

1E+0

1E+1

1E+2

1E+3

1E+4

1E+5

1E+6

1E+7

1E+8

8 16 32 64 128 256 512 1024 2048

sp
ee

d-
up

total number of cells

Fig. 5. Expected speed-up of the proposed approach of vector field RBF approximation
compared to the standard one (note that the axes are logarithmic).
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An example of the speed-up for the size of overlapping 30% is as the following

ν ≈ G3

(1 + 2 · 0.3)12
=

G3

1.612
≈ G3

281
. (11)

2.5 Speed-Up of the Function Evaluation

In this part we present how the function evaluation speed-up the vector field
RBF approximation computation. Moreover, it also speed-up the evaluation of
the approximation function as well. For the standard RBF function evaluation,
the time complexity can be estimated as:

O (M) . (12)

In the case of the proposed algorithm, the time of RBF evaluation can be
estimated as:

O
(
23m

)
, (13)

where the maximum number of blended approximations is 23, i.e. 8. Using
Eqs. (12) and (13), we can determine the theoretical speed-up of the proposed
method for evaluation of one function value of the vector field RBF approxima-
tion:

η =
O (M)

O (23m)
= O

(
G

23 (1 + 2Ψ)3

)
, (14)

where Ψ is the size of overlapping parts. For most grid resolutions, i.e. number of
cells, the speed-up η � 1, is shown in Fig. 6. Note that the η axis, i.e. speed-up,
is in logarithmic scaling.

3 Experimental Results

In this part we present experimental results. The proposed 3D vector field RBF
approximation is especially convenient for large vector field data set approxima-
tion. Firstly we test the algorithm using small synthetic data sets to present and
prove properties of the proposed approximation method.
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1E+1

1E+2

8 16 32 64 128 256 512 1024 2048

sp
ee

d-
up

total number of cells

Fig. 6. Expected speed-up of function evaluation of the proposed approach for vec-
tor field RBF approximation compared to the standard one (note that the axes are
logarithmic).
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Secondly, the experimental results with real data sets containing 5.5 · 108

points are presented. Experiments proved that the proposed method is capable
to process significantly larger data on a desktop computer.

3.1 Synthetic Data Set

Firstly, we tested the blending of two 11
2D simple functions together to verify

expected properties of the proposed approach. We used two blending functions
from Fig. 3 and performed the blending on two functions that are visualized
in Fig. 7. The two functions are blended in interval [0.4; 0.6] and the result is
visualized in Fig. 7.

Fig. 7. Blending of two functions (red) and the result after blending (black). (Color
figure online)

Secondly, we tested the blending of two 21
2D functions together. The result of

blending two 21
2D functions together at different locations is visualized at Fig. 8.

It can be seen that the blending result is continuous and smooth, as expected.

3.2 Real Data Set

In these experiments, we used the EF5 tornado data set (from [18])1, see Fig. 9a.
The data set contains 5.5 · 108 3D points with associated 3D vector.

1 Data set of EF5 tornado courtesy of Leigh Orf from Cooperative Institute for Mete-
orological Satellite Studies, University of Wisconsin, Madison, WI, USA.
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Fig. 8. Blending of two 2 1
2
D functions together. Visualization of blending for different

“cut” of 2 1
2
D function (a–d), see (e) for “cut” location.

We computed the vector field approximation using the proposed approach
with different number of centers for radial basis functions. The vector field RBF
approximation when using only 0.1% of the number of input points as the number
of RBF centers is visualized in Fig. 9b. It means, that the vector field approx-
imation is visually almost identical with the original vector field data set even
thought a high compression ratio (1 : 103) is achieved. Visualization of 2D slices
is visualized in Fig. 10. Again, the approximated vector field is almost identical
with the original vector field.

The approximation error for different number of centers for radial basis func-
tions is visualized in Fig. 11. The approximation error is computed using the
formula

Err =
∑N

i=1 ‖vi − v̄i‖∑N
i=1 ‖v̄i‖

, (15)

where v̄i is the original vector, vi is the approximated vector and N is the
number of vectors.

This experiments also proved expected precision depending on the number
of centers of the RBF approximation.
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Fig. 9. Visualization of the 3D tornado vector field data set. Red central part represents
the shape of tornado vortex and the yellow color on faces represents the speed of vector
field. The original vector field (top) and the RBF approximated vector field (bottom).
(Color figure online)
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Fig. 10. Visualization of three 2D vector field slices. The top row represents the original
vector field (a–c) and the bottom row represents the approximated vector field (d–f).
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Fig. 11. The approximation error for different number of RBF centers.

4 Conclusion

We presented a new approach for large scale 3D vector field meshless approx-
imation using RBF. The method significantly speeds-up the RBF parameters
calculation, i.e. λ values, and the final RBF evaluation as well.
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The proposed approximation method is based on partially overlapping cells.
These overlapping cells are continuously blended together in order to obtain
approximation of the whole large data set. Due to the space subdivision, the app-
roach decreases memory and computational requirements. The proposed algo-
rithm can be parallelized easily as well.

Experiments made on synthetic and real data proved high performance and
computational robustness. The result of the proposed is an analytical description
of simplified 3D vector field. This is very useful in further processing of the vector
field and visualization as well.

Acknowledgments. The authors would like to thank their colleagues at the Uni-
versity of West Bohemia, Plzen, for their discussions and suggestions. The research
was supported by projects Czech Science Foundation (GACR) No. GA17-05534S and
partially by SGS 2019-016.

References

1. Beatson, R.K., Light, W.A., Billings, S.D.: Fast solution of the radial basis function
interpolation equations: domain decomposition methods. SIAM J. Sci. Comput.
22(5), 1717–1740 (2001)

2. Cabrera, D.A.C., Gonzalez-Casanova, P., Gout, C., Juárez, L.H., Reséndiz, L.R.:
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25. Süßmuth, J., Meyer, Q., Greiner, G.: Surface reconstruction based on hierarchical
floating radial basis functions. Comput. Graph. Forum 29(6), 1854–1864 (2010)

26. Tricoche, X., Scheuermann, G., Hagen, H.: A topology simplification method for
2D vector fields. In: Visualization 2000, Proceedings, pp. 359–366. IEEE (2000)

27. Weinkauf, T., Theisel, H., Shi, K., Hege, H.-C., Seidel, H.-P.: Extracting higher
order critical points and topological simplification of 3D vector fields. In: Visual-
ization, 2005, VIS 2005, pp. 559–566. IEEE (2005)

28. Yang, J., Wang, Z., Zhu, C., Peng, Q.: Implicit surface reconstruction with radial
basis functions. In: Braz, J., Ranchordas, A., Araújo, H.J., Pereira, J.M. (eds.)
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Abstract. Despite the expressive progress of deep learning models on
the image classification task, they still need enhancement for efficient
human action recognition. One way to achieve such gain is to augment
the existing datasets. With this goal, we propose the usage of multiple
Visual Rhythm crops, symmetrically extended in time and separated by
a fixed stride. The symmetric extension preserves the video frame rate,
which is crucial to not distort actions. The crops provide a 2D represen-
tation of the video volume matching the fixed input size of the 2D Con-
volutional Neural Network (CNN) employed. In addition, multiple crops
with stride guarantee coverage of the entire video. Aiming to evaluate
our method, a multi-stream strategy combining RGB and Optical Flow
information is extended to include the Visual Rhythm. Accuracy rates
fairly close to the state-of-the-art were obtained from the experiments
with our method on the challenging UCF101 and HMDB51 datasets.

Keywords: Deep learning · Action recognition · Data augmentation ·
Video analysis · Visual rhythm

1 Introduction

In the last years, much progress has been made in the field of image classifi-
cation. This success is the result of the combination of large image datasets,
such as ImageNet [1], and the creation of new CNN approaches [2,3]. A natural
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consequence of this success was the exploitation of these advances in the field of
video classification. In this domain, one problem consists in recognizing the main
action executed by a person along a video. A solution to this problem is crucial
to automate many tasks and it has outstanding applications: video retrieval,
intelligent surveillance and autonomous driving [4–6]. This specific problem is
called human action recognition and it is the subject of this paper.

The time dimension that is presented in videos produces a significant data
increase if compared to images. Although some works have used 3D CNNs [5,7],
the additional data of time dimension makes it prohibitive to use them without
any previous polling step [8,9]. Most of recent works have used 2D CNNs for
action recognition and this choice requires a video volume representation in a
2D space [9–11]. Such representation also needs to match the input size of the
employed neural network which is commonly fixed. Another problem related to
the data is the lack of massive labeled datasets. The existing ones [12,13] tend
to be poorly annotated [6]. A workaround is to augment some well established
datasets [14,15]. However, once their video lengths vary between samples, the
time dimension manipulation is not simple and special cautions are required
when performing the augmentation. For instance, keeping the original video
frame rate is critical for the action recognition problem. Any variation in the
frame rate could alter the action speed and distort it. When classifying a video
with “walking” action, for example, this could be easily confused with the “run-
ning” action if a video with the first action had its frame rate increased compared
to a video containing the second action.

In previous works, the usage of Visual Rhythms (VRs) [16–19] was proposed
to address the issues imposed by time dimension handling. The VR is a 2D video
representation with combined 1D RGB information varying in time. In this work,
we propose a data augmentation for the VR by extending it symmetrically in
time. This augmentation is an improvement of our previous work [19]. It is
assumed that most actions presented from back to front in time can be properly
classified. Furthermore, abrupt brightness changes are not introduced such as
the periodic extension used in [19]. The symmetric extension in time also allows
the extraction of multiple VR crops without deformations in frame rate. In
addition, the crop dimensions can also be set to match any required input size
of the employed neural network. All of these characteristics together make the
symmetric extension a proper method to augment video datasets.

Our experiments are performed on two well-known challenging datasets,
HMDB51 [15] and UCF101 [14]. A modified version of the widely known Incep-
tionV3 network [2] is used. When combined with other features in a multi-stream
architecture, the VR provides complementary information, which is crucial to
achieve accuracy rates close to state-of-the-art methods. It is used the multi-
stream architecture presented in [19]. This architecture takes RGB, Optical Flow
and symmetrically extended VR images as input. It is empirically showed that
symmetrically extended VRs can improve the final classification accuracy.
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Fig. 1. Overview of the Visual Rhythm stream. After symmetric extension, nw crops
apart from each other by a stride s are extracted in the center (yellow). Depending on
the dataset, extra crops aligned with the image top (magenta) and bottom (cyan) are
extracted. All crops are applied to the CNN. The resulting features are averaged and
the final class is predicted through a softmax layer. (Color figure online)

2 Related Work

The VR is a spatio-temporal slice of a video, i.e., a predefined set of pixels
forming an arbitrary 2D surface embedded in a 3D volume of a video. Despite
it has been first employed to detect camera transitions (cut, wipe and dissolve)
in videos [16,17], the term VR was just mentioned a couple of years later by
Kim et al. [20]. The first employment of VRs in the human action recognition
problem was accomplished by Torres and Pedrini [21]. They utilized high-pass
filters to obtain regions of interest (ROI) in VRs of videos. It is argued that the
action patterns are present in only some parts of the VR.

By extracting the VR from videos, we attempt to reduce the human action
recognition problem to image classification. There are highly successful convolu-
tional neural networks [2,3] for this problem. Aiming to take advantage of such
CNNs, many works have proposed to combine distinct 2D representations of the
videos. The RGB information is a basic feature for this purpose. But even multi-
ple image frames are not able to capture movement correlations along time and
fail to distinguish similar actions [22]. In order to complement RGB based CNNs,
many works have employed Optical Flow sequences as temporal features to sup-
ply the correlations along time [23–25]. Thus, a two-stream model was proposed
to exploit and merge these two features [26,27]. This method showed to be suc-
cessful and other extensions emerged combining more than two streams [9–11].

Despite the success of multi-stream methods, they do not allow communi-
cation between streams [23,25–27]. This lack of interaction hinders the models
from learning spatio-temporal features [6]. An attempt to address this problem
was proposed by Feichtenhofer et al. [10] with an architecture that provided a
multiplicative interaction between spatial and temporal features. Another way
to address this issue is to merge the spatial and temporal information into a sin-
gle feature. To represent such spatio-temporal features, it is necessary to apply
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a pooling method to the video. Wang et al. [9] propose a pooling descriptor,
based on SVM, to obtain a compact video representation. The pooling scheme
is coupled into a CNN model and trained end-to-end. Similarly, the VR is also
a kind of spatio-temporal feature. In the VR, a spatial dimension (X or Y axis)
and the temporal dimension are aggregated into a 2D feature.

As shown in our previous work [19], the VR combined with a multi-stream
model makes it possible to explore time and space interactions in videos to
improve action recognition. The main interest was to introduce the VR as a
spatio-temporal feature and show its contribution to a well-known architecture.
A contribution was a method to detect the better direction (horizontal or ver-
tical) to extract the VR. The criterion was to use the VR of the direction with
more movement. Typical data augmentation techniques were also applied to the
VRs. Such techniques significantly increased the classification accuracy. Moti-
vated by this, we propose the use of multiple VR crops, symmetrically extended
and separated by a fixed stride. This method consists of a proper data augmen-
tation for the VR. Furthermore, some parameters related to the VR are explored
aiming to extract more relevant information from video sequences.

3 Proposed Method

An overview of the VR stream is depicted in Fig. 1. It consists of a classification
protocol using a version of the InceptionV3 network with VRs. A VR is computed
for each video and its data augmentation is driven by symmetric extension.
Multiple crops with fixed stride are extracted from the symmetric extension.
The final class prediction is the averaged prediction of all crops.

y
σ y

Fig. 2. Horizontal weighted rhythm: y is the middle row in this example.
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3.1 Visual Rhythm

In most cases, the trajectory that is formed by the points in P is compact and
thus the VR represents a 2D subspace embedded in video volume XY T . For
instance, if P is the set of points of a single frame row, the resulting VR is a
plane parallel to XT . Analogously, setting P as a single frame column results in
a plane that is parallel to Y T .

The proposal of [18,19], that takes the mean VR formed by all rows, was
adapted. The reason is that the underlying moving object in a video is more
likely to be observed far from the frame borders. By weighting the VRs far
to the main object’s location as the closest ones, one might hinder the motion
representation. Instead, we propose to weight less as the VRs get farther from a
reference row or column. Let Pr = {(r, 1), (r, 2), · · · , (r, w)} be the set of points
forming the row r. We define the horizontal weighted VR as:

WVRy =
h∑

r=1

V RPr
· g(r − y, σy) ·

[
h∑

r=1

g(r − y, σy)

]−1

(1)

where y is the reference row of the horizontal VR, and g(s, σ) = e− s2

σ2 is the
weighting function that decays as the other VRs get farther from the reference
y. Thus, the horizontal VR used in this work is defined by two parameters: the
reference row y and standard-deviation σy. Figure 2 depicts a video of the Biking
class of UCF101 (240 frames with 320 × 240 pixels), forming a VR of 320 × 240
elements. In practice, an interval y ± dy, is defined from σy such that outer rows
have zero weight. In practice, to make the parameter y invariant to video height
h, we define a factor fy such that y = αy · h.

3.2 Symmetric Extension with Fixed Stride Crops

The symmetric extension of a VR, named WVRy, is

WVR+
y (i, k) =

{
WVRy(i, f − m), for�k/f�odd
WVRy(i,m + 1), otherwise

(2)

where 1 ≤ i ≤ w, m is the remainder of the integer division of k by f and k ∈ Z.
Thus, the WVR is composed of several copies of the VR concatenated several
times along the temporal dimension with the even occurrences being horizontally
flipped. Figure 3 shows a video of the Biking class of UCF101 (Fig. 2) extended
three times. The premise is as follows: the action performed backwards in time
also represents the class and can be used to reinforce the NN training.

The VR is extracted from each video in the dataset. Our proposal is to use
multiple crops from each extended VR as a data augmentation process. Each
crop is formed by the image constrained in a wCNN × hCNN window (matching
the CNN’s input). A crop with lower left coordinates x and t is defined as:

C+
xt(a, b) = WVR+

y (x + a, t + b), (3)
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with x ≤ a < x+hCNN and t ≤ b < t+wCNN. The VR is extended symmetrically
until nw crops are extracted using a stride s, i.e., the first crop is taken at t = 0
and all subsequent nw − 1 crops are taken s frames ahead the previous one. The
resulting set of crops for a fixed row x is {C+

xt | t = js}, for j ∈ {0, 1, ..., nw −1}.
If hCNN is smaller than w, i.e., the video frame width is greater than the

corresponding dimension of the CNN, the crops are centered in X as depicted in
Fig. 3. This approach assumes that the main action motion is mostly performed
in this region. Notice that the top and bottom sides are not reached by the
crops. In order to include these regions, extra nw crops keeping the stride s from
each other are obtained, aligned with the top and bottom borders. Thus, up to
3 · nw crops can be obtained depending on the application. This is useful to get
all information in X and for most videos reinforce the central information. The
mean and standard-deviation are computed to normalize each RGB channel of
all crops.

t

x

f 2f 3f 4f

h
CNN

0 s 2s 3s 4s 5s 6s 

wCNN

wCNN

wCNN

wCNN

wCNN

Fig. 3. Symmetric extension of a VR covering five squared crops: the frame width is
w = 320 pixels, the corresponding video length is f = 240 frames, the stride between
crops is s = 150 pixels and the crop dimensions are wCNN = hCNN = 299. The central
area in X is selected in this example.

3.3 Video Classification Protocol

At inference time and for video classification, all the augmented crops are applied
to the CNN and their last layer feature maps are extracted (just before softmax
activation) and averaged. The softmax activation is applied to this average fea-
ture maps and then used to predict the sample class. We argue that this process
might yield better class predictions based on the assumption that multiple crops
taken at different time positions are representative of distinct portion of the
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underlying action in the video. The whole process is depicted in Fig. 1. In train-
ing stage, however, each crop is processed as a distinct sample and separately
classified, i.e. the average is not taken into account.

4 Experimental Results

Datasets. The proposed method was evaluated through experiments performed
on two challenging video action datasets: UCF101 [14] and HMDB51 [15]. The
UCF101 dataset contains 13320 videos. All videos have fixed frame rate and
resolution of 25 FPS and 320 × 240 pixels, respectively. This dataset covers a
broad scope of actions from the simplest to the most complex ones. An example
of the latter is playing some sport or playing some instrument. These videos were
collected from Youtube and divided into 101 classes. Since they were uploaded
by multiple users, there is a great diversity in terms of variations in camera
motion, object appearance and pose, object scale and viewpoint. This diversity
is essential to replicate the variety of actions that a more realistic scenario could
have. HMDB51 is an action recognition dataset containing 6766 videos from
51 different action classes. The HMDB51 includes a wide variety of samples
collected from various sources, including blurred videos, or with lower quality,
and actions performed in distinct viewpoints. The evaluation protocol used for
both datasets is the same. The average accuracy of the three training/testing
splits available for both datasets is reported as the final result.

Implementation Details. The Keras framework [28] was used for all exper-
iments. A slightly modified version of the InceptionV3 network [2] initialized
with ImageNet [1] weights was used in the experiments of the Visual Rhythm
Parameterization section. The InceptionV3 was modified to have an additional
fully connected layer with 1024 neurons and 60% of dropout. The softmax clas-
sifier was adapted to match the number of classes in each dataset. It was used
in the experiments that explored the variation of VR parameters.

All training parameters were kept the same for both datasets. Some Keras
random data augmentation approaches (horizontal flip, vertical flip and zoom
in the range of 0.8 to 1.2) were applied to the VRs. The network was trained
with the following parameters: learning rate of 1e−3, batch size of 16, Stochas-
tic Gradient Descent (SGD) optimizer with momentum of 0.9 and categorical
cross entropy loss function. The early stopping training strategy is adopted with
patience of 6 epochs. The learning rate was also scaled down by a factor of 10
after 3 epochs without any improvement in the loss function. The learning rate
decrease was limited to 1e−6.

The representation of the video through the weighted VR depends on the
choice of two parameters: a reference row (or column) αy and the standard-
deviation σy. The impacts of these parameters are explored in the first two
experiments. The results show that the right choice of these parameters can help
to improve the accuracy in both datasets. These results also provide evidence
that the main action of the videos tends to focus around a certain region of
the frames. We also perform experiments varying the symmetrical extension
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parameters aiming to achieve the better settings for it. The results corroborate
the assumption that a data augmentation method is essential for increasing the
accuracy rates.

4.1 Visual Rhythm Parameterization

A sequence of experiments was performed to discover the best set of parameters
for WVR+. The WVR approach is used as baseline comparison method in order
to assess the performance gain along these experiments. The mean accuracy
reached with WVR is 64.84% and 34.34% in UCF101 and HMDB51 datasets,
respectively. All the evaluations used horizontal VRs. This is justified by its
superior accuracy in contrast to the vertical one [19]. Throughout the experi-
ments, the best parameters are employed in the subsequent executions. Initially,
the parameters used for VR and the symmetric extension are: αy = 0.5 (middle
row), nw = 1 and only the central crop in X is extracted. Since InceptionV3
expects input images of 299 × 299 pixels, wCNN and hCNN are both set to 299.
The method depicted in Fig. 1 is employed in all experiments.

In the first experiment, we compare the impact of the variation of the σy

parameter. The following values for σy were tested: 7, 15, 33, 49 and 65. These
values were chosen with the purpose of verifying if the region in which the action
is performed is concentrated in a small area or it is more vertically spread. The
results are shown in Table 1. The better standard-deviation for UCF101 was
33 and for HMDB51 it was 15. This indicates that actions on UFC101 tend to
occur in a more spread region compared to HMDB51, since a smaller standard-
deviation means more concentrated Gaussian weighting around the middle row.

Table 1. Comparison of accuracy rates (%) for UCF101 and HDMB51 varying the σy

parameter

σy UCF101 (%) HMDB51 (%)

7 63.29 33.66

15 63.85 33.99

33 65.26 33.40

49 64.62 32.24

65 63.00 31.46

In the second experiment, we show the influence of the reference row on the
accuracy rate. As mentioned earlier, a factor αy is used instead the parameter
y. The values chosen for the factor were: 0.40, 0.45, 0.50, 0.55 and 0.60. Values
above 0.5 indicate the lower part of the image. Because the samples in both
datasets come from multiple sources, the main action in each video may not
happen exactly in the center of the video. This is the case of the UCF101. It was
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empirically observed that the better results were obtained when the reference
row is located just below the center of the video. The mean action position in this
dataset tends to be shifted around 5% below the middle of the video (Table 2).

Table 2. Comparison of mean accuracy rates (%) of UCF101 and HMDB51 varying
the αy factor

αy UCF101 (%) HMDB51 (%)

0.40 62.82 30.06

0.45 64.83 31.00

0.50 65.26 33.99

0.55 65.32 33.35

0.60 65.24 33.48

In the next experiment, the number of windows nw is increased in order to
check if the accuracy rate also increases. The premise is that with more win-
dows it is possible to cover the entire temporal extension of the video present
in WVR+. It is expected that the additional windows incorporates more dis-
criminant aspects of the video. The nw values used are: 1, 2, 3 and 4. In this
experiment the stride s between the windows is fixed to 299 matching the wCNN
size. Thus, consecutive and non-overlapping crops are obtained. Table 3 show
the results of this experiment. The expected correlation between nw and the
accuracy rate can be endorsed by the results.

Table 3. Comparison of accuracy rates (%) of UCF101 and HMDB51 datasets varying
nw parameter

nw UCF101 (%) HMDB51 (%)

1 65.32 33.99

2 65.64 34.42

3 66.19 34.03

4 67.70 34.99

The fourth experiment consists of using windows that overlaps each other
along the time dimension. When the extended VR completes a cycle it begins
to repeat its temporal patterns as shown in Fig. 3. Crops can be extracted along
the extended time with or without direct overlapping, consecutively or not. Con-
secutive and non-overlapping neighbor crops are obtained with s = wCNN. Gaps
between the crops are obtained by using stride s > wCNN. Overlaps between
consecutive crops occur when using s < wCNN. In this work, we investigate the
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cases having 0 < s ≤ wCNN. Notice that multiple parts of the VR, forward or
backward in time, will be repeated unless wCNN + (nw − 1) · s < f .

We used the strides 13, 25, 274, 286 and 299 that have a direct relation
with video frame rate. Since all videos have 25 FPS, each 25 columns of the
VR represents one second of the video. With a stride of 25, for instance, two
consecutive crops overlap each other along their entire length except for the
first second of the current crop and the last second of the next crop. On the
other hand, with a stride of 274 the overlap occurs only between the last second
of a crop and the first second of the following crop. Table 4 shows the results
of this experiment. Notice that s = 299 provided the best accuracy for both
datasets. This is exactly the same width of the CNN input. Further experiments
are necessary to check if there is some relation between the stride s and the
architecture input size.

Table 4. Comparison of accuracy rates (%) for UCF101 and HMDB51 varying the
stride s parameter

s UCF101 (%) HMDB51 (%)

13 66.26 34.10

25 65.60 33.75

274 66.56 33.86

286 66.18 34.09

299 67.70 34.99

We also used the top and bottom regions in X direction. Therefore, each
video is covered by 12 windows. The results are presented in Table 5, using
the best parameters found in previous experiments: nw = 4 and s = 299 for
both datasets, αy = 0.55 and σy = 0.33 for UCF101 and αy = 0.5 and σy =
0.15 for HMDB51. The extra 8 crops helped to increase the accuracy rate in
both datasets. Similar to the previous experiment, the use of the extra regions
produced an overlap between the crops along the spatial dimension. However,
more experiments need to be performed to assess how the overlap in X can be
explored for data augmentation.

Table 5. Comparison of accuracy rates (%) for UCF101 and HMDB51 when extra
crops are used

Regions UCF101 (%) HMDB51 (%)

Central 67.70 34.99

Central + Top + Bottom 68.01 35.29

Figures 4 and 5 show the accuracy difference between the best result of
WVR+ (Table 5) and the baseline method WVR for UCF101 and HMDB51
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datasets, respectively. Only differences for the split 1 of both datasets are shown.
Blue bars mean the WVR+ were better by the given amount. Conversely, red
bars favor the WVR. For the UCF101, WVR+ performs better in 62 classes,
worse in 31 classes, with even results in 8 classes. For the HMDB51, WVR+

performs better in 24 classes, worse in 18 classes, with even results in 9 classes.
The classes which demonstrated improvement for the proposed method seem to
share some characteristics among each other. They often present actions with
certain cyclic movements (e.g., Brushing Teeth, Playing Violin, Typing). This
kind of action takes full advantage of the symmetrical extension of VR. Since the
reverse movement generates patterns very similar to the one generated by the
original movement, the multiple crops reinforce this kind of action and increase
accuracy of them.

(a) UCF101

Fig. 4. Accuracy difference for each class between WVR+ (blue) and WVR (red) for
split 1 of UCF101. (Color figure online)

4.2 Multi-stream Classification Using Visual Rhythms

Our goal in this section is to show that our method can complement multi-stream
architectures to get more competitive accuracy rates. The results of individual
streams are shown in Table 6. The first three approaches, RGB*, Horizontal-
mean and Adaptive Visual Rhythm (AVR), are contributions of our previous
work [19]. Similar to other multi-stream networks [26,29], the Optical Flow per-
forms better in both datasets. So, the other streams are crucial to complement
the Optical Flow and to improve accuracy when combined. In order to achieve
competitive results, experiments were performed merging the three streams: our
best WVR+ setup, the RGB* and the Optical Flow. The multi-stream approach
of our previous work [19] was adopted to accomplish this purpose.
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Fig. 5. Accuracy difference for each class between WVR+ (blue) and WVR (red) for
split 1 of HMDB51. (Color figure online)

Table 6. Results for single-stream features.

Single-Stream UCF101 HMDB51

RGB* images [19] 86.61 51.77

Horizontal - mean [19] 62.37 35.57

AVR [19] 64.74 39.63

Optical flow [19] 86.95 59.91

Our method WVR+ 68.01 35.29

Table 7 presents the results of our method combined with RGB* and Opti-
cal Flow features through multi-stream late fusion. More specifically, at testing
stage, three weights were evaluated through a grid search strategy. For each
weight, we tested every value from 0 to 10 with a 0.5 step. It was observed
that a higher accuracy is reached when the combination is done with the fea-
ture maps before the softmax normalization. The best combination found for
UCF101 was 7.5, 6.0 and 1.0, respectively for Optical Flow, RGB* and WVR+.
And the best combination found for HMDB51 was 3.5, 1.5 and 0.5, respectively
for Optical Flow, RGB* and WVR+. We obtained 93.8% for UCF101 and 65.7%
for HMDB51. Although WVR+ by itself is not able to achieve accuracy rates
comparable to the state-of-the-art (Table 7), our multi-stream method achieve
fairly competitive accuracy rates. It is overcame only by the state-of-the-art work
presented in [7] and the others that were also pre-trained with the Kinetics [30]
dataset. Considering the UCF101, our method outperforms the proposal of [19],
using the InceptionV3. Our approach is not better than the ResNet152 result
for the UCF101. Due to the differences between InceptionV3 and ResNet152,
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further investigation is needed. The HMDB51 accuracy rate is lower than pre-
vious methods due to the lack of vertical VR information. The possible fusion
with vertical VRs, however, makes our method promising.

Table 7. Comparison of accuracy rates (%) for UCF101 and HMDB51 datasets

Method UCF101 (%) HMDB51 (%)

iDT + HSV [31] 87.9 61.1

Two-Stream [26] 88.0 59.4

Two-Stream TSN [25] 94.0 68.5

Three-Stream TSN [25] 94.2 69.4

Three-Stream [32] 94.1 70.4

Two-Stream I3D [7] 98.0 80.7

I3D + PoTion [11] 98.2 80.9

SVMP+I3D [9] - 81.3

DTPP (Kinetics pre-training) [22] 98.0 82.1

TDD+iDT [33] 91.5 65.9

LTC+iDT [34] 91.7 64.8

KVMDF [24] 93.1 63.3

STP [35] 94.6 68.9

L2STM [36] 93.6 66.2

Multi-Stream + ResNet152 [19] 94.3 68.3

Multi-Stream + InceptionV3 [19] 93.7 69.9

Our method 93.8 67.1
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Fig. 6. Confusion matrix of the final multi-stream method for split 3: (a) UCF101.
(b) HMDB51.
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The confusion matrices of our multi-stream method applied for UCF101 and
HMDB51, respectively, are shown on Figs. 6a and b. On UCF101 is possible to
notice a reasonable misclassification between Body Weight Squats and Lunges
classes (indexes 15 and 52 respectively) because their similar motion aspect.

5 Conclusions and Future Work

In this work, we proposed an approach to deal with video classification using a
2D representation of videos. The method consists of symmetrically extending the
temporal dimension of the VR and taking crops apart by a stride. This method
maintains the video frame rate and allows multiple samples of the underlying
motion pattern to be obtained. It also provides data augmentation which is
valuable for training 2D CNNs with small datasets. Furthermore, we explore the
parameters of our method and verified that each dataset requires different set-
tings to achieve better performance. Experimental results show that our method
improves accuracy rates if compared to the resized horizontal VR. Results for
HMDB51, which is more challenging, show that the information of the verti-
cal rhythm can be valuable to improve the method efficiency. We also showed
that our method achieves fairly competitive results compared to state-of-the-art
approaches when combined with other features in a multi-stream architecture.
As future work, it is worthy to investigate how multiple directions of VRs can
be used for a single video. Vertical VRs, for instance, may improve recognition
rates. More experiments are needed to check the relationship between the stride
s and the network input size. It is also important to test our method with other
2D CNNs, such as ResNet152.

References

1. Deng, J., Dong, W., Socher, R., Li, L.-J., Li, K., Fei-Fei, L.: ImageNet: a large-scale
hierarchical image database. In IEEE Conference on Computer Vision and Pattern
Recognition (2009)

2. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z.: Rethinking the incep-
tion architecture for computer vision. In: IEEE Conference on Computer Vision
and Pattern Recognition, pp. 2818–2826 (2016)

3. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: IEEE Conference on Computer Vision and Pattern Recognition, pp. 770–778
(2016)

4. Ciptadi, A., Goodwin, M.S., Rehg, J.M.: Movement pattern histogram for action
recognition and retrieval. In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.)
ECCV 2014. LNCS, vol. 8690, pp. 695–710. Springer, Cham (2014). https://doi.
org/10.1007/978-3-319-10605-2 45

5. Ji, S., Wei, X., Yang, M., Kai, Y.: 3D convolutional neural networks for human
action recognition. IEEE Trans. Pattern Anal. Mach. Intell. 35(1), 221–231 (2013)

6. Kong, Y., Fu, Y.: Human action recognition and prediction: a survey. arXiv
preprint arXiv:1806.11230 (2018)

https://doi.org/10.1007/978-3-319-10605-2_45
https://doi.org/10.1007/978-3-319-10605-2_45
http://arxiv.org/abs/1806.11230


Action Recognition Using CNNs with Symmetric Time Extension of VRs 365

7. Carreira, J., Zisserman, A., Vadis, Q.: Action recognition? A new model and the
kinetics dataset. In: IEEE Conference on Computer Vision and Pattern Recogni-
tion, pp. 4724–4733. IEEE (2017)

8. Bilen, H., Fernando, B., Gavves, E., Vedaldi, A., Gould, S.: Dynamic image net-
works for action recognition. In: IEEE Conference on Computer Vision and Pattern
Recognition, pp. 3034–3042 (2016)

9. Wang, J., Cherian, A., Porikli, F., Gould, S.: Video representation learning using
discriminative pooling. In: IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1149–1158 (2018)

10. Feichtenhofer, C., Pinz, A., Wildes, R.P.: Spatiotemporal multiplier networks for
video action recognition. In: IEEE Conference on Computer Vision and Pattern
Recognition, pp. 7445–7454. IEEE (2017)

11. Choutas, V., Weinzaepfel, P., Revaud, J., Schmid, C.: PoTion: pose motion rep-
resentation for action recognition. In: IEEE Conference on Computer Vision and
Pattern Recognition (2018)

12. Abu-El-Haija, S., et al.: Youtube-8M: a large-scale video classification benchmark.
arXiv preprint arXiv:1609.08675 (2016)

13. Karpathy, A., Toderici, G., Shetty, S., Leung, T., Sukthankar, R., Fei-Fei, L.: Large-
scale video classification with convolutional neural networks. In: IEEE Conference
on Computer Vision and Pattern Recognition, pp. 1725–1732 (2014)

14. Soomro, K., Zamir, A.R., Shah, M.: UCF101: a dataset of 101 human actions
classes from videos in the wild. arXiv preprint arXiv:1212.0402 (2012)

15. Kuehne, H., Jhuang, H., Stiefelhagen, R., Serre, T.: HMDB51 a large video
database for human motion recognition. In: Nagel, W., Kröner, D., Resch, M. (eds.)
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Abstract. Finding a maximum distance of points in E2 or in E3 is one of those.
It is a frequent task required in many applications. In spite of the fact that it is an
extremely simple task, the known “Brute force” algorithm is of O(N2) com-
plexity. Due to this complexity the run-time is very long and unacceptable
especially if medium or larger data sets are to be processed. An alternative
approach is convex hull computation with complexity higher than O(N)
followed by diameter computation with O(M2) complexity. The situation is
similar to sorting, where the bubble sort algorithm has O(N2) complexity that
cannot be used in practice even for medium data sets.
This paper describes a novel and fast, simple and robust algorithm with O(N)

expected complexity which enables to decrease run-time needed to find the
maximum distance of two points in E2. It can be easily modified for the Ek case
in general. The proposed algorithm has been evaluated experimentally on larger
different datasets in order to verify it and prove expected properties of it.
Experiments proved the advantages of the proposed algorithm over the stan-

dard algorithms based on the “Brute force”, convex hull or convex hull diameters
approaches. The proposed algorithm gives a significant speed-up to applications,
when medium and large data sets are processed. It is over 10 000 times faster
than the standard “Brute force” algorithm for 106 points randomly distributed
points in E2 and over 4 times faster than convex hull diameter computation. The
speed-up of the proposed algorithm grows with the number of points processed.

Keywords: Maximum distance � Algorithm complexity

1 Introduction

A maximum distance of two points in the given data set is needed in many applications.
A standard “Brute Force” algorithm with O(N2) complexity is usually used, where N is
a number of points in the given data set. Such algorithm leads to very high run-time if
larger data sets are to be processed. As the computer memory capacity increases, larger
data sets are to be processed. Typical data sets in computer graphics contain usually
105–107 and even more of points. In spite of the CPU speed increases, the run-time even
for such a simple task leads to unacceptable processing time for today’s applications.
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Of course, there is a very special case when points are distributed on a circle only.
This requires the O(N2) algorithm if we want to find all the couples of points as there is
N(N − 1)/2 couples. In all other cases “output sensitive” algorithms should be faster.

However, our task is just to find the maximum distance, not all the pairs having a
maximum distance. So the complexity of this algorithm should be lower. Also due to
the numerical precision points do not lie exactly on a circle if data have this very
specific property.

The new proposed algorithm with O(N) expected complexity is based on the fol-
lowing assumptions:

• Any pre-processing with a lower complexity than the optimal run-time one should
speed-up processing of the given data set. In our case the optimal algorithm cov-
ering all the special cases is of O(N2) complexity and therefore preprocessing with
complexities O(lgN), O(N), O(N lgN) etc. should speed up the run-time.

• General properties, including geometrical ones, of input data should be carefully
analyzed in order to find all useful information that can lead to faster pre-processing
and the final run-time.

• If data are not organized in a very special way, e.g. points are on the Axis Aligned
Bounding Box (AABB) boundary only or points are on a circle etc., we can use an
algorithm with “output sensitive” complexity and we should get additional speed-up.

In general, algorithms should not depend on very specific presumptions or techno-
logical issues unless the algorithm is targeted to very specific technological platform or
applications. Any algorithmmust be stable and robust to input data properties, in general.

2 Brute Force Algorithm

The standard “Brute Force” algorithm uses two nested loops in order to find a maxi-
mum distance. Algorithms with such approach can be found in many text-books
dealing with fundamental algorithms and data structures, e.g. Hilyard and Theilet
(2007), Mehta and Sahni (2005), Sahni (1998), Sedgwick (2002), Wirth (1976). Such
algorithms can be represented by Algorithm 1 in general as:

function distance_2 (A , B: point);
{   distance_2:=(A.x-B.x)*(A.x-B.x) + (A.y-B.y)*(A.y-B.y)};
# Square of the distance ║A - B║ is actually computed #

d := 0;
for i := 1 to N-1 do

for j := i+1 to N do
{

d0 := distance_2(Xi , Xj);
if d < d0 then d := d0

};
d := SQRT (d)  # if needed #

Standard “Brute Force” algorithm
Algorithm 1
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The Algorithm 1 is clearly of O(N2) complexity and processing time increases
significantly with number of points processed, see Table 2.

In practice, it can be expected that points are not organized in a very specific
manner, e.g. points on a circle etc., and points are uniformly distributed more or less. In
this case “output sensitive” algorithms usually lead to efficient solutions.

3

4

2

1

0

Fig. 1. Splitting the X0 set to Xi sets for the worst case – squared area

Fig. 2. Splitting the X0 set to Xi sets for the rectangular area case
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Let points are inside of an Axis Aligned Bounding Box (AABB) defined
as <−a/2, a/2> � <−b/2, b/2>. Then Fig. 1 presents a typical situation for the worst
case when AABB is a square (a = b), while the Fig. 2 presents general AABB situation
for the case a > b. In the following we will explore the worst case, i.e. situation at the
Fig. 1, and the first maximum distance estimation d is d = a.

It can be seen that points in the set X0 cannot influence the maximum distance
computation in the given data set. We can remove all points X0 from the given data set
X and obtain faster algorithm. As the maximum distance finding algorithm is of O(N2)
complexity an algorithm with a lower complexity can be used in order to find and
eliminate points which cannot influence the final distance. Space subdivision tech-
niques can be used to split points into the disjunctive data setsXi and decrease run-time
complexity again. For a general case, when AABB is not squared, the X0 set will
contain more points of course, see Fig. 3.

Let us explore the worst case more in a detail, now.

d1 ¼ b2 þ a
2

� �2
d2 ¼ b2 þ a2

Let us consider the case, when a ¼ k b.
Then n2 ¼ d2 � b2, L ¼ a� n and L2 ¼ a2 þ n2 � 2an.
The area P is given as

P ¼ 1
2
L2 ¼ 1

2
a2 þ d2 � b2 � 2a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 � b2

ph i
¼ 1

2
k2b2 þ d2 � b2 � 2kb

ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 � b

ph i

¼ 1
2
b2 k2 � 1þ d2

b2
� 2k

ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

b2
� 1

r" #

If the most consuming parts with O(N2) complexity is considered, then the speed-
up of the proposed algorithm over the “Brute Force” algorithm for uniformly dis-
tributed points is defined as:

m ¼ ab
4P

� �2
¼ k2b2b2

b2b2
k2

4 k2 � 1þ d2 � 2k
ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 � 1

ph i2 ¼ k2

4 k2 � 1þ d2 � 2k
ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 � 1

ph i2

for d1 � d� d2.
For k ¼ 1 and d ! ffiffiffi

2
p

the speed-up m ! 1 that is expected from the algorithm
specification.
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It can be seen that for a non-squared AABB distances are defined as

For the E3 case, some minor changes have to be made as we have 6 points defining
the AABB and 6 + 6 extreme points in the AABB, i.e. points having the longest
distance and the shortest distance from the relevant AABB corner and the X0 set is to
be split to sets X0,…, X6. However, the computational time is more or less the same as
the same number of points is processed and the preprocessing is of O(N) complexity. It
can be seen that the extension to Ek is straightforward and simple to implement.

L

L

b/2

ξ
P

x

a/2a/2

b/2

C By

0

d

D A

d2

d1

Fig. 3. Distances definitions for a general AABB

Table 1. Distances determination

E2
d21 ¼ ½maxfa; bg�2 þ 1

2 ½minfa; bg�2 d2 ¼ a2 þ b2

E3
d21 ¼ ½maxfa; b; cg�2 þ 1

2 ½minfa; b; cg�2 d2 ¼ a2 þ b2 þ c2

a, b are sizes of the AABB in E2, resp. a, b, c are sizes of the
AABB in E3
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3 Convex Hull Diameter

The idea of finding maximum distance of points by more effective algorithms is not
new. Reasonably effective approach is based on a convex hull construction of the given
data set. Then the convex hull points are processed by the standard algorithm with
O(N2) complexity in order to find the maximum distance. It is obvious that all tech-
niques based on the convex hull construction have the following properties:

• Convex hull construction algorithms for a higher dimension than E2, i.e. for E3 or
Ek in general, are complex and quite difficult to implement. Skiena (1997) proved
that the “gift wrapping algorithm” has O nk=2þ 1

� �
complexity in the case of k di-

mensional problem. Yao (1981) has proved that for the two dimensional case
specialized algorithm has O(N lgN) complexity.

• Points of the convex hull are to be processed by the final algorithm with O(h2)
complexity, where h is the number of points of the computed convex hull, i.e. the
technique is an output sensitive. The number of convex hull points might be quite
high, while the maximum distance is usually given by two points in the given data set.

Generally, the well known algorithms have the computational complexities as fol-
low: Brute Force O(N4), Gift Wrapping O(N h), Graham Scan O(N lgN), Jarvis March
O(N lgN), Quick Hull O(h N), Divide-and-Conquer O(N lgN), Monotone Chain O(N
lgN), Incremental O(N lgN), Marriage-before-Conquest O(n lgh), see Barber (1996),
O’Rourke (1998), Yao (1981), Kirkpatrik (1986), Chan (1996), Avis (1997), WEB1.

Some algorithms directed to the diameter of a convex hull computation can be
found in Snyder (1980), Dobkin (1979), Shamos (1978), other convection algorithm
can be found in Skala (2016a, b). It should be noted that if the number h of the resulted
convex hull is close to N, than algorithms with the complexity O(h N) are becoming
algorithms with O(N2) complexity etc.

The extension to a higher dimension is not easy and some algorithms cannot be
extended even for E3, e.g. Graham Scan etc. or the complexity of the actual imple-
mentation is prohibitive for practical use.

4 Proposed Algorithm

The new proposed algorithm was developed for larger data sets and it is based on “in-
core” technique, i.e. all data are stored in a computer memory. The fundamental
requirements for the algorithm development were: simplicity, robustness and simple
extensibility to E3. The proposed algorithm is based on two main principles:

1 WEB ref’s http://softsurfer.com/Archive/algorithm_0109/algorithm_0109.htm#Convex_Hull_
Algorithms (retrieved 2012-08-21).
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• Remove as many non-relevant points as possible
• Divide and conqueror technique in order to decrease algorithm complexity

The Fig. 1 shows five regionsXi, where the given points are located. The algorithm
is described for the E2 case and its extension to E3 is straightforward. It should be noted
that the worst case is presented, i.e. when AABB is a square. Let us assume that the
points that cannot contribute to the final maximum distance are located in the
region X0, which contains points closer to all corners of the AABB than the minimal
edge length of the AABB or known distance estimation. Then the given data set X can
be reduced to X = X − X0. In order to decrease expected number of points to be
processed, we need to process this data set X to get more information on those points.
As the standard algorithm for maximum distance is of O(N2) complexity, we can use
any pre-processing of O(N) or O(N lgN) complexity to decrease number of points to be
left for the final processing with the algorithm of O(N2) complexity.

It can be seen that the following principal steps have to be made:

1. Pre-processing: can be performed with O(N) complexity:
a. Find the bounding AABB and extreme points, i.e. two extreme points for each

axis (max. 4 points).
b. Find the most distant “extreme” points [max] for each corner of the AABB

(max. 4 points).
c. Find the minimum distant “extreme” points [min] for each corner of the AABB

(max. 4 points).
d. Determine the longest mutual distance d between those found points

(max.12 points).
It should be noted that the worst case is a squared AABB and found distance
d � a.
For a rectangular window found distance d � max{a, b}.

e. Determine points of Ω0 that cannot contribute to the maximum distance, i.e.
points having a smaller distance than the found distance d from all corners of the
AABB and extreme points. Remove the Ω0 points from the original data set Ω.

f. Split remaining points to new sets Ωi, i = 1,..,4, see the Fig. 1.

The number SX0 of points in the Ω0 set can be estimated as:

SX0 ¼
Z a

ffiffi
3

p
=2

a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ¼ a2ðp

3
�

ffiffiffi
3

p
þ 1Þ
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For the uniform distribution of points the Ω set, the number of points to be pro-
cessed, i.e. number of points outside of the Ω0 set, is qN = 0,684 N, where:

q ¼ SX � SX0
SX

¼ a2 � a2ðp3 �
ffiffiffi
3

p þ 1Þ
a2

¼ p
3
�

ffiffiffi
3

p
ffi 0:684

As the “Brute Force” algorithm is of the O(N2), the speed up expected is approx.:

m ¼ 1=ð0:684Þ2 ¼ 2:13

It should be noted that the distance d 	 a in practical data sets and the X0 set
contains much more points which can be removed from the final processing, see
Table 1 actually compared points, i.e. last column.

It can be seen that if found distance d � dd, see Fig. 1, then the comparison of
points from the neighbor data sets is not needed, where:

dd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b=2ð Þ2

� �r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a2=4

p
¼

ffiffiffi
5

p

2
a for a� b

2. Run-time steps of the proposed algorithm:
a. Taking an advantage of space subdivision, find the maximum distance d be-

tween points of [X1, X3], i.e. one point from X1 and the second point is from
X3 as there can be expected the longest distance between the given points - this
step is O(N2) complexity.

b. Remove points from the X2 and X4 datasets closer to the related corner of the
AABB than already found distance d - this step is O(N) complexity.

c. Find a new maximum distance d between points of [X2, X4] - this step is O(N2)
complexity.

d. If already found distance d � dd then
i. Reduce X1, X2, X3, X4 - steps are O(N2) complexity
ii. find a new maximum distance d between points of [X1, X2], [X2, X3],

[X3, X4] and [X4, X1]. It is necessary to note that if d > dd, then the X0

boundary crosses the AABB and points in the neighbors regions cannot
contribute to the maximum distance.
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As can be seen the algorithm is very simple and easy to implement.

function distance_2 (A , B: point);
{   distance_2:=(A.x-B.x)*(A.x-B.x) + (A.y-B.y)*(A.y-B.y)};
# Square of the distance ║A - B║ is actually computed #

function S_Dist (ΩΩA , ΩB : set)
{   d := 0; d0 := 0;

for each point X from ΩA do
for each point Y from ΩB do
{     d0 := distance_2 (X , Y);    if d0 > d then d := d0
};
S_Dist := d

} 

1. Q := points forming the AABB for the given set Ω and extreme points [max 
and min] XX for each corner of the AABB.
# 8 points found at maximum, complexity O(N) # 

2. dM=max { Qi , Qj } 
# Determine the maximum distance dM of the points in Q # 
# by the “Brute Force” algorithm with O(M2) complexity#
# only max. 8 points are to be processed #

3. # the set Ω is to be split into Ωi sets#
for all points X from the set Ω
{   i := index of the region Ωi for the point X

d = distance of the point X and of the opposite AABB corner for the set Ωi. 
# do not store points having higher distance from a AABB corner than dM # 
if d ≥ dM then
{ STORE ( X , Ωi ); # store a point X in the Ωi set #

dM := d ; # update the maximum distance di for the region i# 
XXi := X # update XXi – one extreme point for each region Ωi # 

} 
}

4. # new maximum distance estimation based on extreme points of sets Ωi found 
in step 3#
dq = max { XXi , XXj },     i, j =1,…,4  
dM = max { dM , dq } 

5. # The “diagonal” regions are to be tested with O(N2) algorithm #
# REDUCE ( Ωi , dM ) remove points from the Ωi set with smaller distance 
from the opposite AABB corner #
REDUCE ( Ω1 , dM ); REDUCE ( Ω3 , dM ); 
dM := max { dM , S_Dist( Ω1 , Ω3 ) };
REDUCE ( Ω2 , dM ); REDUCE ( Ω4 , dM );
dM := max { dM , S_Dist( Ω2 , Ω4 ) }

6. # neighbor regions should be tested if necessary # 
if dM ≤ dd then
{   REDUCE ( Ω1 , dM ); REDUCE ( Ω2 , dM ); 

REDUCE ( Ω3 , dM ); REDUCE ( Ω4 , dM );
dM := max { dM , S_Dist( Ω1 , Ω2 ) }; dM := max { dM , S_Dist( Ω2 , Ω3 )

};
dM := max { dM , S_Dist( Ω3 , Ω4 ) }; dM := max { dM , S_Dist( Ω4 , Ω1 ) }

} 
7. d := SQRT (dM) # compute the final distance as a square root of d # 

Fast maximum distance algorithm
Algorithm 2
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Implementation Notes
There are several possibilities how to further improve the proposed algorithm espe-
cially in the context of the specific programming language and data structures used.
Nevertheless, the influence of this is small as experiments proved and for the expected
data sizes do not have any significant influence.

Generally, it is recommended:

• The “array list” construction should be used for storing Xi sets; this construction
enables to increase an array size without reallocation and data copying,

• Two or higher dimensional arrays for storing x, y values should not be used, as for
each array element one addition and one multiplication operations are needed
(computational cost is hidden in the index evaluation). Data should be stored in two
arrays X and Y, or as pairs (x, y) in one-dimensional structure array XY etc.

• Square of a distance should be used in order to save multiple square root evalua-
tions. It is possible as the square function is monotonically growing and can be used
for comparison operations.

• Store data in a linked list as only a sequential pass is required and remove,
resp. insert operation is simple and no data overwriting is required.

It should be noted that the Xi sets are determined by an arc of a circle, i.e. the
separation function is quadratic. Experiments proved that if a half-space separation
function is used, the proposed algorithm is faster as only a linear function is evaluated.

5 Experimental Results

The standard “Brute Force”, convex hull (Quick Hull) and proposed algorithms were
implemented inC# and Pascal/Delphi, verified and extensively tested for different sizes of
the given data sets and different data set types (random, uniform, clustered etc.) as well.
Standard PCwith 2,8 GHz Intel Pentium 4, 1 GBRAMwithMSWindowsXPwas used.

Cumulative results obtained during experiments are presented in Table 2. Experi-
ments made proved that a significant speed-up has been reached. It is necessary to note
that the speed-up 100means that the computation is 100 times faster. It can be seen that for
106 points the speed-up is 10 000, i.e. computation is 104 times faster and growswith the
number of points nearly exponentially, see Fig. 5 - note that axes scale is logarithmic.

Table 2. Experimental results for uniformly distributed points [* values obtained by
extrapolation]

Computational time [ms] Speed-up Compared

Points
103* N

Brute Force (BF) Quick
Hull (QH)

New BF/QH BF/New QH/New QH New

100 137 760 108 15 1 281 9 462 7,38 405,1 16,1

160 353 920 178 25 1 987 14 364 7,23 454,0 23,7

250 865 760 260 56 3 332 15 460 4,64 486,0 26,9

400 2 216 480 451 84 4 911 26 387 5,37 583,1 26,1

630 5 498 080 720 167 7 635 32 946 4,32 661,2 32,7

1 000 13 783 840 1 130 259 12 197 53 277 4,37 707,1 25,3

(continued)
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Table 2. (continued)

Computational time [ms] Speed-up Compared

Points
103* N

Brute Force (BF) Quick
Hull (QH)

New BF/QH BF/New QH/New QH New

1 600 35 467 040 1 721 364 20 603 97 437 4,73 735,9 30,8

2 500 86 591 680 3 069 664 28 217 130 378 4,62 761,9 22,3

4 000 221 673 760* 5 523 1 231 40 139 180 094 4,49 751,2 23,1

6 300 507 556 000* 9 544 1 708 53 183 297 164 5,59 750,0 23,5

10 000 1 106 173 600* 15 064 2 470 73 432 447 916 6,10 750,0 23,2

10
100

1,000
10,000

1,00,000
10,00,000

1,00,00,000
10,00,00,000

1,00,00,00,000
10,00,00,00,000

1,00,000 10,00,000 1,00,00,000

Brute force

Quick hull

New

[ms]

[N] 

Fig. 4. Computational time of the “Brute force”, Quick hull and the proposed algorithm

1,000

10,000

1,00,000

10,00,000

000,01000,1001

BF/QH
BF/New

N *103 

speed-up 

Fig. 5. Speed up of the Quick hull and the proposed algorithm over the Brute force algorithm.

Simple and Fast Oexp(N) Algorithm 377



The experiments proved that the speed-up grows significantly with the number of
points processed, see Figs. 4 and 5. The final step of the proposed algorithm of O(N2)
complexity has a low influence and that the preprocessing steps significantly decrease
number of points processed in the final step. This is due to the very low number of
points remaining for the final evaluation for maximum distance, see Table 2, where
“QH” presents number of points finally processed after construction by the Quick Hull
method, while “New” presents number of points finally processed by the proposed
algorithm (Fig. 6).

Several convex hulls algorithms were used in order to compare efficiency of the
proposed algorithm. The convex hull based algorithms in E2 proved reasonable results
but the proposed algorithm was at least 4–5 times faster than algorithms based on the
convex hull approach. The proposed algorithm was originally intended for E2 and E3

applications, but it is easily extendible for the Ek case as well. Experiments proved
robustness and faster computation of the proposed algorithm for data sets with different
characteristics, i.e. Gaussian distribution, clusters and etc.

The speed-up over the convex-hull approaches is primarily caused by “ordering”
data into Xi sets made with O(N) complexity and also all other steps are of O(N)
complexity. Only the final computation is of O(N2) complexity, but the number of data
processed by the proposed algorithm is rather small, see Table 1. On the opposite the
convex hull construction has a higher complexity than O(N) in general and number of
points left for the final processing with O(N2) complexity has approx. 10 times more
points left for processing, i.e. 100 times more computations actually due to the final
step with O(N2) complexity.

10

100

1,000

000,01000,1001

Quick Hull

New

Fig. 6. Number of points remaining for the final processing by the “Brute Force” algorithm
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6 Conclusion

A new simple, easy to implement, robust and effective algorithm for finding a maxi-
mum distance of points in E2 was developed. The experimental results clearly proved
that the proposed algorithm is convenient for medium and large data sets. Algorithm
speed-up grows significantly with the number of points processed. The proposed
algorithm can be easily extended to E3 by a simple modification. In the E3 case, we
have to process X1, …, X8 data subsets. For the E

k case the original data must be split
to data sets Xi, where i = 1,…,2k. Nevertheless the memory requirements and pre-
processing time remain the same as we have to only split data from the X set to the to
Xi datasets which are smaller.

The experiments also proved that the algorithm offers higher speed-up than algo-
rithms based on convex-hull in E2 and it is easy to implement it as well. The experi-
mental tests were made on a squared interval that is considered to be the worst case for
testing of algorithm properties as far as the computational time is concerned. For
oblong intervals, the proposed algorithm runs even faster. Another nice property is its
extensibility to the Ek case on the contrary to algorithms based on convex hull.

It is necessary to note that the presented algorithm is “output sensitive” type, so it is
not convenient for an extremely special cases, when all points are points of a circle as
N (N − 1)/2 points have the same distance etc. However, even in this case the algo-
rithm is faster than the “Brute Force” and algorithms based on a convex hull con-
struction. It can be seen that the presented algorithm can be extended for the E3 data
sets as well.
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Abstract. The present article discusses the ability of an ensemble of machine
learning models to implement classification strategies to discriminate among
mild cognitive impairment (MCI), Alzheimer’s disease (AD) and Cognitive
Unimpaired (CU). For this, a battery of games that assesses the most relevant
markers for the early diagnosis of cognitive impairment (i.e., memory, executive
functions, attention and gnosias) was implemented, and a pilot study was carried
out with 64 individuals (28 CU, 16 MCI and 20 AD). Participants were
administered a collection of classical pen-and-paper tests, and then interacted
with all games in the battery. A set of four ensembles of classifiers were applied
and relevant metrics were computed to assess the classification power of this
approach. According to the classification metrics computed, best classification
results are obtained using the Random Forest Classifier algorithm, with average
F1 score = 0.99, accuracy = 1.00, and Cohen’s kappa = 0.98. The experiments
performed indicate that artificial intelligence techniques and serious games can
be used to automate some aspects of the clinical diagnosis of individuals with
cognitive impairment. However, more research is needed to obtain the required
normative data for clinical validity.

Keywords: Machine learning � Ensemble methods � Alzheimer’s disease �
Early detection � Cognitive impairment � Serious games

1 Introduction

There were an estimated 46.8 million people worldwide living with dementia in 2015,
and this number was close to 50 million in 2017. This figure will almost double every
20 years, reaching 75 million in 2030 and 131.5 million in 2050 [1]. Particularly,
Alzheimer’s disease is the most common cause of dementia, as it accounts for 60% to
80% of all cases. It is considered a slowly progressive brain disease that begins well
before clinical symptoms emerge. Alzheimer (AD) is one of the most prevalent dis-
eases and one of the most relevant health threats worldwide [2].

Diagnosing AD requires a careful and comprehensive medical evaluation, including
an examination of the person’s physical and mental status. Focusing in cognitive
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markers, state-of-the-art diagnostic procedures for AD are based on neuropsychological
paper-and-pencil tests [3, 4]. These tests have some relevant limitations, as they are
perceived as intrusive [5] and influenced by the white-coat effect (WCE) [6]; they
provide a late diagnosis [7]; they lack ecological validity [8]; and they are strongly
dependent on confounding factors (e.g., age, educational level [9], practice effect [3]),
and prone to processing errors due to their manual processing.

Due to the need of alternative mechanisms supporting an early diagnosis, we can
find in the scientific literature several proposals such as the digitalization of classical
tests, the introduction of game-inspired elements (e.g., rewards, challenges, simulated
environments) and the implementation of technology-based solutions such as immer-
sive 3D environments or online interactive software applications, among others.

The proposal discussed in this paper relies on the use of gamification techniques
and machine learning, and the introduction of digital touch devices. More specifically,
this paper discusses the ability of a digital battery composed of 7 games to assess the
cognitive status in a non-intrusive and ecological way [10–12]. Cognitive areas tackled
are episodic memory, executive functions, attention, semantic memory, working
memory, procedural memory and gnosias. These cognitive areas, and specially the
three first ones, are early markers of cognitive alterations with a relevant diagnostic
value for mild cognitive impairment (MCI) and AD [13, 14].

To support the diagnosis of cognitive impairment, traditional analysis procedures
rely on survival analysis [15], polynomial regression analysis [16], multinomial logistic
regression analysis [17] and Markov models [13]. These techniques’ performance
could be improved thorough machine learning (ML), a scientific discipline that focuses
on how computers learn from data [18] to build classifiers by automatically learning the
inherent structure of a data set. In this study, we focused on supervised learning ML,
whose initial goal is the prediction of a known output or target. This innovative
technique has a great potential for supporting diagnosis prediction, risk estimation,
response prediction and classification learning for diagnosis [19–22]. These techniques,
and more specifically ensemble methods such as Random Forest (RF), Extra Trees
classifier (ET) or boosting classifiers, are used for the automated classification of
medical datasets (e.g., MRI scans, PET images, biomarkers, etc.) as either Alzheimer’s
disease or healthy controls [23]. Such techniques do not rely on a single cognitive area
of interest, which may result in low specificity and sensitivity due to higher inter-
subject variability of the aforementioned disease. On the contrary, these techniques
analyse different biomarkers or cognitive constructs, resulting in higher discriminative
power. They are discussed in this paper as a means to automate some aspects of the
clinical diagnosis of individuals with cognitive impairment.

Section 2 introduces the dataset used and the experiment performed, while Sect. 3
presents the results obtained and Sect. 4 discusses these results and their impact in the
early diagnosis of MCI and AD. Finally, the conclusions of this research work and
possible future directions are proposed.
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2 Materials and Methods

2.1 Data and Instruments

Participants
This study was carried out from a cross-sectional sample of 64 senior adults over 55
years old (range = 57–95; average = 77.03; SD = 7.23, cf. Table 1). All participants
were recruited in the Pontevedra province of Galicia, Spain, with the support of the
associations of relatives of Alzheimer’s patients in the area. The basic inclusion cri-
terion was being 55+ years old, and exclusion criteria included an advanced cognitive
impairment, severe motor, hearing or visual disability, and technophobia. Participants
should attend a socio-cognitive workshop in any of the collaborating associations, and
no previous educational level or technological skills were required. Among the 64
participants, 20 subjects were previously diagnosed with AD, 16 participants had MCI,
and 28 non-cognitively-impaired subjects served as controls. This latter group is
referred as the CU group in the rest of this paper.

The study design was approved by the Galician institutional ethics committee (regis-
tration code 2016/477)) and was conducted in accordance with the provisions of the
Declaration of Helsinki, as revised in Seoul 2008. Before their involvement in the pilot
project, all subjects read and understood patient information sheets and gave their
written informed consent to use the anonymized data gathered.

Table 1. Participants’ characteristics and their distribution according to the Galician population

Variable Sample n
(%)

Galician populationa n (%)

Gender Female 42 (65.63) 571277 (55.4)
Male 22 (34.38) 459914 (44.6)

Mean (SD)
Age (55 + years) n = 64 77.01 (7.23) n > 62, confidence level = 95%, error = 7.5%

according Galician populationa and stratified
proportional sampling
[24]

Educational level 1.84 (1.2) –

Exercise level 3.64 (0.99) –

Socialize level 3.28 (1.05) –

Chronic treatment 0.84 (0.36) –

Note: Sociodemographic characteristics: gender, age, educational level (i.e., 0 = illiterate;
1 = ability to read and write; 2 = primary school; 3 = secondary school; 4 = high school; 5:
vocational training; 6 = university), exercise level and socialization level, all of them based on a
5-point Likert scale: 1(never) to 5 (always); and finally, chronic treatment (i.e., 0 = no; 1 = yes).
aGalician population of people aged 55 years and over, according to a study by the Galician
Institute of Statistics (2017).
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Neuropsychological Assessment
Participants underwent a demographic and health interview to gain some insight on
their quality of life and cognition levels [25] prior to the experiment. They also
completed an extensive neuropsychological and cognitive assessment, including the
MMSE – Mini-metal Examination State test [26], the Spanish version of CVLT -
California Verbal Learning Test [27], AD8 - Adapted Dementia Screening Interview,
ADL - Barthel scale of activities of daily living, and a questionnaire about memory
complaints. Data gathered using these tests were used as golden standard data and also
to initially discriminate subjects suffering MCI from healthy controls. According to
standard diagnostic criteria, MCI would likely be present in participants that would
present normal cognitive functions and their capabilities to carry out everyday activities
were not compromised, they would refer memory complaints, they would obtain a low
score in the Spanish version of CVLT according to subject’s age and educational, and a
level equal or greater than 2 in the AD8 test. Participants who suffered AD─facilitated
by participating organizations with a prior medical diagnosis─were not asked to take
the Spanish version of CVLT to avoid frustration.

Game Assessment
Data acquisition in order to detect MCI or AD was carried out through specifically
designed digital games running in touch devices. All games are based on the gamifi-
cation of existing neurophysiological tests [28–30], and were designed according to a
methodology based on participatory design focused on the end user. In other words, the
vision of senior adults captured in participatory design workshops and focus groups
[31, 32] drove the design process from a technical and aesthetical perspective. Besides,
experts in neurology, neuropsychology and geriatrics, and participating patients’
associations provided the expertise required to ensure the validity of the new tool for
cognitive assessment. The collaboration with health professionals [33] from an early
design stage was deemed necessary to guarantee both content and clinical validity.

The battery of games, named Panoramix [10–12], is composed of seven serious
games targeting seven different cognitive areas: (1) Episodix is based on the gamifi-
cation of the California Verbal Test (CLVT), which is widely used to assess episodic
memory; (2) Attentix evaluates attention capabilities of player; (3) Executix addresses
executive functions and it is based on the gamification of the Tower of Hanoi
(TOT) game [34]; (4) Workix, which is based on the Corsi Cubes Test [30], evaluates
working memory; (5) Semantix is based on the gamification of the Pyramids and Palm-
trees test [35] to evaluate semantic memory; (6) Prospectix addresses prospective
memory through the Pursuit Rotor Task test [36]; and finally (7) Gnosix focuses on
visual gnosias, that is, the ability to visually recognize different elements and assigning
meaning to them (Fig. 1).
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2.2 Organisation of the Experiment

The proposed approach consisted of three phases, namely data collection, pre-
processing, and classification.

1. Data Collection

The procedure to gather data from participants, based on game assessment, con-
sisted on three consecutive stages:

1. Firstly, subjects would play the first part of Episodix, which targets immediate and
short-term memory.

2. Secondly, they would play two additional games in the battery (i.e., Executix,
Attentix, Procedurix, Semantix, Workix or Gnosix).

3. Finally, participants would play the second part of Episodix to assess long-term
memory and their recognition capabilities.

Note that game playing for data collection [10] emulates the administration of
CVLT, only that using serious games instead of pen-and-paper tests, and breaks being
used to evaluate other cognitive markers. Moreover, data collection was carried out at
the same time and location as the compulsory socio-cognitive workshops to guarantee
the ecological validity of neuropsychological evaluation by integrating the latter in
participants’ daily routines. This was particularly relevant for patients with cognitive
impairment due to the high prevalence of the white-coat effect [6].

2. Pre-processing

Data analytics was performance under a Python ecosystem and using the Scikit-
Learn machine learning library [37]. Before training and testing data with the ML

Fig. 1. Some captures of Panoramix: A: Episodix; B: Executix; C: Attentix and D: Semantix
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ensemble classifiers, features were pre-processed by merging the datasets from the
seven games, and cleaning, normalizing and preparing the complete dataset. Missing
values due to the different difficulty levels achieved by different participants were
addressed by means of substitution by cognitive group (i.e., AD, MCI or HC). This
popular interpolation method replaces the missing data for a given attribute by the
mean of all known values of that attribute, for the different cognitive groups [38, 39].

3. Classification

Regarding this phase, we selected popular supervised learning techniques in
medical research [19–21]. More specifically, we used the ensemble methods enumer-
ated below:

• Random Forest classifier (i.e., RF) [40]. This collection of algorithms, also known
as random decision forest, is a perturb-and-combine technique specifically designed
for decision trees where random alterations are introduced in the learning process. It
provides better prediction capabilities than other decision tree-based methods, and
thee most common criterion employed for classification is information gain;
namely, at each split, the decrease in entropy due to this split is maximized.

• Extra Trees classifier (i.e., ET) [41]. This ensemble of classifiers is based on
unpruned top-down decision trees and also on the perturb-and-combine strategy.
They are typically used to enhance precision in predictions provided by traditional
decision trees. The ET algorithm builds an ensemble of unpruned decision or
regression trees according to the classical top-down procedure.

• Gradient Boosting classifier (i.e., GB) [42]. A classification technique based on
decision trees, which produces a prediction solution in the form of an ensemble of
weak prediction models. It optimizes a cost function by iteratively choosing a
function—weak hypothesis—that points towards the negative gradient direction.

• Ada Boost (i.e., AB) [43]. This machine learning meta-algorithm, is adaptive in the
sense that subsequent weak learners are tweaked in favour of those instances
misclassified by previous classifiers. AB maintains a set of weights over the original
training set and adjusts these weights after each classifier is learned by the base
learning algorithm. This algorithm is sensitive to noisy data and outliers, and also, it
tends not to over-fit.

For each of the previous algorithms, metrics were computed based on the four
possible results of the classification of participants according to their cognitive status,
that is, True Positive (TP), True Negative (TN), False Positive (FP), and False Negative
(FN). “Positive” means that the subject was classified in that cognitive category, while
“Negative” means that the subject was not classified in that category. “True” means that
the classification was correct, and “False” means that it was erroneous. From these
results, the following values are defined:

• F1-score, which represents a weighted harmonic average of precision and recall.

F1 F1 scoreð Þ ¼ 2 � P � R
PþR
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• Accuracy, a combined value of precision and specificity.

Accuracy ¼ TPþ TN
ðTPþFPþ TN þFNÞ

• The Cohen’s kappa coefficient (K) [44] was included as a robust measure of the
concordance of the observed participants’ classification for each algorithm along the
experiments performed. In other words, it provides a measure of the validity of the
classification when confronted with a random classification. K value ranges are
interpreted according to an existing consensus [45]: 0-0.20 Insignificant (i.e., ML-
based classification would not be distinguishable from random classification); 0.21–
0.40 Median; 0.41–0.60 Moderate; 0.61–0.80 Substantial; and 0.81-1.00 Almost
perfect.

• Sensitivity or true positive rate:

Sensitivity ðTPRÞ ¼ TP
ðTPþFNÞ

• Specificity or true negative rate:

Specificity ðTNRÞ ¼ TN
ðTNþFPÞ

For the above ML algorithms, we plotted the Receiver Operating Characteristic
(ROC) curve, which represents sensitivity as a function of fall-out, and is widely used
in the diagnostic field.

Finally, the normalized confusion matrix, will be also plotted, as useful graphs in
diagnosis-related fields [46].

Metrics above are utilized as macro values, as they are the best metrics to show the
performance of classifiers on non-uniformly distributed datasets with respect to the
categories considered. Furthermore, a 10-fold cross-validation strategy [47] was
adopted to train and evaluate the proposed classifiers in order to prevent overfitting due
to the use of the same data for the training and testing of classifiers. Data analytics in all
cases was carried out in a Jupyter Notebook/Python ecosystem under the machine
learning library Scikit-Learn [37].

3 Results

All participants played all the games in the Panoramix battery twice. Obtained datasets
were merged and processed with the machine learning algorithms above, that is,
Random forest (RF); Extra Trees classifier (ET); Gradient Boosting classifier (GB); and
Ada Boost classifier (AB). Then, with regard to predicted validity, the metrics in the
previous section were computed to estimate the classification abilities by cognitive
group (cf. Table 2):
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• F1 score: average values obtained were 0.99 for RF; 0.97 for ET; 0.97 for GB; and
0.96 for AB.

• Accuracy: the average value obtained for correctly classified subjects was the
maximum value (i.e., Accuracy = 1) for RF, ET and BG; and slightly lower, 0.99
for AB.

• Cohen’s kappa: the average value obtained for the concordance of the observed
participants’ classification for each algorithm was 0.98 for RF; 0.97 for ET and GB;
and finally, 0.96 for GB.

Experiments were performances with a 10-fold cross validation.

3.1 Specificity or True Negative Rate

In relation to the ability of Panoramix to correctly reject cognitively-unimpaired sub-
jects, that is, the specificity of Panoramix, was also computed for each ML algorithm
and cognitive group (cf. Table 3). On the one hand, specificity value for CU controls
and also for AD group, is the maximum value, 1.00, for all classifiers. On the other
hand, in the case of participants affected by MCI, the specificity score is lower, 0.7 for
the four ML algorithms.

3.2 Sensitivity or True Positive Rate

In relation to the capabilities of Panoramix to correctly detect subjects with cognitive
impairment (i.e., MCI or AD subjects), namely, the true positive rate, the following
results were obtained (cf. Table 4). Firstly, in the case to detect participants with AD,
the sensitivity score is above 0.92 for the all ML classifiers, achieving the best per-
formance for RF (i.e., 1.00). On the other hand, the best sensitivity performance of
Panoramix tool is for RF classifier (i.e., 1.00) for all participants, regardless of their

Table 2. Metrics about predicted validity of Panoramix (dataset = 7-games).

Metrics
Ensemble methods F1-score Accuracy Cohen’s kappa #
Random Forest (RF) 0.99 1.00 0.98
Extra Tree (ET) 0.97 1.00 0.97
Gradient Boosting (GB) 0.97 1.00 0.97
Ada Boost (AB) 0.96 0.99 0.96

Table 3. Specificity or true negative rate of Panoramix (detailed by cognitive group)

Specificity (TNR) CU MCI AD

Random Forest (RF) 1.00 0.7 1.00
Extra Tree (ET) 1.00 0.7 1.00
Gradient Boosting (GB) 1.00 0.7 1.00
Ada Boost (AB) 1.00 0.7 1.00
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cognitive group. In the case of subject with MCI, the sensitivity score achieved the unit
for all ML ensemble algoritms.

3.3 ROC Curve

The ROC curve was computed to assess the classifier’s performance, detailed by
cognitive class, as depicted in the Fig. 2. Particularly, it shows a high average AUC for
each cognitive class and for all Ml algorithms, above 0.95. Best performance is for
subjects with AD, (i.e., AUC = 0.98–0.99) for all participants. In the case of CU or
controls subjects the value of AUC = 0.98, again regardless for each algorithm.
Finally, in the case of MCI group, the AUC score slightly slow, 0.96 for RF, ET and
GB, while 0.96 for AB.

Table 4. Sensitivity or true positive rate of Panoramix (detailed by cognitive group)

Sensitivity (TPR) CU MCI AD

Random Forest (RF) 1.00 1.00 1.00
Extra Tree (ET) 0.98 1.00 0.97
Gradient Boosting (GB) 0.98 1.00 0.95
Ada Boost (AB) 0.98 1.00 0.92

Fig. 2. ROC curve to evaluate ML classifiers’ performance detailed by cognitive class
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3.4 Confusion Matrix

In the same line as the ROC, the normalized confusion matrix shows scores very close
to 1 for all cognitive classes (cf. Fig. 3). Particularly, the ratio between true and
predicted labels is 1 for the AD group and for all ML classifiers. In the case of controls
or CU group, this rate achieves a value of 0.97. Finally, this score is lower for the
participants with MCI: 0.95 for RF; 0.93 for ET; 0.92 for GB; and slightly worse for
AB, 0.89.

To sum up, according to the performance of the metrics above, the best prediction
abilities with regard to cognitive status (i.e., CU, MCI or AD) were obtained for the
Random Forest classifier (RF).

Fig. 3. Matrix confusion to evaluate ML classifiers’ performance detailed by cognitive class
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4 Discussion and Conclusion

The purpose of this study was to evaluate four ensemble machine learning models (i.e.,
RF, ET, GB, and AB), to construct classification models to discriminate among cog-
nitively healthy individuals (i.e., CU group), participants with MCI and people affected
by AD. For this, we used the seven cognitive games in the Panoramix battery [10–12] by
means of a pilot experiment with statistical significance for the target population con-
sidered. In this study, we applied the classifiers discussed to the complete dataset, to
gather more information about the predictive validity of the games and to obtain the best
ML configuration to prepare a prototype to be eventually introduced in clinical settings.

Based on the results, the classification performance of four ensembles of classifiers
was analysed using a 10-fold stratified cross validation procedure [44]. Best results
were obtained for the Random Forest method, in line with previous supervised clas-
sification studies targeting the detection of cancer [46] and dementia [47]. In our case,
accuracy is the index parameter, with average values Accuracy = 1.00, F1-
score = 0.99 and Cohen’s kappa = 0.98. These results indicate that Panoramix is a
high-quality tool to predict cognitive impairment, both according to the rate of correctly
classified subjects (i.e., Accuracy), as well as from the point of view of (the harmonic
average of) precision and sensitivity (i.e., F1 score). Moreover, findings are robust
when compared to a random prediction, as the values of Cohen’s kappa obtained are
almost perfect [41] for all classifiers, above 0.96.

Regarding the ability of the game battery to correctly reject cognitively-unimpaired
subjects, namely, the specificity of Panoramix, excellent results were obtained with all
the algorithms (i.e., true negative rate above 0.97 for all cognitive classes). A sensitivity
study was also carried out to assess the ability of Panoramix to correctly detect subjects
with cognitive impairment, MCI or AD. In this case, the RF classifier performs with
practically full sensitivity for all cognitive groups (i.e., 1.00 regardless cognitive class).

In relation to the limitations of this study, it is worth mentioning that for the results to
be soundly considered as highly representative for the Western European population and
to guarantee clinical normative validity, a larger trial, including subjects adequately
distributed according to age and gender groups, and involving at least two countries to
consider cultural or linguistic factors, would be necessary. However, the results dis-
cussed in this paper are highly promising and already have statistical significance for
Galicia. Moreover, despite of applying mean imputation to handle missing data, which
may contribute to underrepresent the variability in the data, the impact in actual data sets
is limited because this value was computed by cognitive group and not for all subjects.

As it was demonstrated in this paper, ensemble ML methods support the con-
struction of classification models for the discrimination among CU, MCI and AD.
Besides, these classifiers’ performance is clearly better in comparison to other popular
approaches (e.g., Support Vector Machines), without affecting output metrics.

Thus, the experiments reported indicate that artificial intelligence techniques can be
used to automate aspects of clinical diagnosis, using the data obtained from a battery of
serious games. Furthermore, discrimination was performed in a nonintrusive, non-
frustrating way, which is especially relevant when targeting elder adults that may suffer
cognitive impairments.
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Abstract. In this paper, we present a deep learning approach for very
low bit rate seismic data compression. Our goal is to preserve perceptual
and numerical aspects of the seismic signal whilst achieving high com-
pression rates. The trade-off between bit rate and distortion is controlled
by adjusting the loss function. 2D slices extracted from seismic 3D ampli-
tude volumes feed the network for training two simultaneous networks,
an autoencoder for latent space representation, and a probabilistic model
for entropy estimation. The method benefits from the intrinsic charac-
teristic of deep learning methods and automatically captures the most
relevant features of seismic data. An approach for training different seis-
mic surveys is also presented. To validate the method, we performed
experiments in real seismic datasets, showing that the autoencoders can
successfully yield compression rates up to 68:1 with an average PSNR
around 40 dB.

Keywords: Seismic data compression · Deep autoencoders ·
Geophysical image processing · High bit-depth compression

1 Introduction

The quality of acquisition sensors has been evolved significantly in the past
years. This fact implies on higher resolution signals to process, to storage, and
to transmit. The use of effective compressing algorithms plays an important role
in seismic processing, aiming to deal with the substantial increase in data resolu-
tion. Generally speaking, reliance on compression algorithms in terms of signal
reconstruction is a concern in the field due to the dilemma of choosing loss-
less methods, with perfect reconstruction, or lossy compression, with a greater
reduction on storage with allowed reconstruction distortions.

Typical compression methods benefit from the extensive oscillatory nature
of the seismic data to model the algorithms. This leads to approaches involving
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transformations to wavelets and cosine domains [1]. The so-called transform-
based methods consider the representation of the volume in these domains, stor-
ing and processing only on a small subset of the total coefficients. A wavelet-
transform based compression algorithm was proposed in [2], allowing extremely
high compression ratios with considerably small errors. Other techniques such as
low-rank methods are focused in working directly on lower dimensional matrices
sampled from the higher dimensional wavefield [3].

Recently, some methods explored standard video and image compression
techniques. With similar performance to a licensed commercial wavelet-based
scheme used by the industry, experiments performed in [4] indicated that the
JPEG-XR can be used to fast compress seismic images allowing to control the
quality or bit rate target. Motivated by the performance of video codecs, a codec
under the HEVC [5] intra coding framework is presented in [6] to compress
seismic images, outperforming the previously published compression schemes.
Considering the similarity between 3D seismic data and videos, an extension of
this method was proposed in [7] aiming to explore the temporal redundancy in
three-dimensional data. This method surpasses the previous method and it is
less time-consuming.

However, one may notice that most of these approaches are exposed to any
sort of dataset bias. The challenge in working with compression for seismic
domain relies on the difficulty of detaching parts of the signal that represent
physical properties from those who do not. We argue that capturing all vari-
ances and inconsistencies that may be present in seismic signals such as noise,
interferences, and processing inaccuracies in a deterministic fashion is not prac-
tical. Machine Learning techniques is a viable way to face this problem. In this
sense, these techniques were employed in [8] to compress seismic signals directly
from the field. They trained a shallow autoencoder to compress the data while a
Restricted Boltzmann Machine was used to optimize its parameters. In addition
to achieving interesting preliminary results (10:1 and a PSNR of 30 dB), this
approach can capture the most representative features using only a portion of
the dataset.

The popularity of Deep Learning (DL) algorithms has considerably increased
in recent years due to consistent advances in solving complex computer science
tasks such as image classification, speech to text, and translation. Recently, deep
neural network approaches are taking momentum in solving low-level problems
in image processing, such as super-resolution and image compression, leading
to impressive state-of-the-art results. Complementing the autoencoder with an
adversarial training, the proposal of [9] to image compression outperforms all pre-
vious codecs producing visually agreeable reconstructions for very low bit rates.
With competitive performance to the previous work, [10] proposed an image
compression system based in two networks trained concurrently. A probabilistic
model is used to learn the dependencies between symbols in the autoencoder
latent representation, and another autoencoder uses it for entropy estimation,
in order to control the rate-distortion trade-off.
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The main contribution of this work is the extension of the method proposed
by [10] for low bit rate compression of seismic volumes. More specifically, we pro-
pose a training and inference schemes tuned for seismic compression of multiple
volumes. Our method is trained using a collection of seismic 2D-slices to feed
the network. A DL method based on conditional probabilistic deep autoencoder
is tuned to exploit the inherent features of seismic data.

2 Proposed Method

We extend the end-to-end pipeline proposed by [10]. Our goal is to compress
an amplitude seismic volume training simultaneously two deep networks: a com-
pressing autoencoder and a probabilistic model. The first deals with the rate-
distortion trade-off between a small number of bits and small distortions. The
second is a 3D-CNN that learns the dependencies between the symbols of the
autoencoder latent representation. Both models were trained to balance the
trade-off. We provide training and inference schemes for 2D-slice based seismic
volume compression.

2.1 Probabilistic Autoencoder

By definition, an autoencoder is an unsupervised learning algorithm that is
trained to adjust its weights aiming to set the target values to be equal to
the inputs. The compressive autoencoder is a model composed of an encoder,
a decoder, and a quantizer [11]. The encoder E : Rd → Rm maps the input
x to a lower dimension latent space. The quantizer Q : R → C discretizes the
latent representation z, obtaining ẑ = Q(z), and allowing it to be losslessly
encoded into a bitstream through arithmetic coding strategy. The decoder D
reconstructs the image x̂ = D(ẑ) from its quantized representation through the
losslessly decoded bitstream. The goal is to minimize the rate-distortion trade-off
d(x, x̂) + βH(ẑ), where d is a function that measures the distortion between the
original image and its reconstruction, H is the entropy of the quantized latent
representation and β controls the trade-off.

The quantization combines the works of [12,13]. The authors used a clustering
based quantization, where each entry of the latent representation is changed by
the index of the nearest centroid. The encoder and the decoder are 2D-CNNs
with the particularity that the last layer of the encoder has an additional feature
map, named importance map. This map is used to generate a binary 3D mask
�m� that is applied to the feature maps volume. It allows different regions of
the image to be represented by a different number of bits, according to the
detail level. Since the mask binarization is not a differentiable operation, a soft
approximation in the backward pass of the back propagation is used.

The probabilistic model P (ẑ) is a 3D-CNN that models the conditional prob-
ability of a symbol belonging to a centroid given the previous symbols to it,
learning their dependencies in the latent representation of the autoencoder [14].
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Considering the distribution

p(ẑ) =
m∏

i

(ẑi|ẑi−1, . . . , ẑ1), (1)

this network is used to estimate each term (ẑi|ẑi−1, . . . , ẑ1):

Pi,l(ẑ) ≈ p(ẑi = Cl|ẑi−1, . . . , ẑ1), (2)

where l = {1, . . . , L} and L is the size of the centroids set C.
The losses of both models are based on the rate-distortion trade-off. Given

the set of training seismic images X, we train over minibatches XB ={
x(1), · · · ,x(B)

}
of crops from X.

Since the models are trained simultaneously, the entropy term H is calcu-
lated using two approaches: first, instead of encoding the entire masked symbol
volume, the 3D binarized mask �m� is encoded and subsequently the symbols
of the volume that are not zero. This is used by the autoencoder, since it allows
the encoder to easily control the spatial allocation of bits [15]. The second, uses
the distribution p(ẑ), since it does not have direct access to the mask and needs
to learn the dependencies on the entire masked symbol volume [14]. The loss
function for the probabilistic model P is defined as:

LP :=
1
B

B∑

j=1

d(x(j), x̂(j)) + β
m∑

i=1

− log P
i,I(ẑ

(j)
i )

, (3)

where P
i,I(ẑ

(j)
i )

specifies for each voxel i in the entire masked symbol volume
the probabilities of belonging to each index I(ẑi) of the centroids set. The loss
function for the autoencoder is given by:

LE,D,Q =
1
B

B∑

j=1

d(x(j), x̂(j)) + β

m∑

i=1

− �mi� log P
i,I(ẑ

(j)
i )

. (4)

Notice that this loss incorporates the probabilistic model as the entropy term
of the autoencoder with the benefit of being weighted by �m�. In next sections,
we propose training and inference schemes, based on this compression model,
taking into account the characteristics of seismic 2D-slices.

2.2 Training Scheme

Figure 1 presents our training pipeline. Initially, we perform a preprocessing step,
aiming to adapt the volumes to the network input. Seismic sections are numer-
ically represented as one channel 32-bit floating-point. But the model proposed
by [10] was designed for general purpose image compression with 3-channels of
8-bit unsigned integers. We have verified that pre-trained models based on Ima-
geNet did not fit our specific data domain. The fine-tuning approach using initial
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Fig. 1. Overview of the proposed training scheme.

weights from 8-bit images for network optimization led to higher iterations until
convergence. For this reason, we adapted the network and all metrics to work
with seismic data and trained all models from scratch for a collection of volumes.

The encoder-decoder performs 2D convolutions and thus the training dataset
was formed by extracting slices of the inline, crossline or time-depth direc-
tions. Then, the slices are normalized using min-max strategy. This is important
because the original network was designed to work in the [0,1] interval quantized
with 8-bits for low-dynamic range images. Since seismic data are quantized with
32-bits, its range values are wider and the min-max is arbitrary across different
volumes. In order to train multiple volumes at the same time, the min-max from
all volumes are used.

The batch generation is performed extracting random crops from the slices
and randomly flipping them. In the case of a training set composed by various
datasets, the batch is built with crops from all of them at the same quantity. In
this way, we are preventing the model from being biased by one dataset. Since
the number of slices of a dataset can vary, smaller datasets will provide crops of
repeated slices. In general, given the random nature of the cropping, the chance
of an exactly repeated crop is negligible.

The batch is then used to feed the encoder. The output of the encoder is
quantized and it is used by the probabilistic model to estimate the entropy and to
calculate the centroids. These centroids and the quantizer output are used by the
decoder to reconstruct the batch images. We perform a PSNR evaluation between
the initial and reconstructed batches. This metric was chosen to be maximized
by the training step instead the original Multi-Scale Structural Similarity (MS-
SSIM) for images. The PSNR is simpler to compute and yielded better overall
results. The training step is repeated until the maximum number of iterations
is reached.
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Fig. 2. Overview of the proposed inference scheme.

2.3 Inference Scheme

The inference of the DL model is performed according to the Fig. 2. After the
training step, the network is tuned for compression of seismic slices normal-
ized in [0,1] range. Given a seismic volume, the slices are extracted in one of
the directions and then normalized with its min-max values. If their shapes are
not divisible by the network subsampling factor, they are padded with a border
extension. We propose the symmetric border extension since it better preserves
the frequencies of the seismic volume. The encode/decode are then performed
for model inference. Both input and output are unpadded to guarantee coher-
ence of the metric evaluation. The slices are denormalized to reconstruct the
compressed seismic volume. Finally, we evaluate the error between the original
and reconstructed volumes.

3 Experimental Results

To validate the proposed method, we perform experiments in different 3D stacked
seismic volumes available on SEG Open Data repository [16]. Our method was
implemented using the TensorFlow framework, and all runs performed on a single
GPU NVIDIA Tesla V100. We verified that the following hyper-parameter space
was suitable for all datasets: Adam optimizer, batch-size of 32, initial learning
rate of 8 ·10−5 for the autoencoder and 1 ·10−4 for the probabilistic model, both
with step decay of 0.1 every 10 epochs, and crop size of 128×128. Reconstruction
quality is reported as PSNR and SNR in decibels (dB) due to its sensibility to
small error variations, and compression rate as bits-per-voxel (bpv), expressing
the average number of bits necessary to represent the 32-bits amplitude values.

3.1 Training Protocol

From SEG Open Data repository [16] we selected five seismic surveys: Kahu3D,
Parihaka3D, Netherlands F3-Block, Penobscot3D and Waihapa3D volumes.
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Netherlands F3-Block, Penobscot3D and Waihapa3D were used only for test-
ing. We also reserved 10% of training volume slices for validation (randomly
chosen), so we could define appropriate hyper-parameters such as number of
epochs. Normalizing by standardization leads to impressive reduction in epochs,
with initial average PSNR of 25 dB in contrast with 10 dB.

The details of the seismic surveys, such as size and grid dimension are shown
in Table 1. Slices were extracted from volumes in (x, z) (inline), (y, z) (crossline)
and (x, y) (time-depth) planes.

Table 1. Uncompressed dataset properties.

Dataset Size (GB) Grid dimension

Kahu3D 6.17 (584 × 1695 × 1498)

Parihaka3D 3.86 (920 × 1124 × 874)

Netherlands F3-Block 1.25 (631 × 951 × 463)

Penobscot3D 0.60 (401 × 301 × 1251)

Waihapa3D 0.29 (201 × 291 × 1238)

3.2 Results and Discussion

Due its similarity, we use the inline and crossline directions alongside to train
a single model with good performance in both directions. Since the time-depth
direction is too different from the previous, its results were obtained training
another model using only this direction.

Table 2 shows the comparison between the three possible planes used in the
inference step. Notice that the crossline direction has similar results compared
to the inline. This is expected since the volume in both directions have similar
characteristics. The results of the model trained and inferred with the time-depth
plane is clearly worse than the others. The data in the time-depth directions
seems noisy if compared to the other planes. The compression model is less
efficient, requiring an extra tuning of its hyper-parameters.

We trained the model using only slices from Kahu and Parihaka datasets.
Netherlands F3-Block is known to be a noisy survey, thus naturally harder to
compress. But even under this condition, it took only four epochs for the model
to reach an interesting PSNR of 35.56. This result highlights the generalization
capabilities of the method. With a SNR = 29.56, however, one may not consider
that the relevant original information was preserved. A deeper qualitative anal-
ysis is needed to correlate the minimum bit rate and PSNR that do not result
in relevant losses. We also need to train with more seismic surveys to further
increase generality power. Since the software and the data used by the state-
of-the-art results are private, we are not able to report the performance of our
method on them.
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Table 2. Results for testing sets. Overall average compression ratio is 68:1.

Dataset Direction bpv PSNR SNR

Netherlands F3 Block Inline 0.45 35.56 29.56

Crossline 0.46 35.07 29.08

Time-depth 0.40 33.45 27.46

Penobscot3D Inline 0.39 40.48 34.47

Crossline 0.37 42.00 35.99

Time-depth 0.36 37.11 31.10

Waihapa3D Inline 0.65 34.81 29.30

Crossline 0.66 34.55 29.04

Time-depth 0.47 35.21 29.70

Fig. 3. Section reconstruction from an image in Penobscot test set. Despite the minor
differences (right), overall reconstruction preserves most relevant seismic features,
important for geological interpretations. Compression ratio = 86:1 and PSNR = 42 dB.

Figure 3 depicts a complete slice compression and decompression result for
the Penobscot dataset. Even with a 86:1 compression, the details are fairly pre-
served with PSNR = 42 dB. Figure 4 shows a crop from a slice of the Waihapa
volume (Fig. 4a) compressed in different bit rates. The extreme compression in
Fig. 4b and c introduced high frequencies in the original slice (Fig. 4a). One
may notice a less effective PSNR gain as we move to higher compression ratios
when compared to HVEC-based methods [6,7]. Considering the Figs. 3, 4d and
e, along with our observations, bit rates resulting in at least PSNR = 36 dB tend
to better preserve details.
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(a) Original (b) 0.227 bpv, 31.54 dB (c) 0.657 bpv, 34.55 dB

(d) 0.841 bpv, 36.33 dB (e) 1.385 bpv, 38.46 dB

Fig. 4. Two dimensional crops extracted from Waihapa volume. The method maximizes
PSNR during optimization while achieving low bit rates.

As aforementioned, we performed the standardization operation on both first
and last layers, leading to a drastically reduced convergence time. Using a single
NVIDIA Tesla V100 we were able to train a model within the interval of 1 hour.
We expect to explore parallel approaches such as Horovod [17] to distribute
training between multi-GPU as we increase total amount of training data.

4 Conclusions

In this paper, we presented a deep learning approach for 3D seismic data com-
pression. The network is fed with two-dimensional 32-bits sections from the
original volume, training at the same time two networks, one for latent space
representation, and other for entropy estimation. The bit rate of the compressed
volume is controlled by hyper-parameter tuning. The method benefits from the
intrinsic characteristic of deep learning approaches and automatically captures
the most relevant features of the data. It presents promising results in data
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reconstruction with high PSNR values at low bit rates. High compression rates
(up to 68:1 and PSNR = 40 dB in average) are obtained by training models
with multiple seismic surveys on a single procedure. As future work, we intend
to improve our workflow so more volumes are aggregated to the training dataset
without introducing biases.
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Abstract. The need to reduce energy consumption, resources, the introduction
of new and ecological materials, the multiplicity of modern technologies
available, and the complexity and multi-branch nature of architectural and
construction projects means that designers must make complex and difficult
decisions. This work presents the subject of currently available and used in the
AEC industry project tools and provides an overview of the possibilities of
using artificial intelligence methods and tools, such as Knowledge Based
Engineering (KBE), fuzzy logic, neural networks, genetic algorithms, Monte-
Carlo simulation. These methods can be used in the early design stage to
improve decision making process and to optimize both the design process and
the project itself.

Keywords: Architectural design � Pareto genetic algorithms �
Knowledge Based Engineering � AEC managing tools � Decision making

1 Introduction - New Challenges in the Architectural
and Construction Design Process

Sustainable building design is a comprehensive process that involves many parties that
need to cooperate but cannot operate independently. Due to the need to reduce energy
consumption and raw materials use, the multitude of modern technologies available,
and the less available and expensive lands in the desired areas, there are countless of
difficult decisions to be made during the building design and construction process [1].

The need to meet the legislative requirements, the pressure from the Investors to
limit the budget and minimize project completion time maintaining high standards at
the same time, puts the project teams ahead of a huge challenge: creating an individual
concept and implementing multi-disciplinary, comprehensive and compatible project
documentation that meets all the criteria given. The success of the project depends on a
successful exchange of information, coordination and the ability to select the most
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favorable solutions and compromises. Unlike serial products, each architectural project
is an individual solution that is not subject to validation and correctness tests on living
models. Due to the individuality of every project the only chance to detect and elim-
inate imperfections before starting the production is design stage.

This paper contains a comparison analysis of the traditional approach to the AEC
(architecture, engineering, construction) design process and novel design methods. In
the last one participants use platforms and tools to help them design, communicate,
evaluate solutions, determine budget and coordinate multi-branch design. In addition, it
will present a review of the literature on the possibilities and limitations of the use of
artificial intelligence methods in improving the design process.

2 Comparison of Traditional Design Methods and Advanced
Tools and Platforms to Improve the AEC Project Process

In the architectural and construction industry today, the most widely used systems are:
cad drawing software’s used to develop 2D drawings and 3D modeling softwares to
complement the design. Any change made to the project needs to be implemented
separately in all drawings the change applies. At the same time, you can observe a slow
transformation of the way the project is developed due to the introduction of BIM
(Building Information Modeling) system as a work tool. This technology allows
developing comprehensive, multi-branch 3d model of the designed object that helps to
detect project defects, facilitate inter-branch coordination and saves costs related to
adjustments in the execution phase. According to researches it can save about 20% of
time spent checking and correcting cad drawings [2] and 30% of the time needed to
prepare the documentation [3].

According to the report published in 2017, 12% of respondents using BIM on daily
basic at work, 21% of organizations use it at various levels and 78% plan to introduce
this technology [4]. Another research stays that using BIM is more common in larger
enterprises and its users are usually younger industry representatives. The biggest
barrier for introducing BIM is competency shortages and low rates for projects [5].

However, BIM system has its limitations. Possible checks of collisions, codes and
rules can be applied to the completed model, after carrying out the majority of design
works and after the phase covering the majority of design decisions. Then the phase of
corrections and changes takes place. In some cases the corrections needed may be small
but sometimes drastic and requiring a huge amount of work, time and costs.

Recently the new possibilities of using BIM in AEC has been developed. In 2018
the research was published [6] combining BIM platform possibilities to create envi-
ronment for managing adaptive smart façade shading system to reduce energy con-
sumption and improve indoor microclimate. Also the possibilities od transferring data
from BIM into Game environment were taken and using the game engine to create
evacuation strategy was proposed [7, 8]. The similar approach for using game engine
on exported BIM 3d data has been taken to allow for late stage design review of
healthcare buildings [9].
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3 Application of Artificial Intelligence Methods
in the Design Process

Due to the limitations of currently widely used design methods in the architectural and
construction industry, attempts are made to improve the design process using the
methods of artificial intelligence (AI - Artificial Intelligence) [10]. Attempts to use AI
tools in design began in the 1980s [11]. Tools using Knowledge Based Engineer-
ing KBE, fuzzy logic, neural networks, and genetic algorithms find a wide application
in the design of AEC [1, 12]. The following is an overview of publications about using
AI modeling in architectural design.

3.1 Possibilities of Using KBE in the AEC Project Process

One of the most characteristic features of a knowledge-based organization (KBO) is the
use of knowledge, experience and the ability to assess the problem by the staff
employed. This distinguishes them from other organizations that have physical assets
(e.g., airplanes, hotels, commercial goods) and organizations that are rather an inter-
mediary and interpreter of information without producing a specific product [13, 14].
According to this definition, the organizations of the AEC industry are an example of
KBO organization.

Architectural, constructional and mechanical & electrical (M&E) design offices are
evaluated primarily due to their experience and potential to provide the specific project.
These organizations are employed based on their ability to deliver the project, as the
product itself is not yet created at the stage of selecting the designer [1].

For this reason, the greatest value for this type of organization is the knowledge and
experience of staff that can easily be lost if employees change the organization. In
addition, the sharing of acquired knowledge depends on the skill and willingness to
provide it, which does not guarantee that all of organization projects will benefit from
the knowledge of the staff that is at the disposal of the organization at a specific
moment. The use of knowledge engineering tools - KBE (knowledge based engi-
neering) can help in the effectiveness of gathering and sharing knowledge.

KBE is a field of research aimed at increasing the efficiency of the design process
through the use of experience and knowledge of completed project processes and their
already known effects. Knowledge Engineering Systems allow you to use the experi-
ence and knowledge gathered both by experienced and untrained designers, shortening
the time to complete the task and reducing the risk of mistakes. Diagrams of knowledge
engineering systems help in particular in the acceleration of routine tasks (which
according to Calkin and Stokes constitute about 80% of all activities) allowing the
designer - a specialist - to concentrate on creative and innovatory work [15, 16], which
will affect the quality of the target product. Unlike BIM technology, which enables
validation of the created model, the KBE task would enable Rule and Code compliance
auto checking during the design phase [16].

KBE since the 1980s was mainly developed in the automotive, space and ship-
building industries while in the AEC industry only to a small extent. In 2011, Hay-
maker presented a system scheme proposal for AEC design process based on the use of
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comprehensive knowledge for a given branch that would lead designers step by step,
learning and improving on the basis of received corrections and guidelines. The pro-
posed system would consist of requirements specific to the project and broad knowl-
edge consistent with the subject of the project. To make design decisions, the project
team undergoes a 6-step process including: selection of the project team, goal defini-
tion, goal hierarchy definition, analysis of alternatives, impact analysis (each of the
alternatives for each objective) and value estimation (based on a specific impact and
hierarchy of values). According to Haymaker, each of the six main steps, indirect
actions and dependencies between them can be properly described and automated.
Similar approach have been taken by using Process Integration and Design Opti-
mization software to carry multiple alternative for the design of classroom building
instead of very few possible using traditional methods [17].

In 2015, in his publication, Singer and Bormann present an innovative approach to
the KBE tools in civil engineering, which allowed the team to generate a bridge model
based on given parameters: type and data concerning the bridge structure and the area.
His team declared further research into the use of KBE tools in the architectural and
construction industry.

3.2 Possibilities and Limitations of Using the Fuzzy Logic Method
in Architectural Design

Architecture is a broad concept, considered to be one of the most important fields of art
[18] and at the same time an Engineering discipline called Land Engineering according
to the classification of fields and disciplines of the OECD (Organization for Economic
Cooperation and development). Therefore, the quality of architecture can be assessed in
many aspects: aesthetic, cultural, social, as well as economic, energy-efficient, and in
the aspect of using innovative technologies. Similarly, each of its components is dif-
ficult to assess unequivocally, that is, mathematically speaking, binary (truth or false).
Fuzzy logic, which is used as a problem solving tool, gives a set of indirect results -
similar to human conclusions that may be used in the analysis of architectural prob-
lems. The result of the analysis cannot be unambiguously assessed as good or bad as
the following examples show.

The fuzzy logic modeling method was already used in the spatial planning analysis
to assess the location of individual houses of the existing housing estate [19]. The
assessment was made in terms of distance from the desired places (beach and store),
privacy of the location, the distance from the neighbour and view values. The analysis
was performed using the Takagi-Sugeno fuzzy modeling method. The result of the
analysis correctly indicated the assessment of the houses location attractiveness.

Fuzzy logic was also used to evaluate the coefficient of average daylight based on
the set geometry, openness of the facade, reflectance [20]. In 2001 & 2003 Ciftcioglu
and Durmisevic used Takagi-Sugeno method to determine the level of safety and
comfort in the underground subway station [21, 22] based on a number of factors,
including lighting, visual attractiveness, human presence, legibility of visual infor-
mation, noise, temperature, etc.
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3.3 The Use of Pareto Front and Genetic Algorithm
in the Architectural Design

Genetic algorithms are supposed to imitate evolution. The offspring inherits the best
traits selected from the group of “parents” during the evolution of many generations.
Finding the best-developed offspring can also find application in the project design
process [11, 12]. Due to the previously mentioned tightening of energy consumption
regulations and limiting access to the resources, the growing need to reduce energy as
much as possible is observed. In her work on the design of energy-saving buildings,
Professor Luisa Caldas conducts research on the use of the Generative System
GENE_ARCH in the early and intermediate design phase [23–25]. The system uses the
Genetic Algorithm, Pareto optimization and DOE2 software. DOE2 software is
available for free and is used to perform a building energy analysis allowing estimating
energy consumption and usage costs based on the description of the building layout,
construction, M&E systems designed, weather data and utility rates.

The system has been tested for various geographical locations and for selected
tasks: finding the optimal location of windows in relation to the optimal amount of
daylight and the minimum energy costs per annum; selection of optimal materials in
terms of insulation requirements, costs and CO2 emissions; evolution of the desired
shape of the building optimal in terms of the amount of daylight and the amount of heat
supplied.

The use of the Pareto genetic algorithm allowed obtaining a group of possible
solutions. The solutions are optimal in terms of energy use, material costs and the
amount of daylight, leaving the final decision in the selection and implementation of
the chosen solution to the designer.

In the research carried by Flager at All in 2009 [17] the optimization results of
structural cost versus energy cost have been demonstrated by Pareto Front as in pre-
vious examples allowing for best solution evaluation.

3.4 Possibilities of Using Monte Carlo Simulation in the Early Stage
of Designing Energy-Saving Construction

Another method tested to facilitate and improve the efficiency of design decisions at the
early stage of the architectural design is a simulation developed and presented in the
Torben Østergård dissertation in cooperation with the Danish office MOE [26].

The tools used are based on Monte Carlo simulations and sensitivity and uncer-
tainty analysis as well as variability of design parameters using probability distribu-
tions. Their usefulness was presented in order to determine optimal design solutions
affecting the energy efficiency of the building (energy demand, optimal amount of
daylight, thermal comfort for residential buildings). The results allowed for recognition
of the most desirable components of the considered building (window spans, overhangs
over windows, insulating properties of windows, blinds, wall thickness, insulation
thickness, etc.).
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4 Proposed Development of the Research

4.1 Application of Artificial Intelligence Methods in the Implementation
Stage of Design Process

While the above case studies show the attempt to apply AI modelling methods in early
design stage the amount of routine tasks is performed during the tender and con-
struction phase of design process. The implementation stage consists of value engi-
neering application, detailed design, choice of materials, detailed specification and
scheduling. Decisions made during this phase have a huge impact on project budget
and final result.

To ensure that materials choices are made objectively and are not driven by lack of
knowledge or benefits offered by providers and contractors interests, automation of
selection process might be best solution. In the Fig. 1. we propose the concept of
architectural design steps automation using AI.

The first step would be creating products database and systematize products rele-
vant information and certifications. Next step would allow for initial verification and
automatically performed rejection of products not meeting the criteria from the set of
solution based by simply False or True Logic. During the next step AI set of opti-
mization methods would be applied to indicate the best solution in terms of specified
major criteria and determining the impact on those criteria by choosing the specific
product. In the next step the most optimal solution would be chosen from the best
solutions accessed in previous step. The last step would allow the team to accept
automatically chosen solution or to choose different solution based by graphically
presented set of best possibly solutions. AI methods such as Genetic algorithm, Pareto
optimization and Fuzzy Logic would be proposed and tested as AI optimization
methods for objective materials choice [27].

4.2 Application of Artificial Intelligence Methods to Assume Required
Daily Light Provision for Representative Room

Usually energy performance and daylight analysis are performed after the design is
complete and then the recommendations are given and the energy demand is estab-
lished. Only for some technologically advanced buildings complex and complicated
design process is performed to find best solutions in terms of energy performance.

In the future research we would try to find soft computing methodology that would
allow specifying the optimum window sizes for representative rooms in specific
location for main exposure directions. The aim would be to find best window sizes to
achieve best energy performance for the room. The idea of the proposed methodology
would be to create simply and easily accessible tool that could be applied on early stage
of the design. That would help to design sustainable buildings not only by using the
best performed materials but also by using the tool recommendation and might help
sustainable design become more common and accessible.

The process would consists of using DOE software to perform energy use analysis
on 3d model of typical office rooms and open space generated either by CAD or 3D
BIM model. The representative rooms dimensions and windows size would match the
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Fig. 1. The proposed concept of architectural design steps automation using AI.
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office structural and façade grid according to Modern Office Standards Poland (MOSP)
2016 for cellular plan and open space plan as shown in Fig. 2 [28]. The room would
have North, East, South and West exposure direction in central location in Poland.
Then optimization by Pareto genetic algorithm would be perform to visualize best and
worst possible solutions in terms of energy consumption and daily light provision
based on windows size, type of glazing and type of blinds used.

5 Conclusions

AEC’s design offices, consisting mainly of small and medium-sized enterprises, have
less power to develop technology that helps them deliver the product than large
enterprises operating on a broad international mass production market. Therefore the
process of incorporating novel design tools is slow comparing to other industries.

The development of BIM technology is driven by the fact that these tools are used
not only by designers, but also by investors, developers and contractors, and
throughout the life of the building (Building Lifecycle Management) setting the new
path of the AEC design process.

The application of artificial intelligence in the early project phases, which is pos-
sible in accordance with the above examples, would have a huge impact on improving,
accelerating and rationalizing the decisions making in the early design phase. It would
also make it possible to improve the energy efficiency of buildings, enabling it to meet
stringent regulations and the increasing pressure to reduce the cost of building oper-
ations. The purpose of using new tools would not be to replace the designer, but to
minimize routine tasks, indicate the best possible solutions, leaving decisions and
creative design tasks in the hands of architects and AEC consultants.

Acknowledgment. This work was supported by the following Projects: Ministry of Science and
Higher Education funds 10/DW/2017/01/1 for the first (Ewa Gilner) author. Institute of Auto-
matic Control BK Grant 02/010/BK18/0102 (BK/200/Rau1/2018) in the year 2019 for the
second (Adam Galuszka) and third (Tomasz Grychowski) author. The analysis has been

Fig. 2. Representative office grid based on modern office standards Poland 2016

Application of Artificial Intelligence Methods 415



performed with the use of IT infrastructure of GeCONiI Upper Silesian Centre for Computational
Science and Engineering (NCBiR grant no POIG.02.03.01-24-099/13).

References

1. Haymaker, J.R.: Opportunities for AI to improve sustainable building design processes. In:
AAAI 2011 Spring Symposium on Artificial Intelligence and Sustainable Design (SS-11-02)
(2011)

2. Migilinskas, D., Popov, V., Juocevicius, V., Ustinovichius, L.: The benefits, obstacles and
problems of practical BIM implementation. In: 11th International Conference on Modern
Building Materials, Structures and Techniques, MBMST (2013)

3. Czmoch, I., Pękała, A.: Traditional Design versus BIM Based Design. In: XXIII R-S-P
seminar, Theoretical Foundation of Civil Engineering (23RSP) (2014)

4. Pietras, F., Wójcik, A.: Rozwój Building Information Modeling w Polsce. Badanie Antal.
(2017). www.antal.pl

5. Autodesk, MillwardBrown: BIM – Polska Perspektywa. Raport z Badania (2015, in polish)
6. Ceranic, B., Nguyen T., Callaghan C.: Shape grammar and kinetic façade shading systems: a

novel approach to climate adaptive building design with a real time performance evaluation.
In: International Conference Geomapplica Geomatics, Remote Sensing and Earth Obser-
vation (2018)

7. Atila, U., Karas, I.R., Turan, M.K., Rahmand, A.A.: Design of an intelligent individual
evacuation model for high rise building fires based on neural network within the scope Of 3d
GIS. In: ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information
Sciences, Volume II-2/W1, ISPRS 8th 3DGeoInfo Conference and WG II/2 Workshop,
Istanbul, Turkey (2013)

8. Rüppel, U., Schatz, K.: Designing a BIM-based serious game for fire safety evacuation
simulations. Adv. Eng. Inform. 25, 600–611 (2011)

9. Kumar, S.: Developing an experienced-based design review application for healthcare
facilities using a 3D game engine. J. Inform. Technol. Constr. (ITcon). 16 85–104 (2011).
http://www.itcon.org/2011/6

10. Gilner, E.: Wykorzystanie sztucznej inteligencji w zrównoważonym projektowaniu
budynków. In: Strategie 2019 (accepted book chapter in polish). Wydawnictwo Politechniki
Śląskiej (2019)

11. Brown, D.: Artificial intelligence for design process improvement. In: Clarkson, W.J.,
Eckert, C. (eds.) Design Process Improvement A Review of Current Practice, pp. 158–173.
Springer, Cambridge (2004). https://doi.org/10.1007/978-1-84628-061-0_7

12. Gałuszka, A., Pacholczyk, M., Bereska, D., Skrzypczyk, K.: Planning as artificial
intelligence problem – short introduction and overview. In: Nawrat, A., Simek, K.,
Świerniak, A. (eds.) Advanced Technologies for Intelligent Systems of National Border
Security, vol. 440, pp. 95–103. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-
642-31665-4_8. ISBN 978-3-642-31664-7

13. Winch, G., Schneider, E.: The strategic management of architectural practice. Constr.
Manag. Econ. 11(6), 467–473 (1993). https://doi.org/10.1080/01446199300000052

14. Winch, G., Schneider, E.: Managing the knowledge-based organization: the case of
architectural practice. J. Manage. Stud. 30(06), 0022–2380 (1993)

15. Reddy, E.J., Shridhar, C., Rangadu, V.P.: Knowledge based engineering: notion, approaches
and future trends. Am. J. Intell. Syst. 5(1), 1–17 (2015). https://doi.org/10.5923/j.ajis.
20150501.01

416 E. Gilner et al.

http://www.antal.pl
http://www.itcon.org/2011/6
http://dx.doi.org/10.1007/978-1-84628-061-0_7
http://dx.doi.org/10.1007/978-3-642-31665-4_8
http://dx.doi.org/10.1007/978-3-642-31665-4_8
http://dx.doi.org/10.1080/01446199300000052
http://dx.doi.org/10.5923/j.ajis.20150501.01
http://dx.doi.org/10.5923/j.ajis.20150501.01


16. Singer, D., Bormann, A.: A novel knowledge-based engineering approach for infrastructure
design. In: The Fourth International Conference on Soft Computing Technology in Civil,
Structural and Environmental Engineering, Prague, Czech Republic (2015)

17. Flager F., Welle, B., Bansal, P., Soremekun, G., Haymaker, J.: Multidisciplinary process
integration and design optimization of a classroom building. J. Inform. Technol. Constr.
(ITcon) 14, 595–612 (2009). http://www.itcon.org/2009/38

18. Estreicher, K. (młodszy): Historia sztuki w zarysie, Warszawa 1986. Państwowe
Wydawnictwo Naukowe (1973)

19. Çekmis, A.: Fuzzy logic in architectural site planning design. In: 12th International
Conference on Application of Fuzzy Systems and Soft Computing, ICAFS 2016, Vienna,
Austria (2016)

20. Zemmouri, N., Schiller, M.E.: Application of fuzzy logic in interior daylight estimation. Rev.
Energ. Ren. 8, 55–62 (2005)

21. Ciftcioglu, O.: Design enhancement by fuzzy logic in architecture. In: The IEEE
International Conference on Fuzzy Systems, 0-7803-7810-5/03/$17.00200 03. IEEE (2003)

22. Ciftcioglu, O., Durmisevic, S.: Fuzzy logic in architectural design. In: 2nd International
Conference in Fuzzy Logic and Technology, Leicester, United Kingdom (2001)

23. Caldas, L.: GENE_ARCH: an evolution-based generative design system for sustainable
architecture. In: Smith, I.F.C. (ed.) EG-ICE 2006. LNCS (LNAI), vol. 4200, pp. 109–118.
Springer, Heidelberg (2006). https://doi.org/10.1007/11888598_12

24. Caldas, L.: Generation of energy-efficient patio houses: combining GENE_ARCH and a
marrakesh medina shape grammar. In: Spring Symposium on Artificial Intelligence and
Sustainable Design, AAAI 2011 (SS-11-02) (2011)

25. Caldas, L., Norford, L.K., Rocha, J.M.: An evolutionary model for sustainable design. In:
AAAI 2011 Spring Symposium on Artificial Intelligence and Sustainable Design (SS-11-02)
2003). https://doi.org/10.1108/14777830310479450

26. Østergård, T.: Proactive building simulations for early design support: multi-actor decision-
making basedon Monte Carlo simulations and global sensitivity analysis. Aalborg
Universitetsforlag. Ph.D.-serien for Det Ingeniør- og Naturvidenskabelige Fakultet, Aalborg
Universitet (2017). https://doi.org/10.5278/vbn.phd.eng.00017

27. Gałuszka, A., Krystek, J., Swierniak, A., Lungoci, C., Grzejszczak, T.: Information
management in passenger traffic supporting system design as a multi-criteria discrete
optimization task. Arch. Control Sci. 2017(2), 229–238 (2017)

28. Rolfe Judd Architecture, CBRE: Modern Office Standard Polska (2016). www.mosp.pl

Application of Artificial Intelligence Methods 417

http://www.itcon.org/2009/38
http://dx.doi.org/10.1007/11888598_12
http://dx.doi.org/10.1108/14777830310479450
http://dx.doi.org/10.5278/vbn.phd.eng.00017
http://www.mosp.pl


Information Systems and Technologies



Method of Comprehensive Estimation
of Natural and Anthropogenic Territory Safety

in the Case of Krasnoyarsk Region

Tatiana Penkova1,2(&) and Anna Metus1

1 Institute of Computational Modelling of the Siberian Branch of the Russian
Academy of Sciences, 50/44 Akademgorodok, Krasnoyarsk 660036, Russia

{penkova_t,metus}@icm.krasn.ru
2 Siberian Federal University, 79 Svobodny pr., Krasnoyarsk 660041, Russia

Abstract. This paper presents a new technique of comprehensive analytical
estimation of natural and anthropogenic territory safety based on the creation of
a geographically-oriented safety standard and integral assessment of the state of
environment and technosphere objects. The standard presents a normative model
that provides a correct estimation of territory safety taking into account its
individual characteristics. The basic elements and principles of territory safety
standard creation are suggested in this paper. In order to estimate territory safety,
the authors propose an algorithm to calculate the estimate of territory safety as
an integral estimate of the comprehensive indicator based on the multidimen-
sional estimates of the basic indicators using the results of on-line analytical
processing of monitoring data. In contrast to existing methods, the proposed
algorithm uses the ranges of the normative values and assesses the significance
of indicators change relative to standard ranges, it allows us to regulate the
velocity of estimates change when the actual values of the indicators deviate
from the normative ranges. Also, the author’s technique is oriented at forming
the multidimensional estimates in the context of several observation points.
Proposed solutions are described through their application to the territories of
the Krasnoyarsk region.

Keywords: Prevention of emergencies �
Estimation of natural and anthropogenic safety �
Geographically-oriented standard � Territorial management

1 Introduction

Early prevention of natural and anthropogenic emergencies is a major factor for
effective territory safety management [1–5]. To decrease the risk of emergencies one
has to provide comprehensive monitoring of the current processes, adequate assessment
of the state of territory safety and reasonable decision-making process. A lot of studies
show that the management of territory safety should be carried out in two basic
directions: operational and strategic control [6, 7]. The operational control provides
permanent monitoring of parameters of the state of environment and technosphere
objects, detection of preconditions for occurrence of emergencies; it is aimed at
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organising preventive measures to exclude some possible accidents or mitigate their
consequences. In contrast, the strategic control is focused on reducing the overall risk
in the territory; it provides collection, storage and comprehensive analysis of safety
indicators; it is aimed at planning activities and developing management recommen-
dations for risk reduction, improving the organisational structure of the subdivisions
responsible for elimination of emergencies. To deal with the problems of increasing the
safety of vital activity of the population and territories, the operational control systems
are being actively introduced [8–10]. At present, online observation networks for
potential sources of emergencies are created, weather and seismic stations are unfolded
within the territory, different control sensors and video monitoring systems are being
introduced at various facilities. Apart from the on-line monitoring tools, the theoretical
research in the field of strategic control of the territory safety is also developed actively.
In Russia as well as in the world, there are a large number of studies related to methods
of risk analysis, current state assessment and emergency prediction. However, as usual,
natural and technogenic processes are considered independently that makes it difficult
to assess the situation comprehensively taking into account the influence of many
factors [11]. Generally, three principal approaches are used to assess the state of
territory safety. The first one, a probabilistic approach, makes it possible to calculate an
estimate of the emergency risk by applying the mathematical models that link the
presuppositions with a probability of event’s occurrence. Methods of this type are used
to calculate individual, collective and social risks and, as a rule, they are oriented to
specific technical objects. Application of these methods to the territories requires the
improvement of the regulatory base and significant adaptation of computational
models. The second one, a statistical approach, allows for forming quantitative esti-
mates based on data analysis for certain period of observation. Advantages of methods
of this type include their objectivity, ability to investigate the dynamic of changes of
the observed parameters and form the summary indicators. However, these methods
cannot be used for rarely observed events, they do not allow to obtain the operational
estimates of the current state and, moreover, do not give the possibility to interpret the
quantitative estimates. The third one, a heuristic approach, allows for forming the
qualitative assessments when the formal methods are too complicated and the initial
database is insufficient to obtain a univocal analytical solution. In addition, application
of methods of this type without analytical support leads to some errors of a subjective
nature. Thus, the above considered confirms the topicality and necessity of the hybrid
approach that makes it possible to have the comprehensive assessments of natural and
technogenic territory safety taking into account the specific influence of risk factors on
each other and their temporal development for the particular territory.

The outline of this paper is as follows: Sect. 1 contains the introduction. Section 2
describes the author’s method of comprehensive analytical estimation of natural and
anthropogenic territory safety. Creation of the safety standard is described here in detail
using particular examples for Krasnoyarsk territories. Section 3 presents a new algo-
rithm for calculation of integral estimation of the territory safety. Section 4 demon-
strates some results of algorithm application. Conclusion comprises the basic outcomes
and tasks for future research.
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2 Comprehensive Estimation of Natural and Anthropogenic
Territory Safety

2.1 The Object of Study

The Krasnoyarsk region is the second largest federal subject of Russia and the third
largest subnational governing body by area in the world. The Krasnoyarsk region lies
in the middle of Siberia and occupies an area of 2.4 million square kilometres, which is
13% of the country’s total territory. This territory is characterised by a heightened level
of natural and technogenic emergencies which is determined by social-economic
aspects, large resource potential, geographical location and climatic conditions.
According to the annual report of the Krasnoyarsk Ministry of Emergency [12, 13], in
the territory there are many accident prone technosphere objects: 2 radiation-related
objects; 45 chemically-dangerous objects; 89 fire-hazardous and dangerously explosive
objects; almost 500 hydraulic facilities that have been in operation for more than 30
years; 9 critically important objects, a lot of survival objects including boiler plants,
power plants, pipelines and networks. Moreover, the territory is located in seven cli-
matic zones. A number of large-scale natural emergencies are recorded each year,
namely: flood, forest fire, gale-strength wind, anomalously low temperature and snow
avalanche.

Therefore, operational and strategic monitoring, as well as the estimation of the
state of environment and technosphere objects, are extremely actual problems for
Krasnoyarsk region. The solution of these issues should be based on a comprehensive
consideration of risk factors taking into account the singularity of the territories and
formation of an integral estimate of the state which can be detailed to identify abnormal
situations.

2.2 The Technique of Comprehensive Estimation of Natural
and Anthropogenic Territory Safety

The new technique of comprehensive estimation of natural and anthropogenic territory
safety is based on creation of a geographically-oriented safety standard and integral
assessment of the state of environment and technosphere objects [14].

Creation of the natural and anthropogenic territory safety standard – is a process of
developing a geographically-oriented normative model that is required for correct
estimation of the actual state of territory safety and presents the safety target level based
on the individual characteristics of the territory and the real possibilities of its
achievement [15]. The standard is developed by experts using federal, regional nor-
mative specifications and data analysis results [16]. Figure 1 presents the IDEF0 dia-
gram of the standard creation process. IDEF0 model describes the functions (e.g.
activities, actions, processes or operations); inputs and outputs as the data needed to
perform the function and the data that is produced as a result of the function respec-
tively; controls which constrain or govern the function and mechanisms which can be
thought of as a person or device which performs the function.

Integral estimation of the state of natural and anthropogenic territory safety – is a
process of calculating the integral estimate of the comprehensive indicator based on the
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hierarchy of estimates of basic indicators using the results of on-line analytical pro-
cessing of monitoring data. This process is performed by OLAP-system in accordance
with the created standard and author’s algorithm. Figure 2 presents the IDEF0 diagram
of the territory safety estimation process.

Creation of the Natural and Anthropogenic Territory Safety Standard. This
process consists of the following basic stages:

• Identification of indicators
• Identification of significance coefficients
• Identification of aggregation function
• Identification of normative values
• Identification of sensitivity coefficients

Fig. 1. IDEF0 diagram of creation of the natural and anthropogenic territory safety standard.

Fig. 2. IDEF0 diagram of integral estimation of the state of territory safety.
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Identification of indicators – is a process of forming the hierarchy of indicators that
characterise the natural and anthropogenic risk factors for emergencies [17]. The
hierarchy contains two types of indicators: the basic indicators – a set of primary
statistical indicators that are formed by OLAP-models and present the lowest level of
hierarchy, and the comprehensive indicators – a set of aggregation levels of basic
indicators in accordance with monitoring fields that present the intermediate and upper
levels of the hierarchy. Figure 3 shows an example of comprehensive indicators for
territory safety control.

Identification of significance coefficients – is a process of calculating the relative
weights (uk) that characterise the contribution of the lower-level indicators of the
hierarchy to the upper-level indicators (uk [ 0;

P
uk ¼ 1). Significance coefficients are

determined for each territory taking into account its physical, geographical and socio-
economic characteristics. Table 1 presents an example of significance coefficients for
two territories: for the municipal area in the central part of the region as a metropolis
(Krasnoyarsk area) and for the municipal area with intensive mining of minerals in the
northern part of the region (Turukhansky area).

Identification of aggregation function – is a process of determining the functions
(f kagr) that provide a transition from multidimensional estimates (i.e. in the context of
several observation points) to one-dimensional estimates (i.e. in the context of territory
as a whole). The aggregation function (e.g. minimum, maximum, average) is deter-
mined by the trend (i.e. the level of safety increases the increase of decrease in the
values of the indicators) and the qualitative features of indicators (i.e. the worst
recorded value of indicator has a greater or lesser impact on the estimate of indicator).
For example, the “average” aggregation function is signed for indicators of radiation
and geophysical situations and the “maximum” aggregation function is signed for
indicators of the meteorological and hydrological situations.

Natural and anthropogenic safety

Anthropogenic safety
Situation on the technosphere objects 

Situation on the transport

Situation on the municipal facilities

Fire situation
Radiation situation

Natural safety

Meteorological situation
Hydrological situation
Geophysical situation
Forest fire conditions

Fig. 3. An example of comprehensive indicators for territory safety control.
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Identification of normative values – is a process of determining the range of nor-

mative values of indicators taking into account their multidimensionality Nk
j ; Z

k
j

h i� �
The normative values of indicators characterise the normal state of safety using sta-
tistical data analysis results. The range of normative values is identified by statistical
characteristics such as median (Pk

jMe) and standard deviation (rkj ) as follows [18]:

Nk
j ; Z

k
j

h i
¼
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h i
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h i
; if Pk

jMe � rkj [ 0

8<
: ð1Þ

For example, for Turukhansky area the normative rages of “Number of events
Abnormally cold weather” indicator are the following: [0;4] for such points of
observation as Bor, Vorogovo and Igarka; [1, 3] for such points of observation as
Vereshchagino, Kureika and Turukhansk; [1, 2] for such points of observation as
Svetlogorsk and Yanov Stan; [0;5] for Soviet Rechka; [0;3] for Verkhneimbatsk; [0;2]
for Kellog.

Identification of sensitivity coefficients – is a process of determining the coefficients
(qk) that regulate the velocity of estimate change when the actual value of the indicator
deviates from the normative value. The sensitivity coefficient takes the following
values: 0 < q < 1 when the velocity of estimate change should increase with the
increase in the deviation of the actual indicator value from the normative; q > 1 when
the velocity of estimate change should decrease with the increase in the deviation of the

Table 1. An example of significance coefficients.

Indicator Significance coefficients
Krasnoyarsk
area

Turukhansky
area

Anthropogenic safety 0.8 0.4
Situation on the technosphere objects 0.35 0.2
Situation on the transport 0.3 0.2
Situation on the municipal facilities 0.1 0.3
Fire situation 0.1 0.2
The number of household and industrial fires per 10,000
population

0.4 0.3

The number of fires with deaths per 10,000 population 0.3 0.3
The number of fires with casualties per 10000 population 0.3 0.4
Radiation situation 0.15 0.1
Natural safety 0.2 0.7
Meteorological situation 0.3 0.2
Hydrological situation 0.2 0.3
Geophysical situation 0.3 0.05
Forest fire conditions 0.2 0.45
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actual indicator value from the normative and q = 1 when the velocity of estimate
change outside the normative should remain constant.

For example, for basic indicators of the fire situation there are the following values
of sensitivity coefficients: q = 0.3 for “The number of fires with deaths per 10,000
population” indicator; q = 0.8 for “The number of fires with casualties per 10,000
population” indicator and q = 1 for “The number of household and industrial fires per
10,000 population” indicator.

The process of creating the safety standard is completed by an examination where
experts can check the normative model by applying it to actual data and making the
necessary corrections. The detailed technique of safety standard development, its
principles, rules and normative values for the Krasnoyarsk region territories are pre-
sented in the work [15].

Integral Estimation of the State of Natural and Anthropogenic Territory Safety.
This process consists of the following basic stages:

• Estimation of the basic indicators
• Estimation of the comprehensive indicators

Estimation of the basic indicators – is a process of calculating the multidimensional
estimates of the basic indicators in the context of several observation points and
aggregating these estimates across the territory in accordance with the set function.
Estimates of the basic indicators characterise the correspondence of the actual values to
the normative and allow for estimating the significance of indicators change relative to
the standard range taking into account the indicators multidimensionality and estimates
sensitivity. The calculation of multidimensional estimates is performed in the form of
OLAP-models.

Estimation of the comprehensive indicators – is a process of calculating the integral
estimates of the comprehensive indicators using estimates of the basic indicators and
their significance coefficients.

Estimation of the basic and comprehensive indicators is performed by applying the
safety standard in accordance with the proposed algorithm.

3 Algorithm of the Integral Estimation of the State of Natural
and Anthropogenic Territory Safety

The algorithm of the integral estimation of the state of natural and anthropogenic
territory safety presents the development of the author’s method of wellbeing esti-
mation [19, 20] with the addition of OLAP-models to the hierarchy of formation of the
comprehensive indicator: the integral estimates are calculated on the basis of multi-
dimensional estimates of indicators using the multidimensional normative values. In
addition, the proposed algorithm takes into account the velocity of estimate change
when the actual value of the indicator deviates from the normative value.

The integral estimate of the comprehensive indicator is calculated using the esti-
mates of the basic indicators and their significance coefficients as follows:
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X
I

¼
Xn
k¼1

ukIK ð2Þ

where IP – is an integral estimate of the comprehensive indicator; Ik – is an estimate of
k-th basic indicator; uk – is a significance coefficient of k-th indicator set in the stan-
dard; n – is a number of indicators at the same level of the hierarchy.

The estimate of the basic indicator is calculated as an aggregation of the multidi-
mensional estimates of the indicator as follows:

Ik ¼ f kagr ik1; . . .; j
k
m

� � ð3Þ

where ikj ; j 2 1. . .mf g – is a multidimensional estimate k-th basic indicator calculated in

j-th observation point; f kagr – is an aggregation function for k-th basic indicator set in the
standard.

The multidimensional estimates of the basic indicator are calculated in the form of
OLAP-model and characterise the compliance of the actual values to the normative in
the context of individual observation points. The multidimensional estimates are cal-
culated as follows:

ikj ¼ 1þDPk
j S

k
j ð4Þ

where Skj ¼ �1 – is a coefficient which reflects the trend of k-th indicator, Skj ¼ 1 when

the safety state is improving with an increase in the value of the indicator, Skj ¼ �1

when the safety state is improving with a decrease in the value of the indicator; DPk
j – is

a compliance coefficient of actual values of k-th indicator with normative in j-th
observation point.

Compliance coefficient is calculated by:

DPk
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k
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>>>>>>:
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where qk – is a sensitivity coefficient of estimate for k-th indicator set in the standard;

Nk
j ; Z

k
j

h i
– is a range of normative values for k-th indicator in j-th observation point set

in the standard; Nk
j – is a lower limit of the range; Zk

j – is an upper limit of the range;

Pk
j – is an actual value of k-th indicator in j-th observation point.
In the case when the actual value of indicator falls within the range, the compliance

coefficient DPk
j ¼ 0; In the case when the actual value of indicator is above the upper

limit of the range, the compliance coefficient has a positive value DPk
j [ 0; In case

when the actual value of indicator is below the lower limit of the range, the compliance
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coefficient has a negative value DPk
j\0. The value of the coefficient DPk

j in combi-

nation with the value of the coefficient Skj makes it possible to obtain a quantitative

estimate of the indicator. As a result, the value of estimate can be identified as ikj [ 1
that demonstrates a significant improvement of indicator.

Thus, the generated hierarchy of estimates allows for obtaining comprehensive
quantitative characteristics of the state of territory safety, performing a comparative
analysis with other territories and, if necessary, detailing the estimates for particular
monitoring fields and indicators that give us the opportunity to identify the underlying
causes of the current state. In contrast to the existing approaches, the proposed solution
allows for calculating geographically-oriented estimates. The algorithm calculates
integral estimates based on multi-dimensional estimates of indicators using the mul-
tidimensional normative values and takes into account the velocity of estimate change
when the actual value of the indicator deviates from the normative value.

4 Application of the Algorithm for Integral Estimation
of the State of Natural and Anthropogenic Territory Safety

Let us consider the example of integral estimation of “Fire situation” comprehensive
indicator for the Krasnoyarsk area that consists of two subareas (i.e. two points of
observation): Krasnoyarsk city and Peschanka village (Table 2).

At the first stage, we calculate the estimates of the basic indicators, namely, the
multidimensional estimates in the context of the two observation points (i.e. Krasno-
yarsk city and Peschanka village), and then we aggregate them for the Krasnoyarsk
area as a whole. Previously, we calculated the compliance coefficient according to
Formula 5. As can be seen from Table 2, the actual values of indicators in Krasnoyarsk
city are above the upper limits of the normative ranges, therefore, the compliance
coefficient is calculated according to the second condition; the actual values of indi-
cators in Peschanka village are below the lower limits of the ranges, therefore, the
compliance coefficient is calculated according to the third condition. Thus, for “The
number of household and industrial fires per 10,000 population” indicator in Krasno-
yarsk city the compliance coefficient is identified as: ΔP11 = ((3.721 – 2.52)/
(2.52)1 = 0.48; in Peschanka village the compliance coefficient is identified as:
ΔP12 = ((1.882 – 1.346)/(7.54 – 1.880)1 = –0.09. Taking into account the indicators
trends, the estimate in Krasnoyarsk city is identified as: i11 = 1 + 1.48 ∙ (–1) = 0.52; the
estimate in Peschanka village is identified as: i12 = 1 + (–0.09) (–1) = 1.09. Analog-
ically, we calculate the estimates for other indicators as follows: i21 = 0.44; i22 = 2.38;
i31 = 0.43 and i32 = 1.84. The aggregation of the multidimensional estimates for
considered indicators is defined by the “minimum” function (i.e. by the worst value
recorded in observation points). Thus, the estimate of “The number of household and
industrial fires per 10,000 population” indicator is i1 = min(0.52;1.09) = 0.52. The
estimates of “The number of fires with casualties per 10000 population” and “The
number of fires with deaths per 10,000 population” indicators are i2 = 0.44 and
i3 = 0.43 respectively.
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At the second stage, we calculate the integral estimate of the “Fire situation”
comprehensive indicator for the Krasnoyarsk area based on significance coefficients of
basic indicators as follows: IFire = 0.4 � 0.52 + 0.3� 0.44 + 0.3 � 0.43 = 0.47.

In accordance with the described algorithm, the integral estimates of all compre-
hensive indicators for the Krasnoyarsk area have been calculated. For anthropogenic
safety indicators we have the following estimates: ITechObj = 1.23, ITransp = 1.0,
IMunFacil = 0.43, IRad = 1.0. For natural safety indicators we have the following esti-
mates: IMeteo = 1.17, IHydro = 1.0, IGeoPhys = 1.0, IForestFire = 1.05. Integral estimates of
the comprehensive indicators of higher level are calculated on the basis of significance
coefficients of the comprehensive indicators of lower level as follows: IAnthr = 0.97,
INatur = 1.06, INaturAnthr = 0.99. Estimation results show that the worst situation in
Krasnoyarsk municipal area is observed for such indicators as “Fire situation” with
IFire = 0.47 and “Situation on the municipal facilities” with IMunFacil = 0.43, that
require more careful study, special actions and measures aimed at improving the state
of safety for this territory. However, the remaining indicators demonstrate the very
good level of anthropogenic and natural safety. Moreover, some of them, such as
“Situation on the technosphere objects” with ITechObj = 1.23, “Meteorological situa-
tion” with IMeteo = 1.17 and “Forest fire conditions” with IForestFire = 1.05 show the
significant improvement of safety according to normative values. As a result, we can
see high values of estimates for comprehensive indicators and high level of safety state
in general Krasnoyarsk municipal area.

The integral estimates of comprehensive indicators for all territories of the Kras-
noyarsk region have been calculated similarly. Figure 4 represents the visualization of
the integral estimation results on the geographic map. On this map, the green colour

Table 2. Example of integral estimation of “Fire situation” comprehensive indicator for
Krasnoyarsk area.

Indicators/Observation
points

Significance
coefficient,
uk

Sensitivity
coefficient,
qk

Lower limit
of normative
range, Nk

j

Upper limit
of normative
range, Zk

j

Actual
value,
Pk
j

Estimate,
IP; Ik ; ikj

Fire situation 0.12 – – – – 0.47
1. The number of
household and industrial
fires per 10,000 population

0.4 – – – – 0.52

1.1 Krasnoyarsk city – 1.0 0 2.520 3.721 0.52

1.2 Peschanka village – 1.0 1.882 7.540 1.346 1.09
2. The number of fires
with deaths per 10,000
population

0.3 – – – – 0.44

2.1 Krasnoyarsk city – 0.8 0.005 0.041 0.058 0.44
2.2 Peschanka village – 0.8 1.103 1.839 0 2.38

3. The number of fires
with casualties per 10000
population

0.3 – – – – 0.43

3.1 Krasnoyarsk city – 0.3 0.012 0.036 0.039 0.43
3.2 Peschanka village – 0.3 0.755 2.115 0 1.84
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corresponds to the high values of the integral estimate, the yellow colour corresponds
to the mean values of integral estimate and the red colour corresponds to the low values
of integral estimates.

As can be seen, the best state of natural and anthropogenic safety is observed in
central and northern groups of areas, including such cities as Yeniseisk, Lesosibirsk,
Krasnoyarsk, as well as areas of Balakhta, Sukhobuzimsky and Kazachinsky. The
worst state of the territory safety is observed in Nizhneingashsky area and Minusinsk
city. The implementation of the proposed method gives the authority to control the state
of safety of the territories, to detect the risk factors of the municipal areas and to form
the basis for reasonable decision making.

5 Conclusion

This paper presents the method of comprehensive estimation of natural and anthro-
pogenic territory safety that includes creation of the geographically-oriented safety
standard and integral assessment of the state of the environment and technosphere

Fig. 4. Visualization of the integral estimation of the state of natural and antropogenic safety for
territories of Krasnoyarsk region. (Color figure online)
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objects. The standard presents a normative model that provides for correct estimation of
the current safety state of the territory. In order to estimate the territory safety, the
authors have proposed an algorithm which provides the calculation of integral estimate
of the comprehensive indicator based on the multidimensional estimates of the basic
indicators using the results of on-line analytical processing of monitoring data. The
method allows for obtaining comprehensive quantitative characteristics of the state of
territory safety, performing a comparative analysis and, if necessary, detailing the
estimates for particular monitoring fields and indicators to identify the underlying
causes of the current state. The implementation of the proposed method allows the
decision maker to detect the risk factors and make reasonable control decisions.

The future research will be connected with validation of the normative model for
Krasnoyarsk region territories and formalization of the basic processes of safety
standard creation to will be able to apply proposed methodology to other regions.
Development of estimation scale for semantic interpretation of quantitative estimates
and development of methods for generating control recommendations based on results
of comprehensive estimation and expert knowledge are planned as a future work.
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Abstract. The software and hardware level used for on-line monitoring of the
hydropower equipment functioning parameters as well as the large amounts of
stored data create the necessary conditions for application of innovative methods
and technologies of data analysis in the tasks of analytical assessment of
equipment condition. This paper presents the results of detecting the operational
patterns of the hydraulic unit in various modes and functioning conditions based
on the data mining techniques – principal component analysis and cluster
analysis – applied to the monitoring data of the vibration control system. In
multidimensional data space, two principal components have been selected and
interpreted taking into account the contribution of the data attributes to the
principal components. On the plane of the first two principal components, a five-
cluster structure has been constructed to define the moments of time when the
system demonstrates a characteristic behaviour. In addition, the monitored
parameters have been analysed in terms of time series at characteristic moments
of time. As a result, the comprehensive multidimensional analysis of monitoring
data has allowed us to discover the hydraulic unit operation patterns and
dependencies, determine the character of the influence induced by its con-
structive elements and work out the ratio between the ranges of key parameters
in various modes of equipment operation.

Keywords: Multi-dimensional data analysis � Principal component analysis �
Cluster analysis � Vibration control system � Hydropower equipment �
Estimation of technical condition

1 Introduction

Modern requirements for cost-effective maintenance of equipment dictate the need to
shift from scheduled preventive maintenance to maintenance and repair of equipment
based on its technical condition [1–4]. At present, the guidelines in the field of
hydroelectric power plants establish monitoring requirements for the state of hydro-
power equipment during operation and determine the rules and procedure for forming an
integral assessment of the technical condition of the main equipment [5, 6]. The level of
software and hardware used for on-line monitoring of the functioning parameters of
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hydropower equipment, as well as the large amounts of accumulated data, create the
necessary conditions for application of innovative methods and technologies of data
analysis in the tasks of the analytical assessment of equipment condition without
interruptions in its operation [7]. This work is aimed at detecting and studying the
operational patterns of the hydraulic unit in various modes and conditions by consid-
ering the mutual influence of functional elements based on the application of principal
component analysis and cluster analysis to the monitoring data of the vibration control
system. Principal component analysis (PCA) is one of the most common techniques
used to describe variation patterns in multidimensional data and one of the simplest and
most robust ways of doing dimensionality reduction. PCA is a mathematical procedure
that uses an orthogonal transformation to convert a set of observations of possibly
correlated variables into a set of values of linearly uncorrelated variables called principal
components [8]. Cluster analysis is a tool for discovering and identifying associations
and structure within the data. Cluster analysis provides insight into the data by dividing
the dataset of objects into groups (i.e. clusters) of objects, so that objects in a cluster are
more similar to each other than to objects in other clusters [9]. Data mining techniques
provide an effective tool for discovering previously unknown, nontrivial, practically
useful and interpreted knowledge needed to make decisions [10].

This paper presents a comprehensive multi-dimensional analysis of monitoring data
of the vibration control system for one of the hydraulic units of the Hydroelectric
Power Station for the period from 25 June 2015 to 15 September 2015. In multidi-
mensional data space, two principal components were selected and interpreted taking
into account the contribution of the data attributes to the principal components. On the
plane of the first two principal components, a five-cluster structure was constructed to
define the moments of time when the system demonstrates a characteristic behaviour.
In addition, the monitored parameters were analysed in terms of time series at char-
acteristic moments of time. As a result, the comprehensive analysis of monitoring data
allowed us to discover patterns and dependencies in the hydraulic unit operation,
determine the character of the influence induced by its constructive elements and work
out the ratio between the ranges of key parameters in various modes of equipment
operation. Within this research, the analysis and visualisation of multidimensional data
were conducted using the ViDaExpert tools [11].

The outline of this paper is as follows: Sect. 1 contains the introduction. Section 2
describes the original monitoring data. Section 3 presents the results of the multi-
dimensional analysis of vibration monitoring data. Subsection 3.1 presents the results
of the principal component analysis: identification and interpretation of principal
components. Subsection 3.2 presents the results of cluster analysis: construction of the
five-cluster structure and detailed analysis of data distribution on the clusters consid-
ering the values of key parameters. Section 4 contains the conclusions..

2 Monitoring Data Description

According to the theory of multi-dimensional data analysis, the original data are rep-
resented as a set of objects and a set of attributes. The set of objects contains the
moments of time in the hydraulic unit operation throughout three months (i.e. from
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07:00 am 25 June 2015 to 11:00 pm 15 September 2015) aggregated by hour. The set
of attributes contains the parameters registered by Automated Control System of
Technological Processes and Vibration Control System. Controlled parameters are
measured by sensors located on the equipment on the left bank and on the downstream
side. Data attributes are listed in Table 1.

Original dataset was analysed to identify preliminary correlation. The correlation
coefficients between attributes are shown in Table 2. The results of correlation analysis
demonstrated a strong linear relationship between the paired parameters (i.e. parameters
measured by sensors on the same functional element on different sides). Since it is
impractical to consider both parameters in the pair, the analysis is performed for
parameters registered by sensors on the left bank. Within the analysed attributes, active
power is a regulated parameter that is determined by the power generation plan.

The results of correlation analysis allow us to detect the following dependencies.
Active power significantly affects the relative vibration of the heel of the thrust bearing
(A_POWER * RV_HB_LB) and relative vibration of the turbine bearing
(A_POWER * RV_TB_LB). At the same time, the values of relative vibration of the
heel of the thrust bearing and the turbine bearing are strongly related to each other
(RV_HB_LB * RV_TB_LB). An inverse relationship is observed between active
power and both relative and absolute vibration of the generator bearing
(A_POWER * -RV_GB_LB, A_POWER * -AV_GB_LB). The values of relative
and absolute vibration of the generator bearing are also strongly interconnected

Table 1. List of the data attributes.

No Attribute Description

1 A_POWER Active power, MW
2 R_POWER Reactive power, MW
3 RV_GB_DS Relative vibration of the generator bearing (downstream, radially), lm
4 RV_GB_LB Relative vibration of the generator bearing (left bank, radially), lm
5 RV_HB_DS Relative vibration of the heel of the thrust bearing (downstream,

vertically), lm
6 RV_HB_LB Relative vibration of the heel of the thrust bearing (left bank,

vertically), lm
7 RV_TB_DS Relative vibration of the turbine bearing (downstream, radially), lm
8 RV_TB_LB Relative vibration of the turbine bearing (left bank, radially), lm
9 AV_GB_DS Absolute vibration of the generator bearing (downstream, radially),

lm
10 AV_GB_LB Absolute vibration of the generator bearing (left bank, radially), lm
11 AV_FH_DS Absolute vibration of the heel of the thrust bearing (downstream,

vertically), lm
12 AV_FH_LB Absolute vibration of the heel of the thrust bearing (left bank,

vertically), lm
13 AV_TB_DS Absolute vibration of the turbine bearing (downstream, radially), lm
14 AV_TB_LB Absolute vibration of the turbine bearing (left bank, radially), lm
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(RV_GB_LB * AV_GB_LB). Moreover, a strong inverse relationship is observed
between active and reactive power (A_POWER * -R_POWER). Correlation analysis
of the initial data has allowed us to establish the presence of relations between key
parameters, determine the strength of their influence on each other and figure out the
general characteristic patterns of the system.

3 Multi-dimensional Analysis of Vibration Monitoring Data

3.1 Principal Component Analysis

In order to apply the multi-dimensional data analysis, we formed a dataset which
contains 1229 objects and 8 attributes. The principal component analysis was imple-
mented to reduce the dimension of multi-dimensional space and identify patterns in the
structure of multi-dimensional data. In general, the method allows identifying k com-
ponents based on k initial attributes. Table 3 shows the results of calculating the
eigenvectors of the covariance matrix arranged in order of descending eigenvalues.

The combination of Kaiser’s rule and the Broken-stick model [12] helped to
identify four principal components (PC1, PC2, PC3 and PC4). Figure 1 illustrates the
eigenvalues of components. As Fig. 1 shows, Kaiser’s rule determines one principal
component – eigenvalue of the first component is significantly greater than the average
value; the Broken-stick model gives four principal components – the line of Broken-
stick model cuts off the eigenvalues of first four components.

The nature of the principal components is described by the weights of the attributes
(i.e. eigenvalues) presented in Table 3. We can see that the first principal component
(PC1) is characterised by a significant positive contribution of active power, relative
vibration of the heel of the thrust bearing and the turbine bearing and a significant
negative contribution of absolute and relative vibration of the generator bearing and
reactive power. Obviously, the first component demonstrates all strong relations iden-
tified at the stage of correlation analysis. The second principal component (PC2) is

Table 2. Correlation coefficients between attributes.

No 2 3 4 5 6 7 8 9 10 11 12 13 14

1 –0.72 –0.72 –0.79 0.80 0.76 0.80 0.79 –0.92 –0.88 –0.01 –0.03 –0.50 0.15
2 0.71 0.78 –0.55 –0.46 –0.56 –0.57 0.71 0.65 0.10 0.14 0.51 0.26

3 0.97 –0.27 –0.22 –0.35 –0.34 0.86 0.86 0.26 0.32 0.33 0.06
4 –0.40 0.33 –0.47 –0.47 0.89 0.87 0.21 0.26 0.46 0.11
5 0.99 0.95 0.95 –0.54 –0.48 0.09 0.11 –0.48 0.11

6 0.93 0.93 –0.49 –0.44 0,05 0.08 –0.42 0.19
7 0.99 –0.55 –0.48 –0.08 –0.04 –0.59 –0.10

8 –0.54 –0.47 –0.07 –0.03 –0.62 –0.12
9 0.99 0.15 0.20 0.23 0.35
10 0.17 0.23 0.18 0.31

11 0.99 0.39 –0.18
12 0.32 –0.23

13 0.47
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characterised by a significant positive contribution of absolute vibration of the heel of
the thrust bearing and the turbine bearing as well as a positive contribution of relative
vibration of the heel of the thrust bearing. The third principal component (PC3) is
characterised by a significant positive contribution of absolute vibration of the turbine
bearing, a significant negative contribution of relative vibration of the turbine bearing,
absolute vibration of the generator bearing and negative contribution of relative
vibration of the heel of the thrust bearing. The fourth principal component is charac-
terised by a significant positive contribution of absolute vibration of the heel of the thrust
bearing and negative contribution of reactive power. Taking into account the high
information content of the first and second main components in the data structure (73%
of accumulated dispersion), the further multi-dimensional analysis and interpretation of
its results are performed in the context of the first two principal components.

Table 3. Results of principal component calculation.

Components 1 2 3 4 5 6 7 8

Eigenvalues 0.543 0.192 0.137 0.091 0.027 0.008 0.002 0.001
Accumulated
dispersion

0.543 0.734 0.871 0.962 0.989 0.997 0.999 1.000

1 A_POWER 0.466 0.128 0.072 0.007 0.219 0.294 0.755 0.238
2 R_POWER –0.394 0.225 0.061 –0.388 0.788 –0.058 –0.041 0.121
3 RV_GB_LB –0.406 0.254 –0.287 –0.237 –0.296 0.727 0.073 –0.103
4 RV_HB_LB 0.362 0.359 –0.373 –0.307 –0.160 –0.118 –0.341 0.592
5 RV_TB_LB 0.393 0.148 –0.482 –0.194 0.197 –0.105 –0.014 –0.710
6 AV_GB_LB –0.413 0.038 –0.453 0.015 –0.202 –0.540 0.530 0.096
7 AV_FH_LB –0.413 0.585 –0.123 0.768 0.180 0.041 –0.117 0.001
8 AV_TB_LB –0.074 0.612 0.563 –0.269 –0.325 –0.253 0.109 –0.234

Fig. 1. Eigenvalues of components.
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3.2 Cluster Analysis

In order to identify the structure and discover patterns within the data, the cluster
analysis was performed using the common centroid-based clustering method k-means.
The k-means clustering is done by minimizing the sum of squares of distances between
data and the corresponding cluster centroid. For k-means method, the most important
and difficult question is the identification of the number of clusters that should be
considered. In this study, the number of clusters was determined through the PCA
technique: the number of clusters that depend on the number of principal components.
Thus, referring back to the previous section, four principal components form the five-
cluster structure (k = 5). The results of the clustering of the studied multi-dimensional
dataset on the PCA plot are presented in Fig. 2.

The analysed objects are divided into three large groups that are characterised by
low, medium and high values of active power. In the largest group, where high values
of active power are observed, additional three clusters stand out by the values of
vibrations. Thus, the five-cluster data structure includes: Cluster 1 (blue) – 24 objects,
Cluster 2 (green) – 349 objects, Cluster 3 (light blue) – 114 objects, Cluster 4 (yellow)
– 415 objects and Cluster 5 (red) – 327 objects.

The data distribution as per the clusters in terms of parameters is presented in Fig. 2
as a set of histograms. Cluster 1 (blue) (2% of data) differs from other clusters, it is
characterised by low values of active power (appr. 120 MW, Fig. 2a) and all other
parameters that correspond to the moments when the hydraulic unit is stopped or

Fig. 2. Five-cluster data structure. (Color figure online)
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started. Cluster 2 (green) (28% of data) is characterised by average values of power
activity (appr. 215 MW, Fig. 2a) and rather high values of other parameters including
maximum values of absolute and relative vibration of the generator bearing (Fig. 2c
and d). Cluster 3 (light blue) (9% of data) is characterised by maximum values of active
power (appr. 430 MW, Fig. 2a) and maximum values of absolute vibration of the heel
of the thrust bearing support and the turbine bearing (Fig. 2e and h). Cluster 4 (yellow)
(34% of data) is characterised by close to maximum values of active power (appr.
415 MW, Fig. 2a), maximum values of relative vibration of the turbine bearing
(Fig. 2g) and close to minimum values of absolute and relative vibration of the gen-
erator bearing (Fig. 2c and d). Cluster 5 (red) (27% of data) is characterized by high
values of active power (appr. 400 MW, Fig. 2a), minimum values of reactive power
(Fig. 2b), minimum values of absolute and relative vibration of the generator bearing
(Fig. 2c and d) and low values of the absolute vibration of the heel of the thrust bearing
(Fig. 2e) and the turbine bearing (Fig. 2h). Highlighted clusters combine the moments
of time with typical behaviour of the system that corresponds to different modes and
conditions in which the power generating equipment operates.

In order to study the dependencies between the parameters in certain modes and
conditions of operation of the hydraulic unit, the obtained clusters were analysed in a
more detailed way in this research. As an example, consider Cluster 2 (green) of the five-
cluster structure. The moments of time combined by this cluster correspond to the
average level of active power, but, at the same time, the values of vibration of the
generator bearing reach their maximum. To analyse the nature of the system behaviour
at high values of particular parameters the data were clustered over a range of values of
these parameters. Figure 3 shows the results of clustering over the range of values of
relative vibration of the generator bearing in the plane of the first two principal com-
ponents. The colour of points in the figure corresponds to a certain range of values: blue
colour indicates the lowest values of the parameter, red colour indicates the highest
values of the parameter. On the data map, there is an area that includes five objects from
Cluster 2 with maximum values of relative vibration of the generator bearing.

To analyse the dependencies between the monitoring parameters, the considered
moments of time were detailed to minutes and a comparative diagram for the time
series of monitored parameters for one of the characteristic periods of time was con-
structed (Fig. 4). Figure 4 covers the period of time from 19:00 h to 22:00 h on 21st

August 2015. The area marked with vertical lines depicts one of the characteristic
periods of time from 20:00 h to 21:00 h when the values of relative vibration of the
generator bearing (RV_GB_LB) are at their maximum. As Fig. 4 shows, a change in
active power at the upper limit of average values and an increase in reactive power lead
to an increase in relative vibration of the generator bearing (RV_GB_LB) (appr. 60%)
and a significant increase in absolute vibration of the heel of the thrust bearing
(AV_FH_LB) (appr. 45%) and absolute vibration of the turbine bearing (AV_TB_LB)
(appr. 17%), however the values of absolute vibration of the generator bearing
(AV_GB_LB) remain unchanged. Apart from this, in the considered period, there is an
increase in the relative vibration of the heel of the thrust bearing (RV_HB_LB) and the
turbine bearing (RV_TB_LB). This behaviour was observed mainly in the evening
from 19:00 h to 22:00 h with the duration of not more than one hour per day in the
second half of August.
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Fig. 3. Results of clustering over the range of values of relative vibration of the generator
bearing (RV_GB_LB) on the PCA plot. (Color figure online)
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Fig. 4. Diagram of comparing the time series of monitored parameters at the moments with high
values of RV_GB_LB.
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Figure 5 shows the candlestick charts where the upper and lower shadows set the
minimum and maximum value of the parameter in the original dataset. This graph
demonstrates the relationship between the values of the main parameters and their
ranges in the analyzed time interval.

As another example, consider Cluster 5 (red) of the five-cluster structure. The
moments of time combined by this cluster correspond to the high level of active power,
but, at the same time, the values of vibration of the generator bearing reach their
minimum, whereas the values of relative vibration of the heel of the thrust bearing and
the turbine bearing are quite high. Figure 6 shows the results of clustering over the
range of values of relative vibration of the turbine bearing in the plane of the first two
principal components. On the data map, there is an area that includes the 215 objects
from Cluster 5 with high values of relative vibration of the turbine bearing.

In a similar vein, the considered moments of time were detailed to minutes and
another comparative diagram for the time series of monitored parameters for one of the
characteristic periods of time was constructed (Fig. 7). Figure 7 covers the period of
time from 02:00 h to 09:00 h on 1st July 2015. The area marked with vertical lines
depicts one of the characteristic periods of time from 05:00 h to 06:00 h when the
values of relative vibration of the turbine bearing (RV_TB_LB) are high. As Fig. 7
suggests, a slight decrease in active power in the range of high values (appr. 450 MW)
leads to a slight decrease in relative vibration of the turbine bearing (RV_TB_LB) and
to a significant increase in absolute vibration of the heel of the thrust bearing
(AV_FH_LB) (appr. 50%) and in absolute vibration of the generator bearing
(AV_GB_LB) (appr. 30%). This behavior of the system was mainly observed in the
daytime continuously up to 16 h at the end of June or at the beginning of July.

Figure 8 shows a candlestick chart that illustrates comprehensively the relationship
between values and ranges of key parameters in the analyzed time interval. It should be
noted that the observed high values of relative vibration of the turbine bearing (appr.
1600 lm) are a distinctive feature and property of the researched hydraulic unit.

The comprehensive multi-directional analysis of monitoring data has allowed us to
determine the periods when the hydraulic unit manifests its typical behaviour and the
operating conditions characteristic for them, identify dependencies between parameters
and their influence on each other and on the behavior of the system as a whole
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Fig. 5. Diagram of parameter ratios in the moments of time with maximum values of
RV_GB_LB.
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PC1

PC2

Fig. 6. Results of clustering over the range of values of relative vibration of the turbine bearing
(RV_TB_LB) on the PCA plot.
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Fig. 7. Diagram of comparing the time series of monitored parameters at the moments with high
values of RV_TB_LB.
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considering the accepted values. The modes of operation that lead to high values of
vibration can be considered as adversely increasing the equipment wear, which must be
taken into account when assessing the technical condition and managing the hydraulic
unit life.

4 Conclusion

This paper presents the study of features of the hydraulic unit operation carried out on
the basis of comprehensive analysis of monitoring data of the vibration control system.
Application of the multi-dimensional data analysis techniques – principal component
analysis and cluster analysis – identified the moments of time with the typical beha-
viour of the system that correspond to various modes and conditions in which the
hydropower equipment operates.

It was determined that at an average level of active power the vibration of the
generator bearing reaches its maximum values, whereas at a high level of active power
it is minimal, but the relative vibration of the heel of the thrust bearing and the turbine
bearing has quite high values. Moreover, the low level of reactive power corresponds to
a high level of active power. Also, this study has allowed us to detect the evidence of
mutual influence of functional elements of the hydraulic unit in various modes of its
operation. The turbine bearing and the thrust bearing proved to have a similar beha-
viour pattern, their relative vibration increases with a raise in the active power level
whereas absolute vibration, on the contrary, decreases. At the same time, the behaviour
of the generator bearing is different, its absolute and relative vibration decreases with a
raise in the active power level.

The detailed analysis of the characteristic moments of time has allowed us to
identify the dependencies of the accepted values for key parameters. For instance, a
slight change in the amplitude of active power at the upper limit of average values
(appr. 200 MW) leads to a significant increase in the relative vibration of the generator
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Fig. 8. Diagram of parameter ratios in the moments of time with high values of RV_TB_LB.
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bearing (appr. 60%), absolute vibration of the heel of the thrust bearing (appr. 45%)
and absolute vibration of the turbine bearing (appr. 60%); a slight decrease in active
power in the range of high values (appr. 450 MW) leads to a slight decrease in the
relative vibration of the turbine bearing (in the range of its maximum values, appr.
1600 µm) and to a significant increase in the absolute vibration of the thrust bearing
support (appr. 50%) and in the absolute vibration of the generator bearing (appr. 30%).

The revealed dependencies between parameters, ranges and ratios of their values in
various operating modes present the unique characteristics and distinctive properties of
the particular hydraulic unit and jointly form the so-called “analytical portrait” of the
hydraulic unit. A change in the technical condition of the hydraulic unit over time may
manifest itself in a change in the detected dependencies between parameters, and
therefore by comparing the “analytical portraits” it will be possible to identify the
dynamics of equipment wear. Formalisation and verification of statistical reliability of
the identified dependencies and characteristic ratios of the parameter values will help
form a knowledge base with the acceptable and unacceptable modes of the hydraulic
unit operation and the features of its behaviour in various conditions. The technological
basis that is being developed will provide a new solution for analytical assessment of
the state of equipment without putting it out of operation and resource management of
the energy system.
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Abstract. This research focuses on the development of a computational data-
driven modeling method to be used in the dengue outbreak surveillance system.
The outbreak-level forecasting is based on the estimation of dengue fever cases
in Thailand using both statistical and data mining techniques. Major statistical
techniques used in this research are linear regression and generalized linear
model. The data mining algorithms used in our study are chi-squared automatic
interaction detection (CHAID), classification and regression tree, artificial neural
network, and support vector machine. The input data are from four sources,
which are remotely sensed indices from the NOAA satellite to represent vege-
tation health and other related weather conditions, rainfall, the oceanic Niño
index (ONI) for justifying climate variability affecting amount of rainfall, and
historical dengue cases in Thailand to be used as the modeling target. In the
modeling process, these data are lagged from 1 up to 24 months to observe time-
series effect. On comparing performances of models built from different algo-
rithms, we found that CHAID is the best one yielding the least error on esti-
mating dengue cases. From the CHAID models to forecast dengue cases in
Bangkok metropolitan and Nakhon Ratchasima in the northeast of Thailand, the
high level of ONI is the most important factor. The large amount of rainfall is
significant factor contributing to dengue outbreak in Chiang Mai in the north
and Songkhla in the south.

Keywords: Dengue outbreak surveillance system � Incidence modeling �
Remote sensing � Oceanic index � Chi-squared automatic interaction detection �
CHAID

© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 447–460, 2019.
https://doi.org/10.1007/978-3-030-24289-3_33

http://orcid.org/0000-0002-0323-908X
http://orcid.org/0000-0003-0017-3334
http://orcid.org/0000-0003-4895-8712
http://orcid.org/0000-0001-5968-0061
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_33&amp;domain=pdf
https://doi.org/10.1007/978-3-030-24289-3_33


1 Introduction

Dengue is the viral infectious disease that does not spread directly from people to
people, but it transmits to people through the female mosquito in the Aedes species.
The sign of dengue infection is like the flu illness. The common symptoms are mild
fever, severe headache, muscle ache, and join pain [1, 2]. Patients with mild dengue
fever can recover within a week under appropriate treatment. For some patients, the
infection can develop into a fatal severe dengue, called dengue haemorrhagic fever, that
causes severe complications such as plasma leakage, internal bleeding, and organ
impairment leading to deadly internal bleeding.

Dengue outbreak is a serious public health problem occurring every year in many
tropical countries such as Thailand, Malaysia [3], Singapore [4, 5], Vietnam, and
Philippines [6]. Recently, some other areas including Australia [7], Saudi Arabia [8],
Central Mexico [9], and southern part of China [10] also reported the dengue epidemic.
In Thailand, during the past decade there are almost hundred deadly cases from dengue
infection each year [2]. A large number of researchers in public health community have
tried to study the epidemic patterns of dengue fever in several regions of Thailand
using either ground-based [11, 12] or satellite-based data [13–16].

The dengue outbreak situation in Thailand is in the peak period during the rainy
season. Rainfall and some other related factors such as temperature and humidity are
thus expected to be the important causes for dengue transmission. But the reported
correlation of temperature and humidity to the dengue incidence in Thailand is quite
low. On the contrary, rainfall has been concluded as a determinant factor for dengue
transmission. The reports from other countries also show the common observation that
rainfall is significantly correlated with dengue incidence.

In our previous work [17], we found that some satellite based indices such as
vegetation health index can be used to infer the recent rainfall and subsequently
employed to estimate the possibility of dengue outbreak. In this research, we thus adopt
the satellite indices with other data sources such as climate variability to build a model
for estimating the dengue cases across Thailand. The modeling module is to serve as
the incidence predictor in our surveillance system to monitor the dengue outbreak
event. The input from satellite and oceanic sensors incorporating with historical dengue
cases are used to build a predictive model for estimating the number of dengue cases in
the outbreak surveillance system.

The intuitive idea of designing a dengue outbreak surveillance system is according
to the concern of the World Health Organization (WHO) that currently dengue has
become a major intensified epidemic that expands rapidly across more than hundred
countries and threatening more than three billion people worldwide [1]. The control
and prevention of dengue epidemic is important for countries in tropical region such as
Thailand and other ASEAN countries. Prevention through immunization is not an
effective strategy because the dengue vaccine is still in an early stage and it needs
careful pre-vaccination screening [1]. The main strategy to control the dengue virus
transmission is the efficient prevention of adult mosquitoes to lay eggs. For disease
control, active monitoring and surveillance of dengue case incidence should also be
carried out.
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We thus propose the outbreak surveillance system with the modeling process as a
core module of the system. Detail of modeling process as well as the data sources of
spaceborne and oceanic sensors are explained in Sect. 2. The built model and the model
assessment results are shown in Sect. 3. We finally conclude this work in Sect. 4.

2 A Dengue Incidence Modeling Method

2.1 Study Area

In this research, we consider dengue cases across Thailand in the four regions: central,
north, northeast, and south. The representative areas for each region are that Bangkok
metropolitan in the central part of the country, Chiang Mai province in the north,
Nakhon Ratchasima province in the northeast, and Songkhla province in the south. The
locations of the four provinces are shown in Fig. 1.

Fig. 1. Areas of study: Chiang Mai in the north, Nakhon Ratchasima in the northeast, Bangkok
metropolitan at the central, and Songkhla in the south of Thailand.

Upon visually investigate the coincidence of dengue infection incidence and
amount of rainfall in each of the four provinces, we found that the co-occurrence of the
two events are subtle as shown by the plots of dengue cases (with dashed line) and
rainfall amount (solid line) in Fig. 2. From this preliminary observation, we thus
consider adopting other factors to build an accurate model to capture dengue outbreak
events. The information used for model building is mainly the indices from remote
sensing and the oceanic Nino index computed from the equatorial Pacific sea surface
temperature anomaly to capture climate variability.
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Fig. 2. The plots showing subtle co-occurrence of dengue incidence and amount of rainfall in
the four provinces: Chiang Mai, Bangkok, Nakhon Ratchasima, and Songkhla.
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2.2 Remote Sensing and Oceanic Nino Index Data

From the preliminary observations that predicting dengue incidences based on rainfall
[18] as a sole factor is not accurate enough for planning an efficient outbreak control,
we thus consider adopting other factors to build a model for an early warning for the
dengue outbreak events. In this work, we use five remote sensing indices that can be a
proxy to characterize vegetation greenness [19–21]. These indices are vegetation health
index (VHI), smoothed and normalized difference vegetation index (SMN), smoothed
brightness temperature index (SMT), vegetation condition index (VCI), and tempera-
ture condition index (TCI). These remotely sensed data are made available by the
National Oceanic and Atmospheric Administration (NOAA) of the United States [22].
The NOAA satellites are equipped with the advanced very high resolution radiometer
(AVHRR) to detect moisture and heat that are radiated from the Earth surface [23, 24].
Several visible and infrared radiated channels are detect from the 4 km spatial reso-
lution and used to compute the indices that are helpful for crop monitoring. The SMN
index is used for estimating the greenness of vegetation. SMT is the index to estimate
the thermal condition in vegetation. High SMT refers to the dry condition of vegeta-
tion. VCI captures the anomaly in vegetation greenness. TCI represents the thermal
condition required by plants; the higher TCI, the more favorable condition. VHI is the
combined estimation of moisture and thermal conditions appropriate for vegetation; the
higher is the better.

Besides the remote sensing indices to reflect rainfall impacts and subsequently the
dengue incidences, we also consider the influence of climate variability on the anomaly
of rainfall in each region of the country by incorporating Oceanic Nino index (OCI) as
another important factor for our model creation process. The ONI is computed [25]
from the anomaly of sea surface temperature (SST) at the region called Niño3.4 in the
Pacific Ocean at the equator line (5°N–5°S and 170°–120°W), as shown in Fig. 3.
The SST is collected each month to compute ONI by averaging from the 3-month
periods: the current one, the previous, and the following month. This 3-month average
value is then compared to a thirty-year average [26] to check temperature deviation. For
instance, to compute ONI of April, the SST anomalies in March, April, and May are to
be averaged.

If the ONI values observed in five consecutive months are +0.5 °C or higher than
the normal value averaging from the thirty-year period, then the phenomenon called El
Niño (the warm event) is announced. On the contrary, if the ONI values in five
consecutive periods are –0.5 °C or lower than the normal value, the opposite phe-
nomenon called La Niña (the cold event) is announced. Examples of ONI values are
shown in Table 1 with the cold period in bold italic font and the warm in bold.

The El Niño and La Niña are the opposite events of the Pacific climate pattern
known as the El Niño-Southern Oscillation, or ENSO. The major side effect of El Niño
to the Southeast Asian area is higher temperature and less precipitation than normal,
whereas the occurrence of La Niña causes excessive rainfall than usual. Temperature
and rain are important factors to the rapid spread of mosquito that causes dengue fever.
We thus include ONI as the representative of the ENSO events in our modeling
process.
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2.3 Modeling Process

The proposed dengue outbreak surveillance system (as shown in Fig. 4) is composed of
four main modules: data entry, data exploration, model building, and visualization
modules. The focus of this paper is the dengue incidence modeling, which is a core
module of our outbreak surveillance system. The steps in data access, extraction,
preparation, model induction and evaluation, which are the parts from data entry to
model building modules, are graphically illustrated in Fig. 5.

Operational details in model building can be explained as follows. The first step is
for data access and extraction. In this work, we use data from four main sources. Three
of them are remote sensing indices, rainfall measures, and SST anomaly (or ONI) are
from the NOAA websites [18, 22, 25]. The fourth source is from the Bureau of
Epidemiology, Thailand [27] that reports dengue cases from all provinces. We collect
cases during the years 2003–2017 from the four targeted provinces. These data sources

Fig. 3. Location of the Niño3.4 region for measuring sea surface temperature. (source: https://
www.ncdc.noaa.gov/teleconnections/enso/indicators/sst/)

Table 1. ONI values during the past five years (2014 to 2018).

2014 2015 2016 2017 2018

January –0.4 0.6 2.5 –0.3 –0.9
February –0.4 0.6 2.2 –0.1 –0.8
March –0.2 0.6 1.7 0.1 –0.6
April 0.1 0.8 1.0 0.3 –0.4
May 0.3 1.0 0.5 0.4 –0.1
June 0.2 1.2 0.0 0.4 0.1
July 0.1 1.5 –0.3 0.2 0.1
August 0.0 1.8 –0.6 –0.1 0.2
September 0.2 2.1 –0.7 –0.4 0.4
October 0.4 2.4 –0.7 –0.7 0.7
November 0.6 2.5 –0.7 –0.9 0.9
December 0.7 2.6 –0.6 –1.0 0.8
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Fig. 4. A framework of dengue outbreak surveillance system.
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Step 1: Data Integration
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Step 3: Data Exploration

Step 4: Model Building and Evaluation

Fig. 5. Proposed model building method to estimate dengue incidences.
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provide their open data in various formats and different time-frame units. We thus have
to unify the data into a single format using the unique monthly time-frame (step 1 in
Fig. 5).

We found that some data records from the satellite sensors are missing. This might
be the case from the cloudy condition over Thailand region on those days. We then
perform imputation (step 2) with the nearest-neighbor technique. At this step, the
numeric ONI values are also categorized into different degrees of intensities in terms of
SST anomaly in degree Celsius [28] as shown in Fig. 6.

Based on our data records, there exist three levels of El Niño (weak, medium, very
strong) and three levels of La Niña (weak, medium, strong). The distribution of ENSO
events (in percentage) during the years 2003 to 2017 and their correlations to other data
attributes are shown in Fig. 6. From the total of 180 months, the normal sea surface
temperature, the weak El Niño, and the weak La Niña had occurred also equally at
around 20% of the time. In our specific purpose of using ONI as a factor to analyze
dengue incidence in Thailand, we found that ONI has strong correlations to other
remote sensing indices and positively correlated to dengue cases and number of deaths
from severe dengue, as shown at the bottom part of Fig. 6.

On step 3, we analyze importance of each attribute (or feature) with statistical
technique based on the reduction in variance of the dengue incidence, which is the
target of our modeling process. The purpose of feature importance analysis is to select
only attributes contributing the most to the accurate prediction of dengue incidences. At
this step, we also perform data lagging from 1 month up to 24 months. This is for the
observation of the impact from historical data on estimating the future dengue cases.

ENSO events (SST anomaly)
• normal (±0.0oC to ±0.4oC)
• weak El Niño (+0.5oC to +0.9oC)
• medium El Niño (+1.0oC to +1.4oC)
• strong El Niño (+1.5oC to +1.9oC)
• very strong El Niño (≥ +2.0oC)
• weak La Niña (-0.5oC to -0.9oC)
• medium La Niña (-1.0oC to -1.4oC)
• strong La Niña (-1.5oC to -1.9oC)
• very strong La Niña (≥ -2.0oC)

SMN SMT VCI TCI VHI Rain Case Death
0.035 0.144 0.077 -0376 -0.233 -0.096 0.056 0.030
strong strong strong strong strong strong strong strong

Fig. 6. Distribution of ENSO types in each category (top) with Pearson correlations (bottom) to
other indices and dengue cases and deaths.
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We then build different kinds of predictive models and evaluate forecasting per-
formances of those models. The algorithms used in model building are linear regression
(LR), generalized linear model (GLM), support vector machine (SVM), artificial neural
network (ANN), classification and regression tree (CART), and chi-squared automatic
interaction detection (CHAID).

In our experimentation, we apply around 50 percents of data for training the
algorithm to build model. On tuning algorithm parameters to achieve the best pre-
dictive performance, we use another validation set of data (approximately 20%). To
assess the model performance, we employ the remaining 30% of data as a test set.

3 Model Evaluation and Results

On the preparation of training data sets, we prepare two kinds of training data: the data
set with lagging periods from 1 up to 24 months, and the data set with no lagging. This
is the preliminary step prior to building the final models. The main purpose of this step
is for observing the impact of time series events on predicting the dengue incidences.

The measurements that we used for selecting the best scheme on data preparation
are mean absolute error (MAE) and correlation. The MAE is the error of the model on
predicting dengue cases. Correlation measures the association between predictive
features and the target attribute. Therefore, we are looking for the training data set that
yields lower MAE but higher correlation (Table 2).

The output we observed from the experimental results is that the 24-month lagging
data set yields the predictive model with lower MAE and higher correlation to the
target attribute than the data set with no lagging. We thus choose the data set with
attribute lagging to build the model. The six classification algorithms are then applied
with the 24-month lagging data set and the results are summarized in Table 3.

It turns out that CHAID is the best forecasting model for all four provinces.
Compared to other modeling algorithm, CHAID uses less predictive features and
produces the most correlated model with less error. The CHAID algorithm generates a
tree-based model with conditional events on the left-hand-side of the tree, and other
additional conditions to be co-considered are displayed with indentation on the

Table 2. Comparative results of models built from the lagged and non-lagged data.

Province/Region 24-month lagged
data

Non-lagging data

MAE Correlation MAE Correlation

Bangkok/Central 156.064 0.510 146.406 0.474
Chiang Mai/North 135.555 0.815 165.679 0.621
Nakhon Ratchasima/Northeast 62.368 0.565 79.741 0.091
Songkla/South 49.001 0.823 57.119 0.623
Average 100.747 0.678 112.236 0.452
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following lines. Forecasting target is the estimated number of dengue patients displayed
as number in red bold fonts. The highest three cases are stressed with underlines. We
show the CHAID models built from the 24-month lagging data of Bangkok
metropolitan area in Fig. 7.

The three most serious cases of dengue outbreak in each province are illustrated in
Table 4 with the predictive factors at each outbreak level displayed on the right hand
side. For instance, the number of dengue infected patients in Chiang Mai province can
reach 1,748 if all of the following three factors occur:

• amount of rainfall in the past eighth month is more than 0.1 inches
• amount of rainfall in the past seventh month is less than 0.1 inches
• amount of rainfall in the past fifteenth month is more than 1.98 inches

In Bangkok, the predictive factors are different. The number of dengue patients in
Bangkok can be as high as 3,084 if the following two factors occur:

• the ONI is higher than 1
• amount of rainfall in the current month is less than 0.3 inches

Table 3. Performance of the models built from the 24-month lagged data.

Province Algorithm No. variables Correlation Relative error

Chiang Mai CHAID 12 0.881 0.223
GLM 30 0.640 0.590
LR 29 0.611 0.627
ANN 30 0.532 0.718
CART 30 0.000 1.001
SVM 30 0.412 1.115

Bangkok CHAID 8 0.852 0.275
LR 30 0.634 0.598
SVM 30 0.432 1.034
CART 17 0.731 0.491
GLM 30 0.634 0.598
ANN 30 0.364 0.901

Nakhon Ratchasima CHAID 11 0.856 0.268
GLM 30 0.717 0.487
LR 29 0.635 0.597
CART 9 0.557 0.692
ANN 30 0.489 0.762
SVM 30 0.532 1.065

Songkhla CHAID 7 0.856 0.268
GLM 30 0.643 0.587
LR 29 0.642 0.587
ANN 30 0.454 0.800
CART 30 0.000 1.002
SVM 30 0.453 1.015
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The oceanic Nino index (ONI) is also the most important factor to be considered for
dengue outbreak estimation in Nkahon Ratchasima province. But in Songkhla area, the
amount of rainfall in the current month is the best predictor for dengue cases.

4 Conclusion

This research work presents the application of sensor data obtained from the NOAA-
AVHRR that had been used to compute indices such as VHI, VCI, TCI, SMN, SMT to
reflect greenness of vegetation on the global surface. Besides these spaceborne indices,
we also apply the index computed from the sea surface temperature (SST) anomaly in the
equatorial Pacific region Niño3.4. The SST anomaly is the temperature deviation mea-
surement to identify either the normal, warm, or cold events occurred in the Pacific ocean
climate.

The warm events are those months that the SST are +0.5 °C or higher than the normal
long-term temperature. The cold events occur when the SST anomaly are –0.5 °C
or lower than the norm. The warm episodes are called El Niño, whilst the cold ones are

ONI ≤ 1 
rain_Lag7 ≤ 2.430  

rain_Lag6 ≤ 2.520 
TCI ≤ 28.976 

rain_Lag18 ≤ 0.880  207.857
rain_Lag18 > 0.880 91.167

TCI > 28.976 and TCI ≤ 35.960  79.727
TCI > 35.960 and TCI ≤ 44.303 

ONI ≤ -0.400  118.25
ONI > -0.400 and ONI ≤ -0.300  314.0
ONI > -0.300  121.75

TCI > 44.303 
rain_Lag6 ≤ 0.920  69.933
rain_Lag6 > 0.920  116.8

rain_Lag6 > 2.520 
TCI ≤ 60.333 

rain_Lag9 ≤ 4.270] 184.0
rain_Lag9 > 4.270  544.5

TCI > 60.333   594.0
rain_Lag7 > 2.430] 

VCI ≤ 34.525  412.649
VCI > 34.525  147.944

ONI > 1 
rain ≤ 0.300  3084.0
rain > 0.300  662.0

Fig. 7. The CHAID model to estimate dengue incidences in Bangkok. (Color figure online)
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Table 4. The top-3 cases of CHAID model to estimate dengue outbreak in each province.
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called La Niña. Both cold and warm episodes are the natural phenomena called the El
Niño-Southern Oscillation, or ENSO.

The scientists and climatologists from the NOAA, U.S.A., devise the measurement
based on the SST anomaly and call the metric as the Oceanic Nino Index (ONI) to
capture variability of sea surface temperature in the Pacific Ocean. On the first week of
each month, the updated ONI values are announced. We employ this ONI value
together with the NOAA-AVHRR indices as important oceanic and remote-sensing
factors to predict number of infected dengue patients in Thailand.

From the experimental results, we found that ONI is the most important factor and
it is the first condition that the CHAID algorithm considers for building tree models for
Bangkok and Nakhon Ratchasima provincial areas. Other important factors appeared in
the models of these two provinces are TCI, VCI, and amount of rainfall in the current
month and in the past up to 18 months. In Chiang Mai, ONI has no role in the dengue
incidence forecasting. Amount of rain in the past, TCI, and SMN are predictive factors
appeared in the model. To predict dengue cases in Songkhla, rain in current month,
VHI, VCI, and ONI are important factors.

Acknowledgment. This work was financially supported by grants from the Thailand Toray
Science Foundation, the National Research Council of Thailand, and Suranaree University of
Technology through the funding of the Data and Knowledge Engineering Research Unit.

References

1. Cogan, J.E.: Dengue and severe dengue. Fact sheets, World Health Organization (2018).
http://www.who.int/news-room/fact-sheets/detail/dengue-and-severe-dengue

2. Department of Disease Control, Ministry of Public Health: Dengue Surveillance Report
(2018). http://www.thaivbd.org/n/home

3. Dom, N.C., Ahmad, A.H., Latif, Z.A., Ismail, R., Pradhan, B.: Coupling of remote sensing
data and environmental related parameters for dengue transmission risk assessment in
Subang Jaya, Malaysia. Geocarto Int. 28(3), 258–272 (2013)

4. Hii, Y., Rocklov, J., Ng, N., Tang, C., Pang, F., Sauerborn, R.: Climate variability and
increase in intensity and magnitude of dengue incidence in Singapore. Glob. Health Action
2, 124–132 (2009)

5. Loh, B., Song, R.J.: Modeling dengue cluster size as a function of Aedes aegypti population
and climate in Singapore. Dengue Bull. 25, 74–78 (2001)

6. Su, G.L.S.: Correlation of climatic factors and dengue incidence in Metro Manila,
Philippines. AMBIO: J. Hum. Environ. 37(4), 292–294 (2008)

7. Hasan, T., Bambrick, H.: The effects of climate variables on the outbreak of dengue in
Queensland 2008–2009. Southeast Asian J. Trop. Med. Public Health 44(4), 613–622 (2013)

8. Khormi, H.M., Kumar, L.: Modeling dengue fever risk based on socioeconomic parameters,
nationality and age groups: GIS and remote sensing based case study. Sci. Total Environ.
409, 4713–4719 (2011)

9. Moreno-Madrinan, M.J., et al.: Correlating remote sensing data with the abundance of pupae
of the dengue virus mosquito vector, Aedes aegypti, in Central Mexico. ISPRS Int. J. Geo-
Inf. 3, 732–749 (2014)

10. Qi, X., et al.: The effects of socioeconomic and environmental factors on the incidence of
dengue fever in the pearl river delta, China 2013. PLoS Neglected Trop. Dis. 9(10),
e0004159 (2015)

The Use of Spaceborne and Oceanic Sensors 459

http://www.who.int/news-room/fact-sheets/detail/dengue-and-severe-dengue
http://www.thaivbd.org/n/home


11. Chaikoolvatana, A., Singhasivanon, P., Haddawy, P.: Utilization of a geographical
information system for surveillance of Aedes aegypti and dengue haemorrhagic fever in
north-eastern Thailand. Dengue Bull. 31, 75–82 (2007)

12. Tipayamongkholgul, M., Fang, C., Klinchan, S., Liu, C., King, C.: Effects of the El Nino-
Southern oscillation and dengue epidemics in Thailand, 1996–2005. BMC Publ. Health 9,
1–15 (2009). article 422

13. Kiang, R.K., Soebiyanto, R.P.: Mapping the risks of malaria, dengue and influenza using
satellite data. In: International Archives of the Photogrammetry, Remote Sensing and Spatial
Information Sciences, vol. XXXIX-BB, pp. 83–86 (2012)

14. Nakhapakorn, K., Tripathi, N.K.: An information value based analysis of physical and
climatic factors affecting dengue fever and dengue haemorrhagic fever incidence. Int.
J. Health Geographics 4, 1–13 (2005)

15. Nitatpattana, N., et al.: Potential association of dengue haemorrhagic fever incidence and
remote senses land surface temperature, Thailand, 1998. Southeast Asian J. Trop. Med.
Public Health 38(3), 427–433 (2007)

16. Sithiprasasna, R., Linthicum, K.L., Lerdthusnee, K., Brewer, T.G.: Use of geographical
information system to study the epidemiology of dengue haemorrhagic fever in Thailand.
Dengue Bull. 21, 68–73 (1997)

17. Kerdprasop, K., Kerdprasop, N.: Rainfall estimation models induced from ground station
and satellite data. In: 24th International MultiConference of Engineers and Computer
Scientists, pp. 297–302 (2016)

18. NOAA: Climate Data Online. National Centers for Environmental Information, NOAA,
U.S.A. (2018). https://www.ncdc.noaa.gov/cdo-web/

19. Kogan, F.: Operational space technology for global vegetation assessment. Bull. Am.
Meteorol. Soc. 82(9), 1949–1964 (2001)

20. Kogan, F.: 30-year land surface trend from AVHRR-based global vegetation health data. In:
Kogan, F. et al. (eds.) Use of Satellite and In-situ Data to Improve Sustainability, pp. 119–
123. Springer, Dordrecht (2011). https://doi.org/10.1007/978-90-481-9618-0_14

21. Kogan, F., Guo, W.: Early detection and monitoring droughts from NOAA environmental
satellites. In: Kogan, F. et al. (eds.) Use of Satellite and In-situ Data to Improve
Sustainability, pp. 11–18. Springer, Dordrecht (2011). https://doi.org/10.1007/978-90-481-
9618-0_2

22. NOAA STAR: Global Vegetation Health Products. Center for Satellite Applications and
Research, NOAA, U.S.A. (2018). https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/vh_
browseByCountry_province.php

23. Kageyama, Y., Sato, I., Nishida, M.: Automatic classification algorithm for NOAA-AVHRR
data using mixels. In: 2007 IEEE International Geoscience and Remote Sensing Symposium,
pp. 2040–2043 (2007)

24. Li, C., et al.: Post calibration of channels 1 and 2 of long-term AVHRR data record based on
SeaWiFS data and pseudo-invariant targets. Remote Sens. Environ. 150, 104–119 (2014)

25. NOAA National Weather Service: Cold & Warm Episodes by Season. Climate Prediction
Center, NOAA, U.S.A. (2018). http://origin.cpc.ncep.noaa.gov/products/analysis_monitoring/
ensostuff/ONI_v5.php

26. Huang, B., et al.: Extended reconstructed sea surface temperature, version 5 (ERSSTv5):
upgraded, validations, and intercomparisons. J. Clim. 30(20), 8179–8205 (2017)

27. Bureau of Epidemiology: Dengue Fever. Department of Disease Control, Ministry of Public
Health, Thailand (2018). http://www.boe.moph.go.th/boedb/surdata/disease.php?ds=66

28. Null, J.: El Niño and La Niña Years and Intensities Based on Oceanic Niño Index (ONI).
Golden Gate Weather Services (2018). https://ggweather.com/enso/oni.htm/

460 K. Kerdprasop et al.

https://www.ncdc.noaa.gov/cdo-web/
http://dx.doi.org/10.1007/978-90-481-9618-0_14
http://dx.doi.org/10.1007/978-90-481-9618-0_2
http://dx.doi.org/10.1007/978-90-481-9618-0_2
https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/vh_browseByCountry_province.php
https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/vh_browseByCountry_province.php
http://origin.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ONI_v5.php
http://origin.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ONI_v5.php
http://www.boe.moph.go.th/boedb/surdata/disease.php?ds=66
https://ggweather.com/enso/oni.htm/


Anomaly Detection with Machine Learning
Technique to Support Smart Logistics

Nittaya Kerdprasop1,2(&) , Kacha Chansilp2 ,
Kittisak Kerdprasop1,2 , and Paradee Chuaybamroong3

1 Data and Knowledge Engineering Research Unit, Nakhon Ratchasima,
Thailand

2 School of Computer Engineering, Suranaree University of Technology,
Nakhon Ratchasima, Thailand

{nittaya,kacha,kerdpras}@sut.ac.th
3 Department of Environmental Science, Thammasat University,

Pathumthani, Thailand
paradee@tu.ac.th

Abstract. Accurate planning and cost-effective management on product
delivery are among key factors leading to the success of most manufacturing
sectors in the current era of the fourth industrial revolution, or Industry 4.0. In
this work, we focus our study on the development of a model based on machine
learning technique to support smart logistics by detecting anomaly events on the
big stream of electronic orders obtained from ubiquitous customers. We use the
data-driven approach to build the order-anomaly model and present the built
model as the classification and regression tree. Our model in a tree formalism is
to be used as an automatic detector for unusual events inherent in the customers’
order stream. The anomaly events should invoke special care in the smart
logistics environment that delivery tasks are performed in an automatic manner.
Early detection of anomaly ordering events is expected to improve accuracy on
delivery planning.

Keywords: Anomaly detection � Order anomaly model � Smart logistics �
Classification and regression tree � Machine learning

1 Introduction

Traditional logistics process deals with the delivery of products to the right place at the
right time. The main processes in logistics include the three main steps [1] of order
processing and transport planning, order shipping, and order billing. For smart logis-
tics, digital data from ubiquitous sources and state-of-the-art technologies play their
crucial roles on turning the regular shipping process into the intelligent transport
system (ITS) by means of the radio frequency identification (RFID) tagging with goods
to be delivered. The current capability of ITS has been argued [2] to be extended to
fulfill the need of being an efficient linkage between the smart city, the customer side,
and the smart industry, the producer side.
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The high-quality ITS can be considered an important supporter for the manufac-
turing movement toward the fourth stage of industrialization [3, 4]. We, therefore,
propose in this work the application of data-driven modeling through the machine
learning approach. Our modeling process is based on the classification and regression
algorithm to learn anomaly events from product ordering stream. The learned model is
designed to be an intelligent part of the supply chain management module for moni-
toring unusual events.

After presenting literature review in Sect. 2, we explain our modeling method in
Sect. 3. The model evaluation results are illustrated in Sect. 4. We conclude our work
in Sect. 5.

2 Literature Review

In logistics and supply chain management, an accurate forecasting of customers’ order
is significant for not only a cost-effective manufacturing planning, but also a timely
material and product distribution [5] to fulfill the demand of customers. The needs for
an accurate forecasting technique can be found in so many literature across a variety of
health-related domains ranging from drinking water distribution network [6, 7], to
electricity and home energy demands [8–10], outpatient space in the hospital [11],
amount of food donations [12], and retail pharmacies [13].

Forecasting has long been an important tool in the business domain to project
customers’ demand trends. Retail industry is the business section that has heavily
applied forecasting for efficient business planning and managing. Computational
forecasting method has been used to predict the fashion demand [14], to project the
number of tourists [15], to estimate the growth in on-line retailing [16], to identify an
optimal retail location [17], to plan replenishment in the discount retail chain [18], to
approximately quantify the need for high-end luxury products [19], and to estimate the
demand for retailing through automated vending system [20].

Business processes have indeed been strongly linked to industrial movements since
the first industrial revolution with mass mechanization to the fourth one with full
digitization through the cyber-physical systems. In the current movement of the
Industry 4.0, numerous machine learning techniques and soft computing approaches
have been extensively applied in many smart manufacturing industries. Intelligent
analysis has been applied within a number of supply chain management processes
[21–26].

Machine learning has the ability to learn from sales data, and then report in an
automatic manner about consumer behavior and preferences. Various machine learning
techniques have been applied for such tasks. These techniques include clustering [27,
28], artificial neural network [29], fuzzy models [30], support vector machine [31], and
many others [32, 33].

Several recent studies have reported that advanced machine learning techniques
such as support vector machine, genetic algorithm, artificial neural network, and deep
learning outperform traditional statistical-based forecasting. We also apply machine
learning technique using the classification and regression tree algorithm to learn
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anomaly events from the historical product delivery data. Details of our methodology
are explained in the following section.

3 Modeling Method for Anomaly Detection

3.1 Product Order Data Characteristics

The focus of this work is to develop a model to detect anomaly customer order events
aiming to support smart supply chain management system, especially in product
delivery planning. Our model building method is data-driven in the sense that the
historical data are used in the training process of the automatic model creation step. The
product order data used in our work are public-domain contributed by researchers from
Brazil [34].

The original dataset contains 60 records of the daily delivery parcel service com-
pany in Brazil. Each record contains information related to the product distribution, as
summarized and shown in Table 1. Pair of attributes showing very strong correlation
(that is, correlation > ±0.70) are highlighted with bold red font as shown in Table 2.

3.2 Modeling Process

The purpose of this work is to derive anomaly events from customer orders. But the
original dataset contains only 60 records and such a dataset is too small to capture
anomaly events. We thus over-sampling the dataset to contain 100,000 records and
make a series of steps as shown in Fig. 1.

The anomaly detection modeling process starts from computing anomaly index
value, which is a measure of dissimilarity of a data record as compared to other data
records in the same group [35]. All data records are then ranked based on this index

Table 1. Data attribute characteristics.

Name Meaning Type

A1 Banking orders (1) Integer
A2 Banking orders (2) Integer
A3 Banking orders (3) Integer
A4 Day of the week (Monday to Friday) Category
A5 Fiscal sector orders Real
A6 Non-urgent orders Real
A7 Order type A Real
A8 Order type B Real
A9 Order type C Real
A10 Orders from the traffic controller sector Integer
A11 Total orders Real
A12 Urgent orders Real
A13 Week of the month Category
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value from the highest to the lowest. Data record with the highest anomaly index value
reflect the unusualness of that record. We set the minimum threshold of anomaly index
as 2.0. Data records having anomaly index lower than this threshold are considered
normal cases. Otherwise, the data will be labeled as anomaly events.

After identifying anomaly data records (steps 1–3), we select normal cases from the
least anomalous group of with the same amount as the abnormal cases (step 4). The
purpose of this step is to generate a training set with balancing proportion between the
two groups of data (normal cases and anomalous cases). The data set is then used to
train the classification and regression learning algorithm [36] to build the tree model
called classification and regression tree, or CART, in step 5.

The CART model is finally assessed its classifying performance on separating
normal customer orders from the abnormal ones. On evaluating model performance
(step 6), we use the out-of-sample method, that is, the hold-out test data (around 30% of
the 100,000 data records) are unseen by the tree-learning algorithm. The final product
of the proposed methodology is the CART model that has the capability of automatic
differentiating normal orders from the anomalous ones.

4 Model Creation and Evaluation Results

4.1 Anomaly Detection Model

After computing anomaly index of each data record in step 1, we found that there are
1,142 records showing the anomaly index values higher than 2.0. We then select other
1,142 data records from the group of normal data that have the lowest anomaly index
value. The justification of this selection is for creating a balance data set having the
same amount of normal and abnormal cases. Moreover, the selection of data group
having lowest anomaly index is for the high contrast to the anomaly cases. We
investigate characteristics of both normal (illustrated in Fig. 2) and anomalous cases
(Fig. 3) with the web graph tool to explore the dominant attributes.

Table 2. Correlation among data attributes.
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The thickness of lines in the web graph represents the weight of association that has
been counted from number of data records supporting that relationship. The thick line
shows strong association, while the thin line illustrates less significant relationship. It
can be seen from the web graph in Fig. 2 that for the group of normal product order, the
most outstanding attribute related to normal order is week of the month. The other three
attributes expecting useful for identifying the normal orders are orders from the traffic
controller sector, day of the week, and banking orders (3). These three attributes are,
however, less significant than the week of the month attribute.

Customer 
order data 

Step 1:
Computing anomaly index (based on cluster analysis)

Step 2:
Ranking data records in descending order according to 

anomaly index value

Step 3:
Labeling data having anomaly index higher than threshold 

as the anomaly records

Step 4:
Selecting normal data records having least anomaly index 
value with equal amount to the anomaly ones to create a 

balance training data

Step 5:
Building classification and regression tree (CART) from 

the training data

Step 6:
Evaluating performance of the CART model

CART model

Fig. 1. Proposed method to learn normal and anomaly events from the historical logistics data.
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For the case of anomalous order shown in Fig. 3, it can be clearly observed that
banking orders (3) is the most prominent attribute. Other relationships in Fig. 3 shown
with very thin lines that hardly observable represent minimal contribution to pinpoint
the anomaly cases.

After combining data from the two groups to build the CART model, the outcome
is the one shown in Fig. 4. The meaning of this model is as follows:

Normal-order cases have the following characteristics:

1: banking orders (3) � 34496.50 AND
total orders � 333.334 AND
orders from the traffic controller sector > 26033.50

Anomaly-order cases have the following characteristics:

1: banking orders (3) � 34496.50 AND
total orders � 333.334 AND
orders from the traffic controller sector � 26033.50

2: banking orders (3) � 34496.50 AND
total orders > 333.334

3: banking orders (3) > 34496.50

Fig. 2. Associations among attributes in the normal group of product orders.

Fig. 3. Associations among attributes in the anomaly order group.
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The CART model captures banking orders (3), total orders, and orders from the
traffic controller sector as the three most discriminative attributes to differentiate
normal orders from the abnormal ones. Importance of other attributes can be seen from
Fig. 5.

On the full scale of 1.0 to reflect the highest importance on predicting the target
outcome of normal/anomaly order, the attribute banking orders (3) is the most
prominent one with the importance value of 0.44. The attribute total orders comes in
second with the importance value of 0.38. The attribute orders from the traffic con-
troller sector is the third one with 0.08 importance. The attributes banking orders (1),
order type A, urgent order, and non-urgent order have equal importance value of 0.01.

The final step is the accuracy evaluation of the CART model to differentiate
anomaly orders from the normal ones. We perform the hold-out method by splitting
data into a training data set (containing 1,566 records) and a test data set (with the
remaining 718 records). The CART model can classify correctly 696 records (out of the
718 records). This comprises of the 96.94% of the accuracy rate, and the error rate is as
low as 3.06%. We consider it a very satisfied model for detecting anomaly events.

Fig. 4. A CART model for classifying normal product orders from the anomaly ones system.
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4.2 Model Performance Enhancement

To further improve the performance of the CART model, we investigate the possibility
of applying boosting technique. The main advantage of boosting is that instead of
generating a single model for predicting the target attribute, we rather use ten models to
predict the target. We generate ten CART models, then vote the outcome of the target
attribute as either anomaly or normal product order based on the majority voting of the
ten CART models.

On generating each CART model, the training data are randomly chosen to com-
prise of 1,566 records. Therefore, the detail in each model can be different depending
on the random samples used as a training dataset. Moreover, from all available 13
predictors, the model may use only a subset of all available predictors. The top-five
frequently used attributes on building a CART model is shown in Fig. 6. It can be seen
from the figure that the five attributes (week of the month, urgent order, total orders,
orders from the traffic controller sector, order type C) are used in every of the CART
ensemble.

The performances of all ten models are also summarized in Table 3. The predictive
accuracy of a single model is varied from 77.50% to 98.50%. However, to use boosting
technique on predicting the anomaly/normal product order, all models are used as an
ensemble. The final predicting outcome is obtained through the voting scheme.
Therefore, the performance of the ensemble is much better than a single model. The
ensemble quality in terms of the accuracy from voting scheme is displayed in Fig. 7.

The accuracy rate shown in Fig. 7 has been evaluated from the training dataset. To
fairly compare predictive performance of the ensemble model based on boosting
technique against a single CART model, we apply a separate test set. The test set is
applied to both the ensemble model and the single CART model scheme. We found
that on testing with the out-of-sample data, the ensemble based on boosting technique
yields the accuracy rate as high as 98.89%, which is almost two percents better that a
single CART model.

Fig. 5. Importance analysis of attributes to identify the total orders as either normal or anomaly.
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Fig. 6. Frequently used attributes for predicting anomaly/normal product order of the CART
ensemble built from ten models.

Table 3. Performances of the ten CART models.

Model Number of predictors Model size (#nodes) Accuracy (%)

1 12 7 98.30
2 13 11 96.70
3 13 15 92.40
4 12 15 94.30
5 12 9 94.10
6 13 13 95.70
7 13 19 77.50
8 12 15 90.90
9 11 11 98.50
10 12 11 85.40

Fig. 7. Ensemble accuracy from a combination of CART models.
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5 Conclusion

In the current era of the fourth industrial revolution, or the so-called Industry 4.0,
manufacturing, logistics, supply chain management, and many business sectors are
facing challenging movement toward smart operations and intelligent production. In
this work, we propose the idea of employing a self-learning methodology to support
smart logistics. In this work, we devise a method that can learn anomaly detection
model automatically from the product order data collected from various customer
groups. The proposed model induction method employs the power of machine learning
technique on analyzing attribute importance on classifying normal customer order
events from the anomaly cases.

In our design, we use the classification and regression tree induction technique as a
main algorithm for learning automatically characteristics of anomaly orders that can be
differentiated from the normal orders. The selection of tree formalism is due to the fact
that the tree structure can facilitate reasoning on tracing back the pre-condition leading
to the predicted outcome. On the data preparation step, we use anomaly index com-
puted from the cluster analysis to justify whether the data record is normal or abnormal
cases. The anomalous records are extracted and incorporated with the same amount
of normal records to train the tree induction model. The evaluation result of
normal/anomaly event detection of the tree model shows the accuracy rate as high as
96.94%. This result reveals that our proposed method yield an accurate discriminative
model that is appropriate for embedded in the smart logistics and supply chain man-
agement system.

On evaluating performance of the tree model, we also apply the ensemble method
by using a boosting technique to build ten models. Then applying all ten models to
predict the outcome of the target attribute. All ten predicting results from the ensemble
are combined based on the voting scheme. We found from the experimental result that
the ensemble of tree models can improve predicting accuracy from 96.94% to 98.89%.
The ensemble is thus a promising technique to build a tree model to detect anomaly
event. We thus plan to further investigate other ensemble schemes on this particular
domain.
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Abstract. This paper presents an analysis of data referring to the pro-
file of Brazilian students in the year 2016, according to the Higher Edu-
cation Census. The information provided by this census is used to carry
out various analyses related to the current situation of Brazilian edu-
cation, as well as the profile of students and institutions. In this work,
we analyze the modality of courses offered by educational institutions,
investigating the profile and the quantitative of students who have schol-
arship, and how they enter the courses. We also investigate the distribu-
tion of students according to the informed skin color/race. The method
used to conduct this research involved the application of the steps pro-
posed by the CRISP-DM Reference Model and the use of the Apriori
association algorithm to identify and analyze the data set. The results
show that 30% of students choose not to report their skin color; Of those
who reported, 37.4% are white and 6% are black. Approximately 82%
of the students entered higher education through the traditional method
(entrance examination), and 82.3% of the male and 77.2% of the female
opted for face-to-face courses.

Keywords: Educational Data Mining · Apriori algorithm ·
CRISP-DM · Brazilian students profile

1 Introduction

Several areas of knowledge generate data at an impressive pace. The large
increase in data storage and collection has created a demand for techniques
capable of extracting potentially useful information from the mass of data. His-
torically, the notion of mining databases to find useful data patterns has received
many names, such as Knowledge Discovery in Databases (KDD), Knowledge
Extraction, Data Harvesting, among others. Despite the different names, and in
some cases different approaches, these terms have as main objective the extrac-
tion of knowledge from databases. Data mining is the non-trivial process of
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identifying valid, potentially useful and understandable patterns in the mass of
data, with a strong emphasis on working with large amounts of real data [20].

Data mining techniques are increasingly gaining significance in the education
sector. As in many other sectors, higher education is discovering the potential
impact of these techniques on the learning process and outcomes to move towards
a university of the new era, providing educational policymakers with data-based
models essential for supporting goals to enhance the efficiency and quality of
teaching and learning [2].

Educational data mining (EDM) and Learning Analytics (LA) are two spe-
cific areas that are used to represent the use and the application of data mining
in higher education and other educational settings. EDM can be defined as the
application of traditional data mining techniques to the analysis of educational
data, aiming at solving problems in the educational context [6]. Some applica-
tions of EDM include the development of e-learning systems [22], distance edu-
cation, pedagogical support [15], educational data collection [10], student and
teacher performance forecasts, evaluation of the quantity needed for the distribu-
tion of teachers versus number of schools, among others [9,18]. EDM techniques
can reveal useful information to educators and government bodies to help them
design or modify the curriculum structure of courses, schools and/or universi-
ties. They can help to identify at-risk students, identifying priority teaching and
learning needs for different groups of students and teachers (teacher training),
increasing the passing rates in schools and undergraduate courses, effectively
evaluating institutional and teacher performance, maximizing the resources of
schools and/or universities, and optimizing and renewing the curricular programs
of the courses.

LA is a closely related endeavor, with somewhat more emphasis on simulta-
neously investigating automatically collected data along with human observation
of the teaching and learning context. Overall, cyberlearning emphasizes the inte-
gration of learning sciences theories with these techniques in order to improve
the design of learning systems and to better understand how people learn within
them. The use of EDM and LA in the educational context has the potential to
shape the existing models of teaching and learning by providing new solutions to
the interaction problem. EDM and LA are used to offer more personalized, adap-
tive, and interactive educational environments to enhance learning outcomes,
teaching and learning effectiveness, and optimizing institutional proficiency, as
well as mapping both professor and student performance [25].

This paper investigates the profile of Brazilian students related to the teach-
ing modality (face-to-face or distance learning) and the study period they chose
to attend when they entered higher education. It also analyzes the profile of
the students as to skin color, type of university entrance, and if they have a
scholarship. To conduct this study, we defined the following research questions
(RQ):

RQ.1: What is the profile of Brazilian higher education students related to the
different teaching modalities offered (face-to-face or distance learning)?
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RQ.2: What is the profile of Brazilian higher education students related to the
existence of a scholarship?

RQ.3: What is the form of admission of students to educational institutions?
RQ.4: What is the distribution of Brazilian students according to skin color/race

and gender?

This paper is organized as follows. Section 2 presents the state of the art
related to educational data mining, as well as mining techniques. In addition,
related works to this paper are presented. Section 3 details the method adopted
to develop this work. Section 4 presents the results of the CRISP-DM phases.
The conclusions and future work are presented in Sect. 5.

2 Educational Data Mining

Educational systems are increasingly engineered to capture and store data on
users’ interactions with a system. These data can be analyzed using statisti-
cal, machine learning, and data mining techniques. The development of com-
putational tools for data analysis, standardization of data logging formats, and
increased computation/processing power is enabling learning scientists to inves-
tigate research questions using this data. Educational Data Mining (EDM), and
the application of Data Mining techniques in data from online education plat-
forms or environments. EDM has emerged as a research area in recent years by
researchers in several areas of knowledge seeking to analyze large volumes of data
in order to solve educational research issues [30]. Overall, EDM draws on tra-
ditional statistical techniques and shares further challenges with other analytic
uses of research data, such as: 1. Combining needed data from different systems,
which can be difficult. 2. Achieving construct validity and interpretability of
results. 3. Understanding consequential validity and use of results to drive deci-
sions. 4. Deciding whether use of data to drive high-stakes and/or low-stakes
decisions is warranted. 5. Establishing safeguards for privacy and ethics of data
use [27].

EDM and the research area whose main focus is the development of methods
to explore databases collected in educational environments, allowing a standard
in the approach of educational data mining. Thus, it is possible to more effec-
tively and adequately understand information about teachers, schools, manage-
ment and students. It allows understanding how learners learn, the context in
which learning occurs, how teachers are motivated and/or followed, and other
factors that influence teaching learning. The EDM process converts raw data
from educational systems into useful information that can be used by devel-
opers, teachers, educational researchers, etc. This process does not differ much
from other areas of application to that of data mining because it is based on
the same steps of the data mining process in general [30]. The educational data
mining process comprises the following steps [26], [17]: 1. Preprocessing: The
data obtained with the educational environment must first be pre-processed to
transform it into a format suitable for mining. Some of the main tasks of pre-
processing are: cleaning, selection of attributes, transformation attributes, data
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integration, and so on; 2. Data Mining (Extracting Patterns): It is the
central step that identifies the whole process. During this stage, data mining
techniques are applied to previously pre-processed data; 3. Post processing:
It is the final step in which the results obtained or model are interpreted and
used to make decisions about the educational environment.

Data generated by students and teachers in e-learning environments can pro-
vide rapid and important insights into the performance, motivation and level of
participation of students and teachers in a particular subject or course. These
understandings may suggest significant changes and interventions in method-
ology or even individual contact with students and teachers who are unmoti-
vated or have low interaction with the school and/or academic community [33].
Furthermore, the evaluation and monitoring practices of students learning is
considered as an essential aspect in higher education. Performance monitoring
includes assessments and evaluation processes, which play a vital role in pro-
viding valuable information that help students, instructor, administrators, and
policy makers in higher education institutions to make decisions. The changing
factors in contemporary education has led to the use of various data mining
techniques to monitor student performance which offers various investigation
methods to analyze and discover hidden information in educational systems.
The data extracted by such systems continuously comprise the score for certain
learning goals so to generate grades and profile learner [2].

2.1 Mining Techniques

According to Mobasher et al. [24], there is no consensus in the literature regard-
ing the ideal data mining technique for each application, not even the criteria to
be used for the evaluation of the different data mining techniques. Among the
techniques considered efficient in the literature for data mining, are the rules of
association that seek to find links between attributes, i.e., based on the assump-
tion that the presence of an attribute in an event implies the presence of another
attribute in the same event [29]. The employment of mining with rules of associ-
ation is appropriate to analyze educational data where it is intended to identify
patterns of the learning process and to improve the academic performance of stu-
dents or teachers in different courses and or school levels, whether in primary,
secondary or higher education [24].

In the paper presented by Abu-Oda and Alaa [1], different data mining
approaches are applied in order to examine and predict student drop-outs
through their university programs. In this study is analyzed 1290 records of
students of the course of computer science, between 2005 and 2011. The data
collected included a school history, the syllabus of the subjects taught in the first
two years of the course, the average student’s school, and whether or not the
student graduated from the chosen course upon admission to the University. To
classify and predict the data of students who dropped out of the course, different
classifiers were used in the data set, including Decision Tree (DT) and Bayesian
networks. In the paper presented by Baker [7], we identify the application of
data association rules to improve the quality of managerial decisions to provide
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a quality education, aiming to analyze the data and discover factors that affect
the results to increase the chances of success for students and teachers.

2.2 Association Algorithms

Among the association algorithms, the algorithm Apriori, is the algorithm most
used to discover rules of association, according to Literature [5]. The Apriori
algorithm performs several analyzes on the transaction database, and is able
to work with a large number of attributes, resulting in several combinatorial
alternatives between them, from successive searches throughout the database
and achieving optimum performance in terms of processing [5]. When it is desired
to show the frequency and identification of patterns in a data set, the Apriori
algorithm is widely used since it presents the frequency of a certain set of selected
data. During its application the attributes are tested several times in search of
expanded rules which represent patterns of its population [16]. This algorithm
works in two steps: in the first step the main frequent item is determined; in the
second step the general rule that presents the characteristics of the data set is
extracted. The algorithm uses a “bottom up” approach, where frequent subsets
are extended once, which is called candidate generation. Each candidate set is
tested multiple times until no expanded rule is found [16].

In the use of the algorithm Apriori, the measures that influence the discovery
of the rules are: 1. Support that is the percentage of cases where it contains both A
and B; 2. Trust that is percentage of cases containing A that also contains B; and
3. Trust is the confidence rate with the percentage of cases containing B [19].

2.3 Related Works

Alom and Courtney [3] made an assessment of the role of student gender on
successive rates of educational completion in Australia from primary school Year
1 through to successful completion of high school, and, thereafter, enrolment in
university. The results suggested that gender played an important role, especially
in some states, and that, in general, enrolment numbers in university in 2016
appeared to be on par with those completing Year 12 in 2015.

The work presented by Fernandes et al. [13] presents an analysis of the aca-
demic performance of public school students at the federal district. The authors
use federal district education system databases to understand student profiles
and their learning styles, in an effort to develop educational policies that improve
academic performance and reduce failure rates at the end of each school year.
Fonseca and Namen [14] identify factors that relate the profiles and their influ-
ences - positive and negative - in students’ learning of the mathematics discipline.
The authors apply Knowledge Discovery in Databases (KDD) in order to iden-
tify the factors that relate the profile of the teachers who teach the Mathematics
discipline to the proficiency obtained by their students.

Ashish et al. [12] perform a systematic review of literature from 1983 to 2016
on the clustering algorithm and its applicability and usability in the context
of educational data mining. Future insights are outlined based on the revised
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literature, and the possibilities for further research have been identified. The
work presents that the main advantage of the clustering algorithm application
to the data analysis is that it provides a relatively unambiguous learning style
scheme to the students, considering a certain number of variables, such as the
time spent in completing the learning tasks, group learning, student behavior in
the classroom and student motivation for learning.

Asif et al. [4] use data mining methods to study the performance of under-
graduate students, focusing on two aspects of their performance. First, predict
the academic level of students at the end of a four-year study program. Second,
they study typical progressions and combine them with predicted outcomes.
Two major groups of students were identified: low performing students and high
performing students. The results indicate that by focusing on a small number of
courses that are particularly good or bad performance indicators, it is possible to
provide timely alerts and support for underachieving students, as well as advice
and opportunities for high performance students.

Amirah et al. [28] perform a systematic review of the literature in order to
identify the most appropriate methods to predict the performance of students
using data mining techniques in educational institutions in Malaysia. Further-
more, they investigate the factors that affect student outcomes in specific courses
within the context of Malaysia. The authors propose a model to improve stu-
dents’ performance. The main contribution of the work is to demonstrate how
the prediction algorithm can be used to identify the most important attributes
in the data of the students to improve their use and success in a more efficient
way, using educational data mining techniques, allowing benefits and impacts for
students, educators and academic institutions. In the paper presented by [32],
analytical approaches to learning, educational data mining and human computer
interaction are synthesized to explore the development of more usable forecast
models and representations of forecast models using data from a solution envi-
ronment of collaborative geometry problems: virtual math teams.

3 Method

According to data mining techniques [16,21,23] and educational data mining
[7,24], the Apriori algorithm was chosen to support the task of finding associ-
ation rules in the context of this work and the reference model CRISP-DM [8]
to perform the data mining steps, perform tests to evaluate the results found,
present results and analyzes, as well as make suggestions based on the conclu-
sions obtained, of possible solutions to implement improvements in the object
analyzed with the objective of increasing the satisfaction of teachers, students
and the community of the educational system of the analyzed region.

The CRISP-DM reference model defines a set of sequential steps to guide
data mining and allows the mining process to be fast, reliable, and with greater
managerial control [11]. CRISP-DM involves six phases: domain understanding,
data comprehension, data preparation, modeling, evaluation and implementation
[19]. The adoption of these phases helps in defining the flows to be used to execute
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the mining project. Each phase is structured into several activities, which run
cyclically to meet the objectives of data mining [19]. CRISP-DM is a complete
and documented methodology. All phases are organized, structured and defined,
so the project is easily understood and reviewed [8]. For this study, all CRISP-
DM phases were used, except for the implantation phase, which will be performed
in our future work.

4 Analysis of Results

Due to the breadth of the analyzed database (11,449.222 lines) and the diffi-
culty in manipulating the data due to its size, the student data file was divided
according to the gender of the participants (male - 44.3% of data and female -
55.6% of data). From the analysis of the 99 attributes in the microdata base, it
was possible to identify the relevant attributes to answer the Research Questions
delimited in this work. The selected dataset is displayed in Table 1. It was used
the R-Studio data mining tool [31], which has packages and tools to perform
most of the mining steps.

The application of the Apriori algorithm in the national database, containing
the records from all Brazil, used the default parameters of the algorithm, e.g.,
Support in 10% and Trust in 90%. With this application, a set of 272 rules was
generated for the data set of the female students and 262 rules for the data set of
the male students. Figure 1 presents the rules obtained for the profile of female
students in relation to the chosen teaching modality. According to the results, it
is possible to conclude that the female students who choose the type of face-to-
face teaching were not admitted in higher education through the ENEM and also
do not have student funding. Furthermore, the predominant academic degree of
this group of students is baccalaureate, the study shift is nocturnal and the
administrative category of the place of study is in For-Profit Private Institution.
Regarding students who choose distance education, one can only verify that the
highest incidence of cases is related to students who were not admitted in higher
education through ENEM and that the administrative category of the place of
study is Institution of Private for-profit education.

In relation to the profile of male students according to the chosen teaching
modality, it was observed that the set of generated rules is very similar to the
rules generated for female students, using the same variables, being the similar
result for the two groups evaluated. The profile of female students considering
the existence of student financing to pay for their studies in higher education,
presents the main rules obtained: according to the results presented in Fig. 2 it
is possible to identify students who do not have a scholarship to assist in the
financing of their studies, declare themselves predominantly as being of white
color or race, or have not made the declaration for this variable. Furthermore,
the teaching modality is predominantly presential model. Students who do not
have student funding have a high incidence of study at night, although some
study in the morning. In relation to students who have a scholarship to assist
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Table 1. Description of attributes analyzed

Variable name Description Description of categories

CATEGORY Administrative category
code

1. Federal Public
2. Public State
3. Municipal Public
4. Private for profit
5. Private non-profit
7. Special

SHIFT Course shift code to which
the student is linked

1. Morning
2. Evening
3. Nightly
4. Integral
5. Distance Education (EaD)
(.) Not applicable

GRADE Code of the academic
degree conferred to the
graduate by the course

1. Bachelor degree
2. Graduation
3. Technological
(.) Not applicable

MODALITY Course modality code 1. Presential
2. Distance Education (EaD)

COLOR RACE Skin Color/Race code 1. White
2. Black
3. Brown
4. Yellow
5. Indigenous
6. Not declared
0. Not declared

ENEM Informs if the student has
enrolled in the course by
ENEM

0. No
1. Yes

FINANCING Informs if the student uses
student financing

0. No
1. Yes

in the financing of their studies, most preferred not to declare their color/race,
besides the teaching modality being the face-to-face model. Students with stu-
dent funding also have a high incidence of study at night.

Regarding the profile of male students, considering the existence of fund-
ing for higher education studies, as shown in Fig. 3, the following results were
obtained: it is possible to identify students who do not have a scholarship to
help finance their studies, did not enter higher education through ENEM. These
students opted for private non-profit and for-profit institutions, with study hours
at night and by the academic degree of baccalaureate and modality of teaching
both face-to-face and distance learning. Regarding students who have scholar-
ships to help fund their studies, students declare themselves predominantly as
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Fig. 1. Evaluation of the profile of female students in relation to the teaching modality.

being of the brown color/race, in addition to the main teaching modality being
the face-to-face model and the academic degree being baccalaureate. For those
students with student financing, a high incidence of study was observed at night.

Figure 4 presents the main rules obtained for the profile of female students
in relation to entering higher education through ENEM. The results show that
students who entered through the ENEM or through another form of access
have an almost identical profile. These students chose mainly the night shift for
study, with little incidence in the rules for the morning study period, the teaching
modality is baccalaureate and these students mostly chose not to declare their
color/race.

With regard to the male students on the form of entrance into higher educa-
tion through the ENEM, the Fig. 5 presents the main rules obtained. With the
analysis of the result, it is noticed that the identified students declared them-
selves predominantly as being of the color/race white or brown, are attending the
academic degree of baccalaureate, study predominantly in private non-profit and
for-profit educational institutions and do not have student financing. Regarding
to students who have entered higher education without the ENEM, such as the
college entrance examination, their main characteristics are of color/white race
and they are studying the academic bachelor degree in the night shift.

With the application of mining classifier algorithms, from the use of the R-
Studio tool [31], it was possible to obtain an overview regarding the students’
choices according to their gender. Regarding the administrative category chosen
by the students, as can be seen in Fig. 6, it is possible to identify that 45%
chose private for-profit institutions, 32% study in non-profit private institutions.
Approximately 15% chose to study in federal public institutions and 7% in state
public institutions. The high choice of private institutions is mainly due to the
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Fig. 2. Evaluation of the profile of female students in relation to the existence of student
financing.

greater number of places offered by these institutions. In the classification by
gender, a slight predominance by male (15.6%) in federal public institutions is
observed when compared to the number of female (12.4%). This predominance
is reversed in private for-profit institutions with the distribution of vacancies for
male (43.5%) and for female (47.0%).

Regarding the distribution of students by color/race, as shown in Fig. 7, an
interesting fact that can be verified is that almost 30% of the students chose
not to declare their color/race. Among students who declare their breeding it
is noticed that most are of the white color/race (about 37.4%), less than 1%
declared themselves indigenous and only about 6% declared themselves black.
The variation in all color/race classes between male and female is less than 1%.

Regarding the method of enrollment in higher education, as shown in Fig. 8,
the most prevalent was the traditional methods (tests and college entrance exam-
ination), being still the most common for students, being around 82%. Only 18%
of the students chose to enter higher education through ENEM.

Figure 9 presents the distribution of students according to the existence of
student financing. 51.1% of male students and 51.3% of female students declare
they do not have student funding, 27.7% of male students and 30.6% of female
students declare they do not have student funding and 21.2% of male and 18.2%
of female chose not to declare this characteristic.
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Fig. 3. Evaluation of the profile of male students in relation to the existence of student
financing.

Fig. 4. Profile evaluation of female students who have joined ENEM.
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Fig. 5. Profile evaluation of male students who have joined the ENEM.

Fig. 6. Distribution of students by Administrative Category.

Fig. 7. Distribution of students by color/race.
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Fig. 8. Distribution of students by the admission method in higher education.

Fig. 9. Distribution of students through the existence of student financing.

Fig. 10. Distribution of students by Teaching Modality.
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The last characteristic analyzed was in relation to the teaching modality.
Figure 10 shows the results obtained. It is possible to observe that the face-to-
face model is predominant for both male students (82.3%) and female students
(77.2%). This is one of the characteristics with the greatest variation in the
choice between male and female, surpassing 5% of the total. 17.7% of male and
22.8% of female opted to take a distance learning course.

5 Conclusion

The Higher Education Census organizes and makes available a wide data base
related to the data of students, teachers and educational institutions for studies
and diagnoses. Analyzing this database, it can be concluded that, although they
are an important source of information, they are often not fully exploited due
to the inherent difficulties of the large amount of data involved, which is beyond
the human capacity to interpret, being necessary the use of suitable tools for its
manipulation and analysis.

Given this context, the challenge presented in this study was to make effec-
tive use of these data, analyzing them through methodologies that would allow
the extraction of information that would provide information for the definition of
actions aimed at improving the results of the teaching-learning process of Brazil-
ian Higher Education. The alternative adopted was Data Mining, a technology
that is based on statistical concepts and computational intelligence to analyze
large volume databases.

It should be emphasized that the scope of this study was restricted to the
database of the Higher Education Census conducted in 2016 with the focus on
identifying and analyzing the profile of higher education students by assessing
their individual characteristics by gender, color/race, teaching modality and stu-
dent financing.

The results obtained from the data mining made possible the profile descrip-
tion of the Brazilian higher education student in relation to the different types
of teaching offered (face-to-face or distance education), allowing to identify that
more than 80% of Brazilian students chose modality of face-to-face teaching.
Furthermore, it allowed investigating the distribution of scholarships for student
funding by different groups of students and evaluating the distribution of places
occupied in higher education according to color/race and gender informed by
the students.

As a continuation of this work, it is expected to evaluate data on higher edu-
cation institutions, available courses, the profile of teachers and characteristics
of the locations covered by Brazilian higher education institutions. This data set
is also made available by the Census and if studied together with the other infor-
mation can identify patterns of behavior and propose actions to further assist in
the improvement of the educational system.
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C., Mart́ınez-Maldonado, R., Hoppe, H.U., Luckin, R., Mavrikis, M., Porayska-
Pomsta, K., McLaren, B., du Boulay, B. (eds.) AIED 2018. LNCS (LNAI), vol.
10948, pp. 251–256. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-
93846-2 46

26. Papamitsiou, Z., Economides, A.A.: Learning analytics and educational data min-
ing in practice: a systematic literature review of empirical evidence. J. Educ. Tech-
nol. Soc. 17(4), 49–64 (2014)

27. Ray, S., Saeed, M.: Applications of educational data mining and learning analytics
tools in handling big data in higher education. In: Alani, M.M., Tawfik, H., Saeed,
M., Anya, O. (eds.) Applications of Big Data Analytics, pp. 135–160. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-76472-6 7

28. Shahiri, A.M., Husain, W., et al.: A review on predicting student’s performance
using data mining techniques. Procedia Comput. Sci. 72, 414–422 (2015)

29. da Silva, L.A., Peres, S.M., Boscarioli, C.: Introdução à mineração de dados: com
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Abstract. The Pollicina project is aimed at defining a social learn-
ing management system, called Educational Social Network (EduSN),
that follows the principles of the flipped learning paradigm. Students are
involved to create thematic cultural paths on the territory through the
cultural institutions that joined the project (such as: museums, churches,
archaeological sites, etc.). With this new tool it is possible to obtain an
active participation in the cultural life: students will approach the histor-
ical and cultural issues through a direct involvement in enjoyable activi-
ties, sharing experiences, ideas, multimedia material and social feedback.
This paper presents the “ArtTour” service dedicated to the definition of
the cultural paths.

Keywords: Learning technologies · Flipped learning ·
Art and teaching · Cultural itineraries

1 Introduction

In the last decade the educational landscape has been undergoing an important
change due mainly to the use of the social media that have transformed the way
on how students interact among each other. Social media technology is moving
rapidly in the educational context as it enables students to create and share
information, ideas, experiences through virtual learning communities [13]. As
reported by Ram and Sinha, in fact: “The current generations’ exposure towards
technical advancements, availability of mobile computing power and ubiquitous-
ness of internet has impacted the way in which learners chose to learn” [14].
There is a strong intersection between the educational social media technology
and the flipped learning paradigm since the first one allows to improve the stu-
dents’ learning by offering advantages over traditional educational schemas [7,9].
In fact, the flipped learning is considered an emerging model to support edu-
cation where lessons, that traditionally happen within the classroom, take also
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place out-of-the-school any time and any where: the activity in the classroom
is based on organizing a peer approach where students report their own learn-
ing experiences and teachers participate as moderators [8,11]. In this respect,
collective knowledge is produced and shared for later use in a new peer-to-peer
activity by encouraging critical thinking, student collaboration, and the support
of different student learning styles and capabilities [6,17]. Other minor objectives
of the adoption of the flipped methodology are the decrease class absenteeism,
a positive impact on students’ grades, and an improvement of the relationships
among students [5,16], so that students become active participants rather than
passive listeners. In addition, the role of the teacher assumes more importance
as he/she acts not only as a moderator of the learning activities but his/her
presence goes beyond the classroom, even if virtually, because of any prescribed
homework could benefit from enriched content and assistance/feedback [13].

This paper presents the Pollicina project [4] that is a collaborative coor-
dinated social learning environment which allows to bring the students closer
to cultural heritages (museums, churches, archaeological sites, etc.) by creat-
ing knowledge itineraries linking several cultural institutions distributed in the
territory. This project follows the principles of the flipped learning paradigm
where the use of the social media technology supports the learning practices
in order to allow the students to approach the historical and cultural topics
through a direct involvement in activities such as comments, experiences, and
ideas. Collaborative teaching among groups of peers induces a synergy for the
active production of the paths where students can also enrich the heterogeneous
material (e.g., paintings, archaeological finds, statues, etc.) provided by the cul-
tural heritage institutions that joined the project. Teachers define the topics of
the itinerary and supervise, with experts of cultural institutions, the work of the
students thus establishing a novel form of social learning dedicated to the art
topic. The objective is to get the students closer to the cultural heritage of the
territory by defining personalized itineraries according to several factors ranging
from a formal approach (i.e., the educational knowledge of cultural objects) to
an informal approach (i.e., any perspectives associated with their personal expe-
riences, emotions, soft skills, etc.). The output consists of personalized cultural
itineraries that allow the students to focus their visit only on a portion of cul-
tural objects provided by the cultural institutions namely the ones chosen for the
specific thematic of the cultural path. This novel approach to the cultural visit is
becoming more and more important for museums and cultural institutions that
intend to collect individuals’ personal perspectives to complement and augment
the official cultural paths provided by the cultural institutions [1,12].

This paper is organized as follows. Section 2 gives an overview of the Pollicina
project, Sect. 3 presents the ArtTour service dedicated to the building of the
cultural paths, and Sect. 4 proposes some first user experiences evaluations of
the ArtTour service. Finally, in Sect. 5 the conclusions are stated.

2 The Pollicina Project

Pollicina is a cultural navigator based on the flipped learning paradigm [4], it
is developed under the Regional Operational Program of the European Fund
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Fig. 1. Three logical dimensions of the EduSN platform: Territory, Scholastic Envi-
ronment, and User Experience.

for Regional Development 2014–2020 (POR FESR 2014–2020) of the Regione
Lombardia in Italy (the project has a time-line of two years and now we are
at the end of the second year). The main goal of this project is to provide a
collaborative tool which allows the students to create cultural paths connecting
artworks belonging to different cultural institutions distributed in the territory,
following a theme provided by the teacher. According to the flipped learning
paradigm, learning is enriched and becomes more effective if the students become
the builders of their own instruction under the guidance of a coach (which is usu-
ally the teacher or a group of experts), who gives them sources of information,
monitors their collaboration and validates their results. In this respect, cooper-
ative learning is fundamental to obtain various forms of proficiency (cognitive,
relational, expressive, etc.) through discussions and comparisons within an active
process of knowledge building. To achieve these educational objectives, different
methodological and technological approaches have to been adopted.

EduSN, Pollicina’s platform, combines standard aspects of an e-learning envi-
ronment with social features such as networking, collaboration and knowledge
sharing capabilities, as well as interactive tools that enable users to share ideas
and contents. EduSN is a Social Learning Management System dedicated to
the building of cultural itineraries and it is developed as a SaaS (software as
a service) for enabling groups of students to elaborate the cultural homework
anywhere and anytime. In detail, EduSN addresses (according to the Italian aca-
demic institutions): LEVEL 1) primary school students (6–10 years), LEVEL 2)
secondary school students of first-degree (11–13 years), and LEVEL 3) secondary
school students of second-degree (14–19 years).

Although the educative paradigm of flipped learning is gaining momentum,
there are still few tools which actively help the teachers to prepare the setting
for the novel kind of lessons involved. The cultural lessons in fact need to be
re-designed in order to allow the students to re-create the cultural knowledge
by accessing to fundamental units of knowledge. These knowledge units need
to be prepared according to the skills and capabilities of the students. The role
of the students, on the other hand, is to find the correlations which are at the
core of the understanding process. The cultural path creation within the EduSN
platform is structured in three fundamental dimensions as shown in Fig. 1:

– Territory: it contains the Data Filling service [3] dedicated to the digitaliza-
tion of the materials provided by the cultural institutions which are partners
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of the project. These artworks need to be catalogued and inserted in EduSN
in order to be available at the time of the cultural paths creation accord-
ing to the ad-hoc data representation defined for the project. This service
is propaedeutic for the definition of the personalized itineraries because it
is aimed at defining the knowledge that will be stored in the repository. In
detail, the job consists in filling a form for each cultural object by following
several collaborative phases of the defined workflow for establishing a high
quality level of the material enriched by students. During this workflow the
students have both the role of content creators and of reviewers. Once a form
passes a first peer review process, it is then checked by the teachers, who can
reject the job, asking for modifications, or bring it to the final level where
the expert of the museum decides whether further modifications are needed
or the quality is above a previously defined threshold.

– Scholastic Environment: it contains the ArtTour and Game services. The
former revolves around the creation of customized cultural paths by accessing
to the pool of artworks stored in the EduSN’s repository and it is the core
service explained in this paper (see Sect. 3), the latter is dedicated to the
definition of the cultural itineraries by adopting pleasant learning activities
for the younger students (i.e., like puzzle, quiz, word and image association,
etc.).

– User Experience: the very last phase consists in the actual realization of the
visits according to the defined cultural paths. During this phase the students
visit on site, and are able to access live the artworks which form part of the
cultural paths with the help of a dedicated App. The students are allowed
to get more information on the artworks and to access to augmented reality
services through their mobile devices. The App connected with the augmented
reality allows to form a social network revolving around the artworks and the
ideas which connect these artworks. In this respect, this dimension contains
the Visit service for the storage of the cultural itineraries and the associations
of the related student’s experience gathered during the visit, and the Magazine
service for collecting the most interesting cultural itineraries.

Currently the project involves 12 heterogeneous schools of all educational lev-
els (i.e., starting from the primary school level up to secondary schools), for a
total of about 900 users and 26 cultural institutions of the Regione Lombar-
dia. Approximately 300 secondary school students are involved in “alternanza
scuola lavoro” activities (i.e., an Italian teaching method created in collaboration
between schools and companies to offer students skills that can be used in the
job market), including aspects of user centred design. With the new scholastic
year, we are planning to increase the audience of users (both schools and cultural
institutions), and to complete the development of the whole EduSN’s features.

3 The ArtTour Service

In the last years, it has become more and more important for the cultural insti-
tutions to propose initiatives to improve the experience of visitors with the sup-
port of technology. For several years the PATCH workshop [1] has gathered
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researchers and practitioners to sensitize them in regards of innovative activities
that allow to personalize and deliver context-aware cultural heritage experiences
with the help of new technologies. The ArtTour service is the Pollicina’s core
activity and it is dedicated to the definition of the customized cultural itineraries
thanks to the collaboration of the students. Given a topic by the teacher, the
students propose an itinerary after several phases: selection/filter of the cultural
object, storytelling of the cultural objects selected, and the definition of the
related cultural path according to the belongingness to specific cultural heritage
institutions by the use of indoor/outdoor maps for creating the related logistic
paths. The cultural institutions are distributed in the territory and each path
correlates heterogeneous cultural objects located within different sites by giving
the opportunity to discover new semantic links. Another important feature is
that the paths are not proposed by the cultural experts of the museums but
they are created in a bottom-up modality. The students, organized in groups,
collaborate by sharing information and ideas in order to produce cultural paths
under the supervision of the teacher. A path becomes the starting point of a
visit focused only on the portion of the cultural material related to the theme,
this allows to stimulate the student’s interest by avoiding dispersion related with
loosly connected material which could become a boring activity. The use of tech-
nology (i.e., smartphones, tablets, etc.) could also improve the experience of the
visit by allowing the students to enrich the knowledge of each cultural heritage
object with emoticons, comments, photos, vocal reactions, etc.

In the following we introduce the phases of the ArtTour service.

3.1 Phase 1: Settings of the Cultural Path

In the first phase, a teacher defines the thematic of the cultural path and the
groups of students that will have to create it. In detail, the thematic is composed
by three fields: (1) title, (2) textual description, and (3) a list of concepts that
identify the topics of the thematic where to each concept is possible to associate
a colour. The thematic can be selected as public (i.e., made available to the
Pollicina’s users as a starting track for creating paths on a similar content)
or private (i.e., made available only for the teacher who created it). A teacher
assigns the thematic to a group of students, it is important to notice that, in
Pollicina, the members of a group can belong to different classes or schools, thus
extending the class concept. Another important step of the process regards the
attribution of roles to the students who can have different responsibilities during
a task in order to acquire learning awareness and improve their self-esteem. In
practice, the teacher has to choose a student supervisor who acts as the first
moderator during all the learning activities performed by peers. This role can
be changed in any moment by the teacher. At the end, the teacher establishes
the time-line of the learning activities in order to constrain the work within a
given temporal range (in order to avoid dispersion, and to help the students to
focus on their tasks).



494 S. Calegari et al.

3.2 Phase 2: Development of the Cultural Path

Once the thematic has been defined, the students can analyze and study the argu-
ments starting from the concepts defined in the previous phase by the teacher.
In detail, the conceptual map is built on the thematic, where the title is the
central node, and the list of concepts are its children nodes. At this point, the
students can develop the conceptual map by adding new nodes, each one estab-
lishing a subtopic of the thematic itself. In this respect a conceptual map is a
visual organizer of knowledge that can enrich students’ understanding of new
concepts. During the definition of the conceptual map, a student can interact
with each node by assigning a his/her social preference regarding the pertinence
of such node to the theme and she/he can access to the whole set of cultural
objects associated with the selected node. In detail, the creation of the concep-
tual map is a collaborative process among all the students of a group, based in
their interaction via a social wall developed for this purpose in the EduSN plat-
form. A student can in any moment select the two modalities of work changing
from the conceptual map to the social wall (and vice-versa). In fact, each con-
cept defined in Phase 1 creates automatically a virtual and collaborative work
space within the social wall where students can create a post-it. Each post-it
generates subtopics (associated with a given concept) which, on the conceptual
map, appear as children nodes. A post-it is defined by a title (mandatory), a
description (mandatory) where the students have to motivate the insertion of
such post-it, an image, and a list of artworks selected by the Pollicina’s repos-
itory. The students can choose the relevant cultural materials with the help of
a search engine (presented in [15]) that enables innovative soft-clustering aimed
at discovering artworks with similarities in respect to the ones of the selected
subtopic. As a future activity we will also define a recommender system dedi-
cated to discover semantic similarity for multimedia materials associated with
the same cultural itinerary included in the path [2].

Figure 2 shows an example of a conceptual map defined by students and a
teacher with the supervision of a cultural expert related to the topic of the
urban change over time in particular referred to the city of Milan in Italy. The
central node (containing the title) is Milan: yesterday and today, while the list
of four concepts defined in Phase 1 includes: means of transportation, Routes
of Communication, Common Spaces, and Architecture. Figure 3 shows a portion
of the social wall related to the first phases of the student’s and it contains
several post-its for the Architecture and Common Spaces concepts. The students
can specify social preferences by clicking on like/dislike functionalities with the
peculiarity that such social selection has to be motivated with a comment, this
feature was decided in order to foster a higher level of responsibility for the
students during this learning activity. It is possible to associate, artworks with a
post-it: a student performs a query by using the search engine and from the set
of the ranked artworks, he/she can drag on the post-it the selected material (e.g.
the Il ponte di Porta Ticinese, Dintorni di Milano, etc. pictured within Fig. 3).



The Pollicina Project 495

Fig. 2. Conceptual map of the thematic Milan: yesterday and today defined with the
support of the cultural expert.

3.3 Phase 3: Choice of the Cultural Heritage Objects

This phase is aimed at the selection of the artworks that will be inserted in
the path. The student supervisor, after the analysis of the social wall and of
the conceptual map, identifies the arguments of interest for the peers (i.e., list of
post-its from the social wall of Phase 2) and divides logically the students within
groups. Each group is later expected to deepen the subtopic of the selected post-
it. Figure 4 shows the selection of the post-it Navigli-Canals and the related set
of artworks (i.e., Il Naviglio di Porta Romana lungo la via Francesco Sforza, Il
Naviglio presso San Marco, etc.). In this phase, a student can personalize the
path not only by selecting the artworks (by clicking on the green button at the
top right corner of the image of the artwork) but he/she can also customize the
specific artwork. For example, Fig. 5 shows the form containing the information
of the artwork called Il Naviglio di Porta Romana lungo la via Francesco Sforza.
A student, by clicking on the Add content button can add new multimedia mate-
rial (i.e., images, video, text) he/she has previously collected, for example from
the Web. This feature allows to enrich the information content of the EduSN’s
repository. In addition, it is listed all the information related to the selected art-
work and a student can personalize the content information visible during the
on site visit. For example, in Fig. 5 he/she can select the field Description about
the cultural heritage, and at the time of the visit this field will be visible.

3.4 Phase 4: Planning of the Cultural Path in the Territory

When the path with all the artworks is defined, the students have to edit the
narrative text correlated to the path. They can access to a concurrent and collab-
orative editor for sharing ideas and content and the visual map they produced.
Figure 6 shows the visual map on the thematic proposed in this paper. In detail, a
visual map graphically represents the nodes (post-it) and the selected artworks.
In this way, the students have a visual correlation between the artworks and
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Fig. 3. A portion of the social wall constructed by students and experts about the
thematic Milan: yesterday and today.

Fig. 4. Selection of the artworks that have to be included in the path related to the
thematic Milan: yesterday and today.
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Fig. 5. Detailed vision of the artwork entitled Il Naviglio di Porta Romana lungo la
via Francesco Sforza.

the corresponding subtopic. Each final artwork is classified according to cultural
institutions of belongingness. The platform provides the geographical location of
each cultural institution in order to facilitate and organize the visits in the terri-
tory: it is possible to establish the order of the visits to the cultural institutions
according to several features like for example, number of artworks for cultural
institutions, geographical distance among the selected cultural institutions, etc.
(see Fig. 7 (left) and (right) where three museums with label A, B, and C have
been selected for the visit).

4 User Centered Design Evaluations

Pollicina aims at becoming a valuable new tool in the landscape of flipped learn-
ing. For this reason its main users, students and teachers, are at the center of
the project and their feedback allows to improve the platform every day. In
order to accomplish this result we proposed a poll with a series of questions. A
subset of 194 students who participated to the project within the “alternanza
scuola lavoro” activity, answered to the questions of our survey. Also 8 teach-
ers provided their point of view by answering to the questions of our survey,
nonetheless the results for the teachers and the students have been considered
separately since their roles are quite distinct. The survey has been designed in
order to obtain information about three fundamental aspects of the interaction
between the users and the platform:

– the quality of the platform
– the usability of the platform
– the overall satisfaction achieved after the usage
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Fig. 6. Visual map of the selected artworks for the path about the thematic Milan:
yesterday and today.

Each of the interviewed subjects was given a series of questions, for which
he/she could answer with a number in the range from 1 to 5, where the lower
values were associated with negative feelings in relation to Pollicina (e.g. bad
quality, low usability, and low satisfaction), while the higher values were positive
(e.g. high quality, high usability, and high satisfaction). The results have further
been split between males (53 individuals) and females (149 individuals) in order

Fig. 7. (Left) List of cultural institutions, (Right) Geographical map.
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Fig. 8. The quality of the platform.

Fig. 9. The usability of the platform.

to understand if there are significant differences between the approaches of the
two genders (this might lead to specialized interfaces in the future).

For each analyzed aspect it has been calculated the fraction of answers for
each particular value (dividing the raw number by the total number of answers).
It should be noted that, within this part of the survey, the users had to choose
one and only one value for all of the questions. In the Figs. 8, 9 and 10 we show
the students’ answers for each aspect. The quality of the platform refers to how
the users perceive the platform as a tool and if it allows to reach the learning
goals. Usability aims at understanding if the interface was clear and intuitive. In
practice we wanted to see if the students and the teachers were able to correctly
use the tools they had, if they were helped by the platform, and if they enjoyed
the experience. The satisfaction is related with the overall point of view of the
users, which takes into account both if the interaction with the platform was
easy and intuitive, and the fact that the learning goals had been reached. It is
possible to observe that, in all of the graphs the distributions are skewed towards
high values. This is particularly true in the case of the male audience, for which
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Fig. 10. The overall satisfaction of the experience.

the mode of the distributions is 4 for both usability and quality, while it is 3
for the satisfaction. In the case of female students the mode is 4 for the quality
indicator, and 3 for the other two. The distributions are in any case skewed to
the right, showing a positive attitude also for females. It is interesting to notice
that for all the three aspects male users return better feedback than their female
counterparts.

Table 1. Weighted averages.

Students Teachers

Females Males Females Males

Quality 3.49 3.55 3.03 3.75

Usability 3.31 3.45 3.17 3.33

Satisfaction 3.09 3.13 3.25 4.25

Although the quality values are sufficient in both cases, the opinions of female
and male teachers are rather different. In the case of usability, the teachers had
more difficulty than the students. A possible explanation of this result might be
linked to the fact that the younger generations are digital native and for such
reason they have an easier interaction with information technologies. Finally,
the results of the teachers who participated to the poll show a higher level of
satisfaction than the students (Table 1).

We also asked which were the most important services among those proposed
by the platform. In this part of the survey the users (both the students and
teachers) were asked to choose one or more services. Figure 11 shows the amount
of preferences associated with each functionality. It is possible to notice that the
Conceptual Map has been particularly appreciated, probably because it allows
to connect the artworks and the concepts with a visual network.
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Fig. 11. Most important functionalities according to all the users.

A further request was to choose among possible extensions of the platform
(allowing for multiple selections), with the following results: Improved function-
alities for artwork search (89), Collaboration functionalities like chats (71), a
system where to save the single artwork forms (88), and a personal note area
(81). The most striking result involves the low preferences associated with col-
laboration extensions, probably due to the fact that nowadays there are already
many communication tools and, the students might not feel the need for further
niche communication systems.

5 Conclusions and Future Work

The goal of the Pollicina project is to develop a collaborative social suite called
Educational Social Network (EduSN), that follows the principles of the flipped
learning paradigm. Students are involved to create thematic cultural paths by
using the artworks provided by the cultural institutions that joined Pollicina
project. With this new learning tool we aim at improving the participation in
the cultural life: users will approach the historical and cultural issues through a
direct involvement in pleasant activities sharing comments, experiences, ideas,
social feedback. This paper presented the ArtTour service dedicated to the def-
inition of the cultural paths. This service is structured in 4 phases: “Setting
of the Cultural Path”, for the definition of the thematic; “Development of the
Cultural Path”, which allows groups of peers to work together to define the
conceptual map about the thematic; “Choice of the Cultural Path”, where stu-
dents can learn the knowledge of the selected artworks and enrich the content
by uploading new multimedia materials; and “Cultural Path in the Territory”,
enabling students and teachers to create a storytelling of the path and decide
which cultural institutions to visit.
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The survey that we proposed showed a general satisfaction level for Pollic-
ina. In particular the teachers appreciated the educational function of Pollicina
returning higher satisfaction level than the students. It should be noted that
EduSN’s version of the present paper is not yet definitive, and the criticisms are
going to be used to improve the final platform. In future works, we are plan-
ning to expand the network of scholastic and cultural institutions trough all over
Italy.

Currently we are developing a dedicated App that will enable students to
perform their visits and access live to the content of the selected artworks. In
addition, the students’ visiting experiences will be enriched by their comments,
social feedback, pictures, etc.
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Abstract. Multiple Criteria Decision Analysis (MCDA) methods are
increasingly used in complex decision problems that involves several deci-
sion parameters, often faced by the decision makers involved in the plan-
ning process. The need to rank projects submitted to research scholarship
programs in higher education institutions is a common practice that can
be supported by the application of the AHP and Promethee II methods.
This work applies the use of these methods in the selection of research
scholarship projects, based on a case study, carried out with data from
the Call for Proposals of the Institutional Program for Scientific Initi-
ation (ProIC/PIBIC) - 2017/2018 of the University of Braśılia (UnB).
The methodology involved the construction of the model with multiple
criteria in order to facilitate the decision making with the formalization
and definition of the decision alternatives for the ranking of the projects
submitted by the teachers. The results showed a classification adhering
to the items considered relevant by the Institution in the classification of
projects. Although the constructed model has been applied in the context
of a single institution, it can be used by other institutions of higher edu-
cation, since the ranking criteria defined by the Bodies of Fomentation
are similar.

Keywords: Analytic Hierarchy Process · Promethee II ·
Multiple Criteria Decision Analysis · Ranking project

1 Introduction

Decision makers, whether they are individuals or committees, have difficulty
processing and systematically evaluating relevant information. This assessment
process involves confronting trade-offs between the alternatives under consider-
ation. Each decision maker will need to prioritize what matters most. If more
than one individual is involved, the priorities of involved decision makers can, and
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frequently do, conflict, increasing the difficulty and complexity of the decision-
making process. Despite this complexity, decisions are made: even sticking with
status quo is itself a decision. Relying on informal processes or judgments can
lead to sub-optimal decisions. Without a formal process to evaluate alternatives
and priorities, there may be inconsistency, variability, or a lack of predictability
on a particular factor’s or criterion’s importance in the decision. The decision
makers’ credibility and potentially legitimacy may come into question, and this
is especially true for accountability on a decision made by a university if there
is a lack of transparency about how a decision was made [23].

The decision-making process can be improved by working with decision mak-
ers and stakeholders providing support and structure to the process. Using struc-
tured, explicit approaches to decisions involving multiple criteria can improve
the quality of decision making and a set of techniques, known under the col-
lective heading multiple criteria decision analysis (MCDA), are useful for this
purpose. This set of techniques provides clarity on which criteria are relevant,
the importance attached to each, and how to use this information in a framework
for assessing the available alternatives. By doing so, they can help increase the
consistency, transparency, and legitimacy of decisions [23].

Each year, the University of Braśılia (UnB) publishes three notices exclusively
for the selection of undergraduate students to participate in research projects,
such as: Program of Scientific Initiation (PIBIC), Program of Scientific Initiation
in Technological Development and Innovation (PIBITI) and Program of Scien-
tific Initiation in Affirmative Actions (PIBIC-AF), the latter aimed at students
who are beneficiaries of social inclusion policies. The selection of projects and
scholarship holders is currently performed by the sum of the scores obtained in
the criteria defined in the selection document. In these criteria there is a maxi-
mum score to be accepted, but there is no weight assignment to the criteria.

The use of Multiple Criteria Decision Analysis (MCDA) is an efficient and
effective tool for integrating stakeholders’ values and preferences into multi-
criteria scenarios and provides support for the complex decision-making process
[11]. In the definition of rankings and assistance in the selection of candidates,
the use of MCDA is frequent, since it can help in the structuring of the problem,
in the evaluation of the candidates and in the selection itself, guaranteeing the
consideration of all the criteria established by those involved in the decision [17].

This paper will present the literature review on the use of MCDA methods
to classify projects, research grants or the like, as well as the results of the study
of the application of the AHP and PROMETHEE II methods in a real scenario.

This paper is organized as follows. Section 2 presents the state of the art
related to decision-making process. Section 3 presents the research methodol-
ogy adopted to develop this work. In the Sect. 4, the results and discussion are
detailed. The conclusions and future work are presented in Sect. 5.

2 Background

The decision-making process has undergone changes over the last decades. The
criteria definition is a phase of great importance in the decision-making process,
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since it is through the defined criteria that the decision-making model will be
created, thus allowing the establishment of preferential relations between existing
alternatives [3]. With this, it is perceived that the quality of the construction of
this model is fundamental for the quality of the support to the decision, as well
as to provide greater effectiveness to the decision making process and greater
chance of reaching the defined objectives.

Multiple Criteria Decision Analysis (MCDA) has been an area of rapid
growth in operations research and management science during the last decades
[8]. It is noticed that the MCDA methods aim to improve the degree of con-
formity and coherence between the evolution of a decision-making process, the
value systems and the objectives involved in this process [9].

To achieve these objectives, concepts, tools and procedures must be defined.
Trying to help open the way between ambiguities, uncertainties, and the abun-
dance of bifurcations in the decision-making process. Multicriteria Decision Anal-
ysis is organized into three main phases [2] (Fig. 1):

1. Identification and structuring of the problem: before the analysis begins,
stakeholders, including facilitators and technical analysts, need to develop
a common understanding of the problem, the decisions that must be made,
and the criteria by which those decisions will be judged and evaluated.

2. Construction and use of the model: formal models are developed so that the
alternative policies or actions under analysis can be compared systematically
and transparently.

3. Development of action plans: the analysis does not “solve” the decision prob-
lem. This requires the implementation of results, this means transforming the
analysis made into specific action plans. With this, the use of MCDA pro-
cesses must support the implementation and use of the method.

Fig. 1. Phases of Multicriteria Decision Analysis

In the specific case of the ranking and selection of projects, the main objec-
tive is to select a set of projects from all available projects considering only their
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individual characteristics and the constraints imposed by the system [14]. Con-
sidering this restriction, it was identified from the analysis of the case studies
that the use of MCDA with the classification (ranking) methods AHP [16], is
used to support the solution of similar problems in the literature.

2.1 Analytic Hierarchy Process

The Analytic Hierarchy Process (AHP), was developed by [20] drawing on math-
ematics and psychology [9]. This method has been extensively studied and
refined, with the aim of providing a means to represent hierarchically the ele-
ments involved in a process of choice [11]. Because of its simplicity, ease of use,
and great flexibility, the AHP has been studied extensively and used in nearly all
applications related to MCDA since its development. The integrated AHP can
result in a more realistic and promising decision than a stand alone AHP. There
is no doubt that AHP is one of the most popular MCDA approaches [15,20].

Basically, the AHP method consists of a structured technique to assist in
making complex decisions. Instead of prescribing an optimal decision, it provides
mechanisms for decision-makers to find a solution that fits their needs and helps
them understand the problem. This is possible, since with the use of the method,
a comprehensive and rational structure is provided to define and organize a
problem and from there represent and quantify its elements, relate these elements
to the general objectives and evaluate the proposed solutions [25].

It also characterizes the method of organizing decision variables into succes-
sive levels of importance, examining the interrelationship between the parties
and simplifying the decision-making process. For its correct application to be
performed, the AHP encompasses 5 main steps, as presented by [11,20] and [6].
These steps are (Fig. 2):

1. Define the problem and determine the type of knowledge sought.
2. Structure the decision making hierarchy and from this define the objectives

through a perspective in levels. In this hierarchy the main objective is pre-
sented with criteria and subcriteria and lower levels represent the alternatives
list.

3. Construct a set of comparison matrices with each pair, where each element
of a higher level is used to compare the elements of the level immediately
below it.

4. The hierarchical synthesis is then presented, after repeated execution of the
steps until all pairwise comparisons are made.

5. Together with the presentation of the ranking resulting from the implemen-
tation of the AHP method must be provided the consistency index and the
consistency rate of the application of the method.
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Fig. 2. Steps of Analytic Hierarchy Process

2.2 Promethee

In the 1980s, Brans and Vincke [4] presented the PROMETHEE (Preference
Ranking Method for Enrichment Evaluation) methods, with the proposal to
build and exploit a relationship of over-classification of values [4], clearly under-
stood by decision-makers, adding simplicity and stability to the methods previ-
ously used [1].

Initially, were presented the methods PROMETHEE I, which provides a par-
tial ranking of actions, and PROMETHEE II, which results in a complete classifi-
cation performed through the pairwise comparison of alternatives [4]. From this,
some variations of the PROMETHEE methods have been proposed to be used in
different circumstances and to solve problems of ordering and application in sys-
tems hierarchy of water supply and sewage projects [5] and selection of projects
from the strategic planning of a Brazilian electric sector company [14]. Among
the variations of PROMETHEE, can be mentioned the PROMETHEE-III, IV,
V and VI [5].

PROMETHEE II has proven to be efficient when it comes to project ranking,
since it deals with the complete classification of many alternatives from the best
to the worst in terms of conflicting criteria [22], calculating the positive and
negative flows of preferences for each alternative. The positive flow happens
when one alternative is exercising dominance in the others and the negative
flow, when an alternative is dominated by the others [21].

In order to be correctly implemented, the execution of 4 steps of the method
is indicated, consisting of [4]:

1. Define the preference function, which shows the preference of the decision
maker for an alternative “a” to another alternative “b” in relation to a cri-
terion;

2. Calculate the preference index, used to quantitatively compare alternatives
in pairs, taking all the criteria into consideration comprehensively;

3. Construct an overcoming valued graph, where the inflows and outflows are
determined by preference indexes; and

4. Present the alternatives of classification according to the result generated.
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As can be seen, the central idea of PROMETHEE is the pairwise comparison
of alternatives with the criteria first, one by one, then comprehensively [21],
providing a deep insight into the alternatives since it takes into account the
preferences and priorities of the decision maker [24].

2.3 Related Works

Haddad et al. [12] proposed an expert system to select a most suitable discrete
MCDA method using an approach that analyses problem characteristics, MCDA
methods characteristics, risk and uncertainty in inputs and applies sensitivity
analysis to the inputs for a decisional problem. The approach provided decision
makers with a suggested candidate method that delivers a robust outcome. Two
MCDA methods are compared and one is recommended by calculating the min-
imum percentage change in criteria weights and performance measures required
to alter the ranking of any two alternatives. A MCDA method was recommended
based on a best compromise in minimum percentage change required in inputs
to alter the ranking of alternatives.

Strategies of ranking and prioritization of projects directly influence the per-
formance of organizations and the cost-benefit relationship of project develop-
ment. The work carried out by [7] reports that due to the scarcity of funding
and appropriate technologies, the ranking and selection projects of a portfolio
can become a problem of the decision making process.

In this context, the work presented by [7] applies a project prioritization
mechanism within a broad set of proposals, in order to identify the projects that
best satisfy a set of criteria defined by decision makers. In order to carry out
this rankings, MCDA techniques are applied, such as the AHP, which has been
shown to be able to assist in the prioritization of projects by companies and
institutions in different fields of activity.

MCDA methods are also applied in the prioritization of new Information
and Communication Technology (ICT) projects. The work developed by [19]
presents the application of a multicriteria analysis method and business process
modeling using Business Process Modeling Notation (BPMN). In this work, the
ICT department of an educational institution was used as the case study. In
order to carry out the desired process, it was initially modeled the prioritization
scheme of new projects of the department, to perform the survey of criteria,
attribution of weights and values, divided between two evaluations: management
and ICT.

The implementation of the PROMETHEE method proposed by [19] pro-
vided a general ranking of the evaluated projects, which were separated into two
rankings with the management and ICT assessments in order to compare. The
analysis of the obtained results allowed to conclude the validity of the MCDA
methods to help in the selection and management of projects portfolio.

Morton et al. [18] present a formal model of the use of MCDA methods to
guide selection of a subset of available projects, in order to maximize the result-
ing portfolio performance against multiple criteria. Criteria should be defined
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in order to meet the availability of existing resources, as well as to meet the
constraints listed by decision makers.

3 Research Methodology

The choice of the appropriate MCDA method to deal with the problem proposed
in this work was based on a review of the literature on the subject. From the
search term repeated in the search bases it was possible to identify, filter and
select articles to compose the systematic review. The digital search libraries of
the literature review were: DBLP; ACM; Scopus; IEEExplorer.

After a complete reading of the articles selected during the search process,
it was possible to describe the literature review and define the methods to be
used in the case study the AHP and PROMETHEE II due to several studies
reporting case studies with the respective methods. With the implementation of
the methods and results obtained, these were compared and discussed in order to
form a proposal for the standardization of the ranking of projects and research
grants at the University of Braśılia (UnB).

According to the standard defined by Belton [2] to guide the phases of MCDA
problems, this work, in the case study, carried out in the identification and
structuring stage of the problem the tasks of: mapping the existing scenario,
project objectives delimitation, stakeholder’s determination, analysis of possible
alternatives, uncertainty survey, external environment assessment, definition of
restrictions and criteria to be used.

To support the definition of the criteria to be used in this case study was
applied in the data from the call results of the Institutional Program for Scientific
Initiation ProIC/PIBIC - 2017/2018 of the University of Braśılia [13], with the
support of WEKA software [13], the use of the AttributeSelection algorithm.
This algorithm, that uses CfsSubsetEval for attribute evaluation and BestFirst
for search, brought the indication of the most relevant criteria to be used in the
case study.

From this it was possible to construct the model with multiple criteria, in
order to facilitate the decision making with the formalization and definition of
decision alternatives for the problem in question – Scientific Initiation Projects
Selection at University of Braśılia (UnB).

The application of the chosen methods and comparison of the results is pre-
sented in the Results and Discussion Section, where a proposal is made of a
method that provides conditions to rank in a reliable and structured way, in
order to improve the quality of the selection process of the program, a set of
research projects among all the enrolled projects taking into account the restric-
tions and criteria of each notice and forming a solution that can be replicated
over time, thus maintaining consistency and standard in the evaluations carried
out.

http://dblp.uni-trier.de/
http://acm.org/
https://www.scopus.com
http://ieeexplore.ieee.org
http://proic.unb.br/
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3.1 Identification and Structuring of the Problem

Currently, the project selection form for the Scientific Initiation Program
(PIBIC) of the University of Braśılia (UnB) is carried out in the conventional
way, in which the completed forms are evaluated through a web system, that
is, document conferencing. This information is collected through a file extractor
that includes this information.

After extraction, the information is sorted and classified manually begin-
ning with the restrictions set forth in the notice and in the sequence the grades
counting process is performed for the projects, teachers and students participat-
ing in the program selection process. Among the stakeholders involved in the
implementation of this case study are:

– Directorate of Scientific Initiation of the Deanery of Research and Postgradu-
ate Studies (DIRIC) that is responsible for formulating and managing (execut-
ing, coordinating and evaluating) the policy and scientific initiation program
of UnB;

– Undergraduate students enrolled in any Institution of Higher Education;
– The faculty members of the University of Brasilia, in actual exercise and the

retirees or visitors of UnB.

It was identified as an external environment and complementary to the appli-
cation of the model, the research promotion institutions that sponsor the projects
of Scientific Initiation and the impact, be it positive or negative, of the academic
and practical application of the selected projects.

As alternatives in the process of ranking and selection of projects, all the
projects that have been submitted to the notice are in a single file in spreadsheet
format, with the information and the items foreseen for the classification of the
projects and their teachers (mentors) and students to perform the analysis.

During the analysis of the selection process and execution of research projects
by PIBIC of the UnB, several uncertainties were mapped, being the most rele-
vant:

– Lack of financial support from research promotion institutions, which may
make it unfeasible to launch calls for projects selection;

– Change in current legislation, which may bring legal and/or financial uncer-
tainty to projects in progress;

– Specificities or not clarification of the details of the projects selection process
of the UnB, which can lead to the selection of projects with merit inferior to
those not selected.

According to the articles selected in the literature review, the definition
of the criteria is a phase of great importance in the decision making process.
Thus, in this case study, the selection process and classification of project appli-
cations was made based on the understanding of the attributes contained in
the official announcement of the Institutional Program of Scientific Initiation
(ProIC/PIBIC) - 2017/2018 of UnB, being:
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– For the Mentor profile: total point limit - 60 points
• Guidance experience completed: Co-guidance; Master; Doctorate.
• Scientific, technological and/or artistic-cultural production: Articles;

Book chapters; Patents; Books.
– For the scientific merit of the proposal: total point limit-40 points

• Summary of teacher research project;
• Student Work Plan;
• Technical and economic feasibility (only when there is restriction).

With the application of the data mining algorithm, the criteria related to
the Guidance note, Publication note, Project note, and Work Plan note were
selected, and it was not necessary to include sub-criteria such as guideline shar-
ing, master’s and doctorate. The weights of the criteria followed the standard
already defined in the edict. A restriction was added for project classification,
which is the minimum grade that should be achieved in the criteria related to
the Project note and note of the Work Plan. These two criteria must achieve
at least 50% of the total possible grade in the assessment. The summary of the
definition of criteria and weights used is presented in the Table 1. From the def-
inition of the criteria, restrictions and weights for each criterion it was possible
to start the construction of the proposed model.

Table 1. List of weights, elimination criteria and weights assigned to the criteria.

Index Criteria Original weight Minimum grade Criteria weight

0 Orientation Grade 4,0 0,0 4,0

1 Publication Grade 2,0 0,0 2,0

2 Project Grade 1,5 5,0 1,5

3 Work Plan Grade 2,5 5,0 2,5

3.2 Construction of the Proposed Model

The project was developed in the Java language [10] and consists of 6 modules,
totaling 3,300 lines of code. To support the data load, a parser has been imple-
mented to read the data from the worksheet and load the modeled entities that
represent the domain of the problem, for example: project, student and supervi-
sor. From this, a filter was performed through the application of the constraints
defined in the project, being: minimum grade of 3 attributes (student perfor-
mance index (IRA), project note, and work plan note) and technical feasibility.
It is important to note that if any of the constraints are not satisfied, the project
is immediately disqualified.

In order to carry out the case study, a filter was applied to the data coming
from the notice of PIBIC - 2017/2018 of UnB, selecting only projects related
to the area of exact sciences, resulting a set of 409 projects to be used in the
application test of implemented algorithms. In assessing the steps required to
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apply the AHP method, it is seen that steps 1. Define the problem and determine
the type of knowledge sought and 2. Structure the hierarchy of decision making,
which in this case consisted of the definition of the weights presented in the
Table 1, were executed.

For each defined criterion the alternatives preference matrix within the same
criterion was calculated. This calculation is done by comparing the division of
the weight of a given criterion by the weight of each of the other existing criteria.
It is important to note in this case that a value can only be included in the matrix
when it is greater than zero. With this, each alternative can be compared with
all the others. Figure 3 presents the creation of the matrix of preferences between
the criteria.

Building a set of matching matrices was necessary to convert the list of
projects into a list of alternatives. From this, the execution of the method can
be performed by repeating step 3 until a comparison of all the criteria and
alternatives is performed, calculating the consistency index and the consistency
ratio, as presented in Fig. 3. The result of the application of the AHP method
will be presented in the Results section, along with the comparison of the result
of the application of the PROMETHEE II method.

For the creation of the application model of the PROMETHEE II method, it
was identified that step 1. Definition of the preference function, which presents
the preference of the decision maker for an alternative “a” with respect to another
alternative “b” in relation to a criterion and 2. Calculate the preference index,
used to quantitatively compare alternatives in pairs, taking all the criteria into
consideration comprehensively, were performed respectively.

In the execution of step 3. To determine the output and input flows by
means of relevant preference indexes, three functions were tested in each crite-
rion: usual, linear and Gaussian. For the linear function, the indifference and
preference thresholds were defined for each criterion. Orientation Grade: 5 and
20; Publication Grade: 3 and 9; Project Grade: 3 and 8; Work Plan Grade: 5
and 12.

Step 4 of PROMETHEE II, which consists of presenting the classification
alternatives according to the generated result, as well as the result of applying
the AHP method will be presented in the next section.

4 Results and Discussion

The first 20 results of the application of the AHP and PROMETHEE II meth-
ods in their variations are presented in Table 2. In the analysis of this result
must be considered the descending order of classification from the final grade
attribute that contains the official data obtained for the projects of the notice
of the Institutional Program of Scientific Initiation (ProIC/PIBIC) - 2017/2018
of UnB. In the Table 2 Rank Promethee USUAL = USUAL; Rank Promethee
LINEAR = LINEAR; Rank Promethee GAUSSIAN = GAUSSIAN.

In what concerns the selection of projects, it is necessary to respect the
quantity of vacancies for paid or voluntary projects existing at UnB, according
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Table 2. Implementation results and case study tests.

Project Final grade Rank AHP USUAL LINEAR GAUSSIANO

28768 100 1 1 1 1

28474 100 2 2 2 2

28480 100 3 3 3 3

28448 91 4 25 4 14

28499 91 5 26 5 15

28376 90 7 7 6 4

28511 90 8 8 7 5

28513 90 9 9 8 6

28157 88 11 11 10 10

28400 88 12 12 11 11

28401 88 13 13 12 12

28463 88 14 14 13 13

28225 88 15 4 14 7

28226 88 16 5 15 8

28227 88 17 6 16 9

28530 86 6 79 9 62

28399 86 19 46 18 23

28497 86 22 27 19 16

28299 85 18 59 17 48

28321 85 20 30 22 18

28321 85 20 30 22 18

to the rule that the first classified can be described as “Remunerated Approved”;
then inserted the “Volunteer Approvals”. The other projects not disqualified by
the restrictions imposed, will be ordered in a “Paid Waiting List” and ending
with the “Waiting List of Volunteers”.

Fig. 3. Result of the first matrix coupled with the application test using AHP.
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It can be seen from the analysis of the results contained in the Table 2,
that the application of the methods only follows the same pattern for the
first 3 projects and that the rankings generated by the application of the
PROMETHEE II method using the usual and Gaussian functions generated
a less consistent classification and because of this they were not used in the
deepening of this case study.

The rankings generated by the application of the AHP and PROMETHEE II
methods using the linear function presented a higher consistency index and were
therefore analyzed in a higher level of detail to compose the proposed method
that will provide conditions to reliably rank and structure project classifications
and research grants from UnB.

The proposal made from the results generated in this case study, consists
in the use of the PROMETHEE II method using the linear function, since it
presented greater efficiency in the classification of the projects and the resulting
ordering was considered consistent and coherent with the existing values in the
analyzed attributes.

It is worth mentioning that the implementation of the application with the
use of the AHP and PROMETHEE II methods used the adjusted criteria for
some items that in the notice had a maximum scoring limit, focusing on the
application of the methods in the attributes of “Orientation Grade”, “Work
Plan Grade”, the “Grade Publication” and the “Grade Project”, with weights
defined to indicate the importance and relevance to each item.

5 Conclusion

The application of MCDA methods for ranking projects and research grants
from teaching institutions proved to be satisfactory for the case study devel-
oped. It can be noticed that the results of the application of the AHP and
PROMETHEE II methods in the data coming from the UnB’s Scientific Initia-
tion Program (ProIC/PIBIC) - 2017/2018, resulted in a different classification
from that obtained officially for the same data.

This difference is explained by the intrinsic characteristics of the applied
methods that differ from the simple sum and rank currently used in the evaluated
institution. The comparison between the AHP and PROMETHEE II results
showed that according to the existing criteria, the AHP and PROMETHEE II
method using the linear function are the most suitable for project classification.

It is expected that the proposal made in this work can be used and provide
conditions to reliably and structuredly rank project data in order to improve the
quality of the program selection process used by UnB.

The application developed will be delivered to the unit responsible for the
projects selection of the UnB, where the rankings can be tested from the per-
spective proposed in this study and a commission can validate and homologate
the results obtained. It can then be integrated with existing systems in order to
optimize their execution.

The criteria suggested as relevant to the process may be adequate accord-
ing to similar needs, considering the constraints and particularities of each case.



516 H. Acco Tives Leão et al.

With this, the steps followed in this project can be replicated and created stan-
dards of evaluation and selection of research projects with greater coherence,
being possible the use of the application by any Institution that wishes to eval-
uate its projects.

Acknowledgments. This research work has the support of the Research Support
Foundation of the Federal District (FAPDF).
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Abstract. Bug localization is a challenging and time-consuming task
of the process of bug fixing and, more in general, of software mainte-
nance. Several approaches have been proposed in the literature which
support developers in this task by identifying source code files in which
the bug is likely to be located. However, the research on this topic never
stopped, looking for new methods providing better accuracy and/or bet-
ter efficiency. In this paper, we propose a two-phase bug localization
approach which leverages multi-layer neural networks and distributional
features. First phase locations are obtained thanks to a neural network
trained on word embeddings representations of fixed bug reports. The
second phase refines bug locations taking into account the number of
times source code files co-occur in fixed bug locations. To evaluate the
approach, we conducted a large-scale experiment on five open source
projects, namely Mozilla, Eclipse, Dolphin, httpd, and gcc. Results show
that, thanks to pre-trained word embeddings, we were able to implement
a scalable approach with a training running time of few hours on large
datasets. Performances are comparable to other existing deep learning
approaches.

Keywords: Software maintenance · Bug localization ·
Machine learning · Word embeddings · Multilayer perceptron networks

1 Introduction

A software bug is a defect or mistake in the code of a computer program or
system that may cause it to produce an unintended and unexpected behavior.

To inform developers of the presence of bugs, users describe the observed
erroneous behaviors in the form of bug reports collected by issue trackers such
as Bugzilla1.

After a bug is reported, its life-cycle [7] towards resolution is started2. Such
life-cycle usually includes a first phase of bug triage in which the bug is verified

1 https://www.bugzilla.org.
2 https://www.bugzilla.org/docs/4.2/en/html/lifecycle.html.
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to be actually present, its severity is assessed, and a level of priority is assigned.
Next, the bug is assigned to a developer that will first try to localize it in the
source code and then find a way to solve it. A patch fixing the bug is then
provided and, once it is verified to actually work, it is later introduced in the
system so to remove the bug from next releases of the software.

Bug localization is the task aimed at identifying the portion of the source
code of a software system causing its to expose an erroneous behavior. This code
portion may actually be spread over several source code files and, depending on
the size and complexity of the software system, the task of bug localization may
be very challenging and time-consuming.

In order to support developers in accomplishing this task, different
approaches have been proposed in the literature (see Sect. 5) which adopt a vari-
ety of source code analysis and data mining techniques. However, the research
on this topic never stopped, looking for both more scalable and more effective
approaches [15].

In this work, we propose a two-phase bug localization approach based on
multi-layer perceptrons and distributional features that has proved to effectively
address the scalability issue.

In particular, in the first phase we leverage pre-trained compact vectors
(also known as word embeddings) to represent bug reports. In the second phase
we exploit observed distributional features to possibly improve the localization
results provided by the neural network.

To evaluate our approach, we first tested it on a dataset including more than
300,000 bugs of 5 open source projects (namely, Mozilla, Eclipse, Dolphin, httpd,
and gcc) and then answered the following research questions:

– RQ1: To what extent are word embeddings based bug reports representations
informative enough to train multi-layer perceptron networks to perform bug
localization?

– RQ2: To what extent is it possible to improve the performance of the above
classifiers by introducing observed distributional features.

The paper is organized as follows. In Sect. 2 we formally introduce the task
of bug localization. In Sect. 3 we describe the proposed two-phase approach in
detail. In Sect. 4 we estimate the performances of the system and discuss our
findings. The current state of the is briefly described in Sect. 5. Finally in Sect. 6
we report conclusive remarks and announce future work.

2 Problem Statement

The task of automatic bug localization consists in predicting the source code
files in which the fault in the code causing the erroneous behavior of the system
is located.
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Fig. 1. Workflow of the two-phase approach.

More formally, let:

– IDnew be the ID of a new reported bug for a given system;
– filer be one of the source code files of the system;
– Loc(IDx) be the function that maps each bug IDx into a vector such that

Loc(IDx)r is 1 if filer is involved into the fix of the bug IDx;

then, the task of bug localization is defined as the prediction of the values of the
function Loc(IDnew) for any arbitrary new reported bug.

We explain our approach for automatic bug localization in detail in next
Sect. 3.

3 Approach

Our approach for bug localization is composed of two phases (see Fig. 1). In Phase
1, we predict the location of a newly reported bug IDnew using a localization
function Loc(IDx) learned on top of summaries of past resolved bugs via Multi-
Layer Perceptron (MLP) networks. The summary (or short description) of a
bug is a short sentence provided by the bug reporter at reporting time which
succinctly describes what the bug is about (e.g., “Problem in user interface
refresh”). In Phase 2, we complement locations obtained in Phase 1 (particularly
for bugs for which Loc(IDx) produced an empty result) by using distributional
features.

3.1 Phase 1: Multi-layer Perceptron Network

To predict locations of a newly reported bug IDnew reported at time tnew, we
propose a supervised approach (see Fig. 2) where:

1. we collect the set of resolved bugs RB, with a resolution time in between the
two timestamps (tnew−Δ, tnew), for which we could find one or more commits
in the git repository of the project applied to fix the bug. In order to identify
such commits, we search for a reference to the bug IDx in the commit notes
using a specific search pattern (regular expression) for each project.

2. for each collected bug IDx ∈ RB we compute a word embeddings vector as
follows:

W (S(IDx)) =

|S(IDx)|∑

i=0

we(wordi(S(IDx)))

|S(IDx)|
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Fig. 2. Representation of the stack of Multi-Layer Perceptron networks used in Phase
1 of our approach to predict the location of fresh new reported bugs.

where: (i) |S(IDx)| is the number of words forming the summary of the
reported bug (e.g., for a provided summary of the kind “Problem in user
interface refresh” we count 5 words); (ii) wordi is the function that returns the
i-th word of a provided text (e.g., word4(“Problem in user interface refresh”)
returns “interface”); (iii) we is a function that retrieves a pre-trained word
embedding vector for a given word from a given repository. Hence, we con-
struct a vector representation of the text of the summary as the average of
the vector representations of each word forming the text. In Fig. 3 we show an
example (in two dimensions) where the word embedding vector for the sum-
mary “problem in user interface refresh” is obtained as the average vector of
the component words “problem”, “in”, “user”, “interface” and “refresh”.

3. we define a localization function Loc(IDx)r, which for a given bug IDx ∈ RB
and for a given file filer of the project returns:

Loc(IDx)r =

{
1, if filer was modified to fix bug IDx

0, otherwise

in other words the function Loc(IDx)r determines if a filer has been involved
in a commit for the resolution of the bug IDx;

4. as represented in Fig. 2, for each file fr we train a multi-layer perceptron
network MLPr to predict if a file fr is involved in the fix of a bug:

Loc(IDnew)r = MLPr(W (IDnew)).

Each MLPr is trained on the feature vectors W (IDx) and on the tar-
get binary values of Loc(IDx)r for the bugs IDx ∈ RB using a standard
back propagation algorithm to determine networks weights and biases. The
predicted localization of a bug IDnew will be the set L(IDnew) = {fr :
MLPr(W (IDnew)) = 1}.
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Fig. 3. Artificial example of creation of the word embeddings for a summary “prob-
lem in user interface refresh”. The resulting vector is the average vector of the bi-
dimensional word embedding vectors for the words “problem”, “in”, “user”, “interface”
and “refresh”.

3.2 Phase 2: Distributional-Based Localization

To address the presence of empty predictions for a new reported bug IDnew

(which affects the recall performances of the Phase 1 approach) we propose the
following strategy:

Step. 1 we compute W (S(IDnew)) as described in Sect. 3.1 step 2;
Step. 2 for each candidate file fi involved in a commit which fixes a bug

IDt ∈ RB, we define BLfi = {IDt : Loc(IDt)i = 1} and create the fol-
lowing average vector representation:

W (fi) =

∑

IDt∈BLfi

W (C(IDt))

|BLfi |
;

Step. 3 we remove from the set of candidates those files fi such that |BLfi | is
less then a parameter threshold FreqTH;

Step. 4 we then assign to the remaining candidate locations fi the cosine simi-
larity with the vector W (S(IDnew)) as follows:

score(IDnew)fi =
W (S(IDnew)) · W (fi)

||W (S(IDnew))|| · ||W (fi)|| ;

Step. 5 we remove from the set of candidate locations those files fi such that
score(IDnew)fi is less then a parameter SimTH threshold;

Step. 6 we finally create L(IDnew) as the set of top K scored candidate files.
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4 Experiments

To evaluate the effectiveness of the proposed approach we designed two exper-
iments. The experiments (see Sects. 4.3 and 4.4) were devoted to estimate the
performances of each phase, namely the MLP based approach (described in
Sect. 3.1) and the distributional based one (described in Sect. 3.2). The follow-
ing two paragraphs describe the dataset and the measures involved in the two
experiments.

Table 1. Selected timestamps

T Training set starts Training set ends and test set starts Test set ends

1 28 October 2001 30 May 2003 27 July 2003

2 17 June 2003 15 January 2005 14 March 2005

3 2 February 2005 4 September 2006 1 November 2006

4 21 September 2006 22 April 2008 19 June 2008

5 10 May 2008 9 December 2009 5 February 2010

6 27 December 2009 29 July 2011 25 September 2011

7 16 August 2011 16 March 2013 13 May 2013

8 3 April 2013 3 November 2014 30 December 2014

4.1 Dataset

Our dataset includes more than 300,000 fixed bugs across 5 open source software
systems (namely, Mozilla, Eclipse, Dolphin, httpd, and gcc) covering a period of
13 years between 28 October 2001 and 30 December 2014.

To recreate a realistic scenario, we split the 13 years into eight time windows
from which we collected the fixed bug reports for both training and test (see
Table 1). We empirically experimented better results with windows of about 19
and 2 months for training and test, respectively.

We extracted bug reports of fixed bugs from the Bugzilla issue tracker of
each of the open source projects. For each fixed bug we harvested from the
corresponding project version control system (a git repository) the list of source
code files involved in the fix.

In Table 2, for each of the systems and time windows, we report the number
of bugs and fixed files observed, with averages and standard deviations.

For the implementation of the step 2 of Phase 1 approach (see Sect. 3.1) we
adopt Glove as a set of pre-trained word embedding vector collection [9]. Glove
is a general model for distributed word representation. Training is performed on
aggregated global word-word co-occurrence statistics from a corpus.

We used pre-trained vectors of length 300 from the collection “glove.6B”
trained on a corpus made with the combination of “Wikipedia 2014” and “Giga-
word 5” and covering 400K uncased words3,4.
3 https://nlp.stanford.edu/projects/glove/.
4 https://catalog.ldc.upenn.edu/LDC2011T07.

https://nlp.stanford.edu/projects/glove/
https://catalog.ldc.upenn.edu/LDC2011T07
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Table 2. Dataset descriptive statistics

#bugs files #bugs files
T total train test total avg std T total train test total avg std

m
o
z
il
la
.c
o
re

1 3,659 3,218 441 6,459 6.12 16.98

m
o
z
il
la
.fi
re

fo
x

1 96 31 65 48 3.55 2.39
2 2,258 1,816 442 6,130 7.57 40.41 2 149 107 42 245 2.94 6.06
3 3,600 3,144 456 7,699 5.55 28.34 3 1,120 899 221 1538 3.22 10.94
4 4,517 4,168 349 16,756 7.45 101.8 4 1,148 997 151 1,458 3.06 5.89
5 7,109 6,481 628 16,716 6.47 23.89 5 1,650 1,587 63 1,805 3.53 5.85
6 11,623 9,923 1,700 27,054 7.11 40.76 6 2,019 1,761 258 2,994 4.26 11.23
7 17,493 15,074 2,419 43,207 8.55 57.73 7 2,750 2,431 319 6,093 5.59 33.87
8 21,725 19,680 2,045 54,293 8.95 45.63 8 5,687 5,247 440 8,816 4.98 10.57

e
c
li
p
se

.p
la
tf
o
rm

1 483 29 454 1,620 146 357.92

g
c
c

1 — — — — — —
2 1,265 432 833 102 1.16 1.10 2 2,283 1,896 387 9,380 9.13 108.37
3 1,793 1,224 569 4,294 8.84 134.71 3 2,818 2,505 313 4,347 7.10 17.85
4 1,279 453 826 3,619 17.26 214.35 4 2,420 2,136 284 7,344 12.47 171.78
5 993 669 324 4,588 13.14 162.27 5 2,316 1,958 358 11,907 833.81 1650.43
6 681 526 155 3,989 47.33 369.53 6 2,987 2,657 330 11,770 34.63 344.22
7 253 111 142 310 4.16 11.69 7 2,459 2,078 381 10,184 18.69 254.24
8 220 72 148 370 7.75 24.39 8 2,228 1,765 463 7,294 11.46 154.37

d
o
lp
h
in

1 — — — — — —

h
tt
p
d

1 — — — — — —
2 — — — — — — 2 357 324 33 296 2.01 2.26
3 — — — — — — 3 155 145 10 157 1.76 1.40
4 130 69 61 67 2.32 1.99 4 213 172 41 413 3.64 16.74
5 246 155 91 109 2.22 2.03 5 132 110 22 147 2.23 2.76
6 193 135 58 127 2.51 2.32 6 200 161 39 237 2.49 2.84
7 249 228 21 159 2.97 3.16 7 190 175 15 214 2.50 3.08
8 170 163 7 127 2.14 1.66 8 122 112 10 134 2.25 2.60

We release the datasets under a Creative Commons Attribution 4.0 Inter-
national (CC BY 4.0) license at the following link: https://sites.google.com/
unitelmasapienza.it/buglocalization.

4.2 Measures

To evaluate our two phase approach for each time window T , we identify the
training set RB (see Sect. 3) as the set of bugs resolved during the observation
time window and Test(T ) as the test set. For each IDn ∈ Test(T ), let A(IDn)
be the set of actual locations for the bug IDn and L(IDn) the set of predicted
locations; we compute true positives (TP), false positives (FP), false negatives
(FN) and true negatives (TN) as follows:

TPn = |L(IDn) ∩ A(IDn)|;
FPn = |L(IDn)/A(IDn)|;
FNn = |A(IDn)/L(IDn)|;

TN(IDn) = |
⋃

IDi∈RB

A(IDi)| − FNn − TPn − FPn.

https://sites.google.com/unitelmasapienza.it/buglocalization
https://sites.google.com/unitelmasapienza.it/buglocalization
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Then, we aggregate the above values as TP (T ), TN(T ), FP (T ) and FN(T )
summing the TP (IDn), TN(IDn), FP (IDn) and FN(IDn) respectively of each
bug with IDn ∈ Test(T ).
We then compute standard precision, recall and F1 as follows:

P = TP (T )
TP (T )+FP (T ) ;

R = TP (T )
TP (T )+FN(T ) ;

F1 = 2 ∗ (P (T )∗R(T ))
P (T )+R(T ) .

To better estimate the performances we do report the following measures:

– FullyCovered (FC), the ratio of bugs for which the system provides a full
correct location:

FC =
|IDn ∈ Test(T ) : A(IDn) = L(IDn)|

|Test(t)|
– FullyUncovered (FU), the ratio of bugs for which the system provide an empty

set of files:

FU =
|IDn ∈ Test(T ) : L(IDn) = ∅|

|Test(T )|
– PartiallyCovered (PC), the ratio of bugs for which the system provide at least

a file (wrong or correct):

PC =
|IDn ∈ Test(T ) : |L(IDn)| > 0|

|Test(T )|
Finally, we additionally defined R′(T ) as the recall estimated by counting true
positives and false negatives only when at least an answer (correct or wrong) is
provided by our system.

4.3 Evaluation of Phase 1

To evaluate the Phase 1 approach described in Sect. 3.1 we empirically defined
the layout of MLP networks by setting different values for the number and sizes
of the hidden layers. Best performing networks consists of four hidden layers
with 250, 160, 80 and 40 perceptrons respectively. We fixed an upper bound to
the number of iterations equals to 500, and applied standard scaling to input
vectors.5

In Table 3 we report for each dataset portion and for each time window T
the resulting performance of bug localization. We noticed that:

– the average F1 range from .51(±.04) to .78(±.11) for gcc and eclipse.platform
respectively;

5 For the implementation of the MLP network we used scikit-learn 0.19.2.



526 D. Distante and S. Faralli

Table 3. Phase 1 Localization performances. Accuracies are around 0.99; Random
performances are all under .001; Conf is the 0.95 confidence interval.

mozilla.core mozilla.firefox eclipse.platform

T F1 P R FC PC FU R’ F1 P R FC PC FU R’ F1 P R FC PC FU R’

1 .63 .98 .46 .35 .68 .32 .58 .59 .52 .69 .60 1.0 .00 .68 .66 .66 .66 .66 1.0 .00 .66

2 .58 .98 .40 .37 .71 .28 .64 .87 1.0 .80 .75 .75 .25 1.0 .94 .98 .91 .91 .96 .03 .93

3 .49 .97 .33 .29 .58 .41 .55 .77 .98 .63 .50 .76 .23 .72 .70 .85 .59 .57 .80 .19 .74

4 .67 .95 .52 .41 .79 .20 .61 .60 .99 .43 .46 .76 .23 .47 .57 .89 .42 .69 .79 .20 .84

5 .62 .94 .46 .28 .73 .26 .53 .58 .93 .42 .35 .66 .33 .62 .63 .72 .56 .47 .80 .20 .62

6 .61 .92 .45 .32 .77 .22 .49 .58 .98 .41 .29 .74 .25 .48 .91 .95 .87 .78 .95 .04 .88

7 .50 .89 .34 .31 .79 .20 .38 .52 .87 .37 .28 .70 .29 .42 .86 1.0 .75 .57 .57 .42 1.0

8 .64 .89 .50 .29 .74 .25 .55 .49 .93 .33 .40 .76 .23 .42 1.0 1.0 1.0 1.0 1.0 .00 1.0

Avg .59 .94 .43 .33 .72 .27 .54 .62 .9 .51 .45 .77 .23 .60 .78 .88 .72 .70 .86 .13 .83

Conf .04 .02 .05 .03 .05 .05 .05 .09 .11 .12 .11 .07 .07 .14 .11 .09 .14 .12 .10 .10 .10

dolphin httpd gcc

T F1 P R FC PC FU R’ F1 P R FC PC FU R’ F1 P R FC PC FU R’

1 — — — — — — — — — — — — — — — — — — — — —

2 — — — — — — — .67 1.0 .50 .37 .62 .37 .72 .71 .91 .58 .24 .99 .04 .58

3 — — — — — — — 1.0 1.0 1.0 1.0 1.0 .00 1.0 .75 .95 .61 .24 .98 .01 .61

4 .84 .88 .79 .72 .86 .13 .88 .87 1.0 .77 .70 .77 .22 .95 .11 .99 .05 .19 .95 .04 .06

5 .87 .90 .83 .79 .96 .03 .86 .69 1.0 .53 .70 .70 .30 1.0 .56 .48 .65 .26 .99 .04 .65

6 .32 1.0 .19 .33 .50 .50 .66 .16 .67 .09 .23 .35 .64 .16 .26 .70 .16 .27 .98 .01 .15

7 .76 .93 .64 .53 .69 .31 .77 .25 1.0 .14 .20 .20 .80 1.0 .93 .99 .88 .13 .99 .04 .88

8 .80 1.0 .66 .60 .60 .40 1.0 1.0 1.0 1.0 1.0 1.0 .00 1.0 .25 .95 .14 .25 .99 .04 .14

Avg .72 .94 .62 .59 .72 .27 .83 .66 .95 .57 .60 .66 .33 .83 .51 .85 .43 .22 .98 .03 .44

Conf .19 .05 .22 .16 .16 .17 .11 .25 .09 .27 .25 .22 .22 .23 .23 .14 .23 .03 .01 .01 .23

– the average ratio of FullyCoverd (FC) (see Sect. 4.2) is in the range .22(±.03)
to .77(±.07) for gcc and mozilla.firefox respectively;

– the average ratio of PartiallyCoverd (PC) (see Sect. 4.2) is in the range
.66(±.22) to .98(±.01) for httpd and gcc respectively.

In general the reported estimations enable us to deduce that the proposed system
performs better when location consists in average of a fewer number of files per
bug, and when there is a number of observed files in the training set which
is large enough to cover the localization of unobserved bug (recall) but small
enough to simplify the classification task (precision).

Finally, the R′ measure (see Sect. 4.2) and the average ratio of bugs PC (for
which at least a correct or wrong answer is provided) suggest the investigation
of a second phase approach to complement the predicted partial localization.
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4.4 Evaluation of Phase 2

In this section we estimate the performances of the proposed second phase app-
roach (see Sect. 3.2) to refine the localization results provided by the MLP-
based approach (see Sect. 3.1). Since the proposed methodology includes three
parameters namely FreqTH, SimTH and K (steps 3, 5 and 6 Sect. 3.1) we per-
formed the parameter estimation on the mozilla.core dataset. First we tuned
the SimTH threshold and found the highest improvements of F1,P ,R for

Table 4. Phase 2 parameter tuning performances. We report the results of the compar-
ison of best performance against MLP for some meaningful values of SimTH, when
varying the two parameters FreqTH and K in the set {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. Conf
is the 0.95 confidence interval.

mozilla.core

T SimTH = 0.8 SimTH = 0.9 SimTH = 0.925 SimTH = 0.950 SimTH = 0.975

F1 P R F1 P R F1 P R F1 P R F1 P R

1 −.008 −.055 .020 .001 −.003 .019 .006 .000 .017 .008 .000 .017 .008 .000 .016

2 −.004 −.043 .022 .003 −.011 .020 .006 −.001 .014 .003 −.002 .010 .002 −.002 .010

3 −.007 −.117 .035 .011 −.024 .034 .016 −.003 .035 .025 −.001 .029 .026 −.001 .028

4 −.014 −.062 .024 .004 −.017 .030 .012 −.004 .030 .015 −.002 .026 .015 −.002 .026

5 −.005 −.034 .013 −.001 −.005 .008 −.000 −.002 .007 .000 −.000 .005 .000 .000 .004

6 −.009 −.043 .007 −.002 −.011 .007 −.001 −.004 .006 −.000 −.001 .005 .000 −.000 .005

7 −.005 −.033 .005 −.001 −.014 .005 −.001 −.007 .003 −.000 −.002 .002 .000 −.001 .003

8 −.006 −.037 .008 −.001 −.017 .010 .001 −.008 .010 .002 −.003 .009 .003 −.001 .009

Avg −.007 −.053 .017 .002 −.013 .017 .005 −.004 .015 .007 −.001 .013 .007 −.001 .013

Conf .003 .023 .009 .004 .006 .009 .005 .002 .010 .008 .001 .008 .008 .001 .008

Table 5. Phase 2 localization performances K = 10, FreqTH = 2, SimTH = 0.95.

mozilla eclipse dolphin httpd gcc

core firefox platform

T F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R

1 .64 .98 .47 .59 .53 .69 .66 .66 .66 — — — — — — — — —

2 .58 .98 .41 .81 .85 .77 .94 .98 .91 — — — .67 1.0 .50 .71 .91 .58

3 .51 .97 .35 .77 .98 .63 .70 .85 .59 — — — 1.0 1.0 1.0 .75 .95 .62

4 .67 .93 .54 .61 .99 .44 .57 .89 .42 .84 .89 .80 .87 1.0 .77 .13 .99 .07

5 .62 .94 .46 .64 .92 .49 .63 .72 .56 .87 .90 .84 .69 1.0 .54 .56 .49 .65

6 .61 .92 .45 .60 .97 .43 .91 .95 .88 .32 1.0 .19 .20 .71 .11 .26 .70 .16

7 .50 .89 .34 .53 .84 .38 .89 1.0 .80 .76 .93 .64 .25 1.0 .14 .93 .99 .88

8 .65 .89 .51 .49 .89 .34 1.0 1.0 1.0 .80 1.00 .66 1.0 1.0 1.0 .25 .95 .14

Avg .60 .94 .44 .63 .87 .52 .79 .88 .73 .72 .94 .63 .67 .96 .58 .51 .85 .44

Conf .05 .03 .06 .09 .12 .13 .14 .11 .17 .28 .07 .32 .31 .10 .34 .28 .17 .29
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SimTH ∈ {0.950, 0.975} see Table 4. Second we tuned FreqTH and K and
found the highest performances for FreqTH = 2 and K = 10 across the major-
ity of time windows T . In Fig. 4 we report the diagrams of F1,P and R for
T = 8.

In Table 5 we report for each dataset portion and for each time window T
the resulting performances after the second phase classification rearrangement.
We observed that, across the datasets, the F1 improvement is limited to a +1%
and it is due to the increment of the recall performances.

Fig. 4. From top to bottom F1, P and R of Phase 2 approach with “mozilla.core”,
T = 8 SimTH = 0.975, valuing the two parameters FreqTH and K in the set
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.
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4.5 Discussion

Our initial research questions (see Sect. 1) aimed at investigating the ability
of bug reports, combined with observed distributional features, to be enough
informative to learn models to predict the localization of fresh newly reported
bugs.

To answer both questions, we proposed a two-phase approach (see Sect. 3)
where, in contrast with existing deep-learning techniques and to cope with the
scalability issue, bug reports are encoded with pre-trained vectors (i.e., Glove
word embeddings).

From the results of our experiments (see Sect. 4) we can deduce the following:

RQ1: Bug report summaries are written in natural language, with different
styles and can be from truly informative to ambiguous and of scarce textual
content. In other words, in our experiments, due to the nature of bug report
summaries and their arbitrary, we observed a wide variety of cases where our
approach, is able to correctly predict the expected bug location (see the values of
the FullyCoverd (FC) measure in Table 3) but also a wide range of cases where
the system is not able to provide any answer (FullyUncovered (FU)). Moreover,
the adoption of pre-trained word embeddings vectors enables the design of stan-
dard MLP networks which, in contrast to deep learning techniques, are able to
benefit from both the availability of a compact input representation and the
ability of applying standard back-propagation optimization algorithms. Overall,
thanks to pre-trained word embeddings, we were able to implement scalable neu-
ral network classifiers with a training running time of few hours for our largest
dataset (i.e., mozilla.core) on a single quad-core machine with 16 GB of RAM.

We also experimented to train our MLP networks with a combination of
input vectors built on bug report summaries and bug report descriptions.6 and
observed a not significant improvement in recall but a substantial drop in preci-
sion.

RQ2: The simple distributional-based technique adopted for the second phase
localization refinement is not able to significantly improve the results for the
different datasets.

5 Related Work

Due to the high effort that localizing bugs in the source code of a software system
usually requires, many approaches have been devised to support developers in
this task and to automatize it.

Recently, as surveyed in [15], the state of the art approaches were based on a
variety of information retrieval techniques devoted to localize a bug considering
a bug report as a query and by “retrieving” the most relevant source files.

6 also known as the comment at bug reporting time.
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Latent Dirichlet Allocation-based document model [13] are used in [6,8,10]
among others, to leverage topic models and to rank relevant source files.

In [1,2,11,16] among others, the most relevant source files are identified com-
paring the similarity between bug reports and between source files. Instead in
[12] among others, the authors also combine information extracted from version
history services.

To reduce the number of false positives in [3] relevant source file are provided
only if “enough” evidence is provided by bug reports and version histories.

In [14] the authors localize bugs by leveraging domain knowledge through
functional decomposition of source code files into methods, API descriptions of
library components used in the code, the bug-fixing history, and the code change
history.

Deep learning approaches have been recently investigated.
In [5], the authors propose a framework called Defect Prediction via Con-

volutional Neural Network (DP-CNN). Deep learning is applied to programs’
Abstract Syntax Trees (ASTs) to encode source code tokens as numerical vec-
tors trough word embedding. Then, the vectors are used to train a Convolutional
Neural Network to automatically learn semantic and structural features of pro-
grams.

In [4] the authors presented a similar combination of deep learning and infor-
mational retrieval techniques. Revised Vector Space Model (rVSM) [3] are used
to collect features for the textual similarity between bug reports and source files;
instead, deep neural networks (DNN) are used to learn how to relate words in
bug reports to code tokens and words in source files.

6 Conclusion and Future Work

We presented a two-phase bug localization approach based on multi-layer per-
ceptrons networks and distributional features.

Phase 1 of our approach (see Sect. 3.1) uses MLP networks to learn a model
from pre-trained word embedding representations of bug report summaries and
predict bug locations. We observed in our experiment (see Sect. 4.3) that Phase
1 is a scalable method to compute partial, but precise, bug locations.

Phase 2 of our approach (see Sect. 3.2) uses distributional features to comple-
ment partial bug locations provided by Phase 1. Unfortunately, in our experiment
(see Sect. 4.4) we did not observe a significant performance improvement.

Overall, we believe that Phase 1 methodology partial solutions can help
the execution of more comprehensive approaches (such as those mentioned in
Sect. 5), hence, coping with their scalability issues.

We are working on improving Phase 2 of our approach by investigating scal-
able solutions, such as those proposed in [5].
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Abstract. The paper considers the architecture of the technological
platform designed for construction of the knowledge base (KB) by inte-
grating a set of logical rules with fuzzy ontologies. The KB represents
the storage of knowledge and contexts of different problem areas (PrA).
The PrA ontology context is a specific state of the KB content that an
expert can choose from a set of available states. The state is a result of
either versioning or constructing the KB content from different points of
views. Also, the paper describes the application of the KB in the infer-
ence of expert recommendations on solving the problem situations that
occurred in the process of local area network functioning.

Keywords: Knowledge base · Ontology · Context · Problem area ·
Fuzzy ontology · Inference

1 Introduction

Modern organizations have a large amount of accumulated knowledge presented
in the form of various corporate knowledge bases. Tools for creating wiki-
resources are usually used for the organization of corporate knowledge bases.
Technologies for creating wiki-resources are user-oriented and make it easy to
create corporate knowledge bases of any complexity. Technologies for creating
wiki-resources do not have a convenient way of querying knowledge for third-
party software systems. Technologies for creating wiki-resources cannot discover
new knowledge based on existing ones [1–4]. Thus, the development of a tech-
nological platform (TP) is necessary to solve the following tasks:

– the TP should not require additional skills and knowledge from the user;
– the TP should provide the programmer the familiar and easy to use data

access mechanism;
– the TP should provide an inference mechanism to implement knowledge dis-

covery (KD) functionality;
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– the TP should provide functions to the automation of the process of obtaining
essential knowledge about problem area (PrA) in the internal knowledge base
(KB).

At the moment, a lot of researchers use the ontological approach for the
organization of the knowledge bases of expert and intelligent systems: Bobillo,
Straccia [5,6], Gao, Liu [7], Bianchini [8], Guarino [9], Guizzardi [10], Falbo [11],
Stumme [12], Gruber [13], Medche [14]. Ontology is a model for representing
knowledge of the PrA. Graph-oriented database management system (Graph
DBMS) Neo4j [15] was chosen to store the description of the PrA in the form of
an applied ontology since the ontology is a graph. In this case, it is only necessary
to limit the set of nodes and graph relations into which ontologies on OWL will
be translated.

The inference is the process of reasoning from the premises to the conclu-
sion. Reasoners [16,17] are used to implementing the function of inference and
form logical consequences from many statements, facts, and axioms. Currently,
the Semantic Web Rule Language (SWRL) is used to record logical rules for
reasoners [18]. However, Neo4j does not assume the possibility of using default
reasoners. Thus, there is a need to develop a mechanism for inference based on
the content of a KB [5,6].

For successful translation, the wiki-resource into KB entities is required to
assign the wiki-resource elements to TBox (structure) and ABox (content) of
ontology [19].

2 The Model of the Fuzzy Domain KB Content
with Contexts Support

Contexts of the KB represent the parts of ontology in space and time. Each
space context is associated with a value from 0 to 1 defining the expert level of
expertise in the part of the PrA. Time contexts allow using versioning of the
PrA ontology and give an opportunity to monitor the dynamics of the ontology
development. The fuzzy nature of the KB appears in the process of integration
of contexts of the domain ontology.

The problem of developing the model of fuzzy domain KB with support
of logical rules for inference is coming up. One of the KB main objectives is
providing the mechanism for adapting the TP [20,21] to the concrete PrA with
the use of methods of ontological analysis and data engineering.

Let the following definition represents the model of the KB content:

O = 〈T,CTi , ITi , PTi , STi , FTi , RTi〉, i = 1, t, (1)

where t is a number of the KB contexts,
T = {T1, T2, . . . , Tt} is a set of KB contexts,
CTi = {CTi

1 , CTi
2 , . . . , CTi

n } is a set of KB classes within the i-th context,
ITi = {ITi

1 , ITi
2 , . . . , ITi

n } is a set of KB objects within the i-th context,
PTi = {PTi

1 , PTi
2 , . . . , PTi

n } is a set of KB classes properties within the i-th
context,
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STi = {STi
1 , STi

2 , . . . , STi
n } is a set of KB objects states within the i-th context,

FTi = {FTi
1 , FTi

2 , . . . , FTi
n } is a set of the logical rules fixed in the KB within the

i-th context, logical rules are used to implement the functions of inference by
the content of KB,
RTi is a set of KB relations within the i-th context defined as:

RTi = {RTi

C , RTi

I , RTi

P , RTi

S , RTi

F },

where RTi

C is a set of relations defining hierarchy of KB classes within the i-th
context,

RTi

I is a set of relations defining the “class-object” KB tie within the i-th
context,

RTi

P is a set of relations defining the “class-class property” KB tie within the
i-th context,

RTi

S is a set of relations defining the “object-object state” KB tie within the
i-th context,

RTi

F is a set of relations generated on the basis of logical KB rules in the
context of the i-th context.

Figure 1 shows an example of the translation of the OWL representation of
the ontology of family relations into the entities of the KB.

As seen in Fig. 1:

– OWL class “Person” was translated into the KB class with the same name;
– OWL individuals “Alex”, “Helen”, “Kate” and “17” was translated into the

KB objects with same names;
– KB objects “Alex”, “Helen” and “Kate” are objects of KB class “Person”;
– KB object “17” is the object of built-in KB class “Integer”;
– OWL data property “hasAge” was translated into the KB property with the

same name;
– OWL object properties “hasFather” and “hasSister” was translated into the

KB properties with the same names;
– OWL data property assertion “Helen hasAge 17” was translated into the KB

state with the same name, the range of this state is “Helen”, the domain of
this state is “17”;

– OWL object property assertion “Helen hasFather Alex” was translated into
the KB state with the same name, the range of this state is “Helen”, the
domain of this state is “Alex”;

– OWL object property assertion “Helen hasSister Kate” was translated into
the KB state with the same name, the range of this state is “Helen”, the
domain of this state is “Kate”.

2.1 The Inference on the Contents of KB

Formally the logical rule of the KB is:

FTi = 〈ATree, ASWRL, ACypher〉,
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where Ti is a i-th context of the KB,
ATree is a tree-like representation of the logical rule FTi ,
ASWRL is a SWRL representation of the logical rule FTi ,
ACypher is a Cypher representation of the logical rule FTi .
A tree-like representation ATree of the logical rule FTi is:

ATree = 〈Ant,Cons〉,
where Ant = Ant1ΘAnt2Θ . . . ΘAntn is a antecedent (condition) of the logical
rule FTi ;

Θ ∈ {AND,OR} is a set of permissible logical operations between antecedent
atoms;

Cons is a consequent (consequence) of the logical rule FTi .

Fig. 1. Example of the translation of the OWL representation of ontology of family
relations into the content of the KB.

The rules in the SWRL language are translated into their tree-like represen-
tations when imported into the KB of logical rules. The presence of a tree-like
representation of a logical rule allows forming both an SWRL-representation of
a logical rule and a Cypher-representation based on it.

For example, consider the process of translating the following SWRL rules
into a tree-like representation (Fig. 2):
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hasFather(?a,?b) => hasChild(?b,?a)
hasSister(?c,?a) & hasFather(?c,?b) => hasChild(?b,?a)

Fig. 2. Example of the tree-like representation of the logical rule.

The tree-like representation of the logical rule that presented in Fig. 2 is
translated into the following Cypher representation:

MATCH (s1:Statement{name: "hasChild", lr: true})
MATCH (r1a)<-[:Domain]-(:Statement{name:"hasFather"})-
[:Range]->(r1b)
MERGE (r1b)-[:Domain]->(s1)
MERGE (r1a)-[:Range]->(s1)
MATCH (s1:Statement{name: "hasChild", lr: true})
MATCH (r2c)<-[:Domain]-(:Statement{name:"hasSister"})-
[:Range]->(r2a)
MATCH (r2c)<-[:Domain]-(:Statement{name:"hasFather"})-
[:Range]->(r2b)
MERGE (r2b)-[:Domain]->(s1)
MERGE (r2a)-[:Range]->(s1)

Relations of a particular type are formed by using the constructed Cypher
queries to represent the logical rule between entities of the KB. Figure 3 shows the
content of KB after executing the Cypher queries that were built for the tree-like
representation of logical rule shown in Fig. 2. These relations correspond to the
antecedent atoms of the logical rule. Formed relationships provide the inference
from the contents of the KB.

As shown in Fig. 3, after the execution of the Cypher query from the Cypher
representation of the logical rule (Fig. 2) the KB property with name “hasChild”
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Fig. 3. The result of executing Cypher queries for the logical rule.

and the KB state with name “hasChild” were created. The range of created KB
state “hasChild” is “Alex”, the domains are “Helen” and “Kate”.

3 Extracting Knowledge from Wiki-Resources

Let us represent the wiki-resource content by the following definition:

WIKI = 〈C,P,R〉, (2)

where C = {C1, C2, . . . , Cn} is a set of wiki-resource categories,
P = {P1, P2, . . . , Pi, . . . , Pn} is a set of wiki-resource pages defined as:

Pi = 〈N, I〉,

where N is a name of the i-th wiki-resource page Pi,
I is a infobox of the i-th wiki-resource page Pi defined as:

I = {(K1, V1) , (K2, V2) , . . . , (Ki, Vi) , . . . , (Kn, Vn)},

where Ki is the i-th property of the infobox I of the wiki-resource page Pi,
Vi is a value of the i-th property Ki of the infobox I of the wiki-resource

page Pi,
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R is a set of relations between wiki-resource entities:

R = {RC , RP , RCP },

where RC is a set of relations defining a hierarchy of wiki-resource categories,
RP is a set of relations defining the “page-page” tie (hyperlinks),
RCP is a set of relations defining the “category-page” tie.
The following function is used to translate the wiki-resource content into KB

content:

φ (WIKI) : {CWIKI , PWIKI , RWIKI} → {CO, IO, PO, SO, RO}Ti ,

where {CWIKI , PWIKI , RWIKI} is a set of wiki-resource entities (Eq. 2),
{CO, IO, PO, SO, RO}Ti is a set of KB entities within the context Ti (Eq. 1).
Table 1 contains the result of mapping the wiki-resource entities to the KB

entities [22].

Table 1. The correspondence between the wiki-resource entities and the entities of KB

The entities of knowledge base The entities of wiki-resource

Class Category

Subclass Subcategory

Object Page

Class properties The infobox elements (properties)

Object states The infobox elements (values)

Relations Hyperlinks

Thus, it becomes possible to extract knowledge from the structure of wiki-
resource and present the extracted knowledge as content of KB.

4 The Architecture of the Technological Platform

Figure 4 shows that the TP consists of the following subsystems:

1. Ontology storage:
– Neo4j;
– KB content management module;
– module for import of fuzzy ontologies with a set of SWRL rules.

2. Inference subsystem:
– inference module.

3. Subsystem for interaction with users:
– screen forms generation module.

4. Subsystem for importing data from wiki-resources:
– module for importing data from wiki-resources.
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Fig. 4. Knowledge base architecture.

The dynamic graphical user interface (GUI) mechanism is used to simplify
the work with KB of untrained users and control of user input [23,24].

Need to map the KB entities to the GUI elements to build a GUI based on
the contents of the KB. Formally, the GUI model can be represented as follows:

UI = 〈L,C, I, P, S〉, (3)

where L = {L1, L2, . . . , Ln} is a set of graphical GUI components (for example,
ListBox, TextBox, ComboBox, etc.),

C = {C1, C2, . . . , Cn} is a set of KB classes,
I = {I1, I2, . . . , In} is a set of KB objects,
P = {P1, P2, . . . , Pn} is a set of KB properties,
S = {S1, S2, . . . , Sn} is a set of KB states.
The following function is used to build a GUI based on the content of KB:

φ (O) : {CO, IO, PO, SO, FO, RO}Ti → {LUI , CUI , IUI , PUI , SUI},

where {CO, IO, PO, SO, FO, RO}Ti is a set of KB entities represented by defini-
tion (1) within the i-th context;

{LUI , CUI , IUI , PUI , SUI} is a set of GUI entities represented by the defini-
tion (3).

Thus, the contents of the KB are mapped to a set of GUI components. This
mapping makes it easier to work with KB for a user who does not have skills
in ontological analysis and knowledge engineering. It also allows you to monitor
the logical integrity of the user input, which leads to a reduction in the number
of potential input errors.



Development of a Technological Platform for Knowledge Discovery 541

5 Experiments

A set of experiments on constructing the ontology of the PrA of the local area
network (LAN) state estimation in the process of simulated traffic increase was
carried out. The ontology was constructed with the use of the TP. The TP
also gives the ability of the inference of expert recommendations on solving the
problem situations that occurred in the process of LAN functioning.

The following actions were taken:

1. The group of experts developed FuzzyOWL-ontology and the set of SWRL
rules. Ontology and the set of SWRL rules were developed with the use of
tools of the TP. Each expert worked with his ontology context. Weight was
appropriated to each context. The weight of the expert is defined in the
subareas of the PrA. The weight of the expert expressed in value from [0,1].

2. Thirty problem situations of decrease of the LAN performance were simulated
on the tested LAN. Technical characteristics of the tested LAN outlined in the
table of the results of the experiments. The reasons for the problem situation
occurred should be detected.

3. The equipment performances in each simulated situation and the character-
istics of the network were put into the KB. The LAN architecture also was
put into the KB. The platform inference subsystem performed the output of
one or several recommendations for the LAN state correction.

4. A group of expert estimated the correctness of the obtained recommendations.
These experts were not involved in the KB development process.

The developed ontology of the LAN state analysis has a hierarchical orga-
nization. The developed ontology includes 81 classes, 104 properties, about 200
ontology instances and the set of SWRL-rules.

Table 2 contains the LAN architecture. Also, that table contains some mod-
eled problems in the process of artificial traffic increase in a network. Recommen-
dations on solving the problems generated by the platform tools in the process
of inference are presented in Table 2.

Lan architecture is Star network, the number of workstations is 14, the server
OS is Windows Server 2008 R2, the network switch is D-Link DGS-3420-28SC,
20 ports, the switch RAM is 2 Mb, the operating mode – 100 Mb/s Full Duplex,
the media access control method is CSMA/CD, QoS is on, patch cable type is
UTP, the category is 5E, port RJ-45.

5.1 Comparison of the Inference by Fuzzy and Crisp Ontologies

A set of experiments was carried in the TP to compare the interaction of onto-
logical analysis and inference mechanisms by fuzzy and crisp ontologies. The
possible problem situations occurred in LAN functioning in the process of traffic
increase were simulated.

The LAN of IT-department of Ulyanovsk State Technical University was
chosen as an object for the experiments. The comparative analysis of the infer-
ence methodologies in the process of modeling problem situations in the LAN
functioning is shown on Fig. 5.
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Table 2. The modeled processes of artificial traffic increase in a network

Modeled problems The recommendations

The fast increase of the
background load, increase of the
user software reaction time

The reason is the overload of the
communication channel. It requires network
architecture changes. The number of stations
in the overloaded domains should be reduced.
The stations that create the most significant
load should be connected to the switch ports

Half Duplex mode is enabled,
the background load increase

The reason is the mismatch between the
characteristics of a network switch and the
traffic volume. It requires replacement of a
switch or change of its settings

Damage of one network patch
cable; increase of collision
number

The reason is the problem with connection
patch cables. The reason is the wrong
organization of ground of the computers
connected in the local network

Defects of switch ports, increase
of CRC errors number, the
background load increase

The reason is the problem of the network
switch ports or the patch cable damage leading
to a problem host

Defects of an Ethernet adapter,
the rapid increase of some local
and remote collisions

The reason is the problem in the Ethernet
adapter settings of the domain server. The user
should check the Ethernet adapter and the
correctness of its settings

Fig. 5. The results of 30 experiments to the comparison of the inference by fuzzy and
crisp ontologies.

The results of experiments show that fuzzy ontology based on FuzzyOWL
format showed a more wide range of variants. The variants are sorted by the
degree of relevance of recommendations. The risks of loss of possible variants of
the logical inference block are significantly reduced.
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6 Conclusion

Development of a technological platform for KD is necessary for automation of
the process of obtaining essential knowledge about PrA in the internal KB. TP
should not require users to have additional skills in knowledge engineering and
ontological analysis. TP should provide inference functions.

Contexts of the KB represent the ontology content in space and time. Space
contexts allow solving the problem of the expert level of competence in the
specific part of the PrA. Each context is associated with a value from 0 to 1
defining the expert level of competence in the part of the PrA.

Time contexts allow using versioning of the PrA ontology. Time contexts
give an opportunity to monitor the dynamics of the ontology development and
to return to the defined state of the ontology.

The integration of the inference mechanism and the fuzzy ontology in the
context of the KB provide a TP of expert decision support for specialists of
different organizations. The contents of the KB are mapped to a set of GUI
components. Dynamically generated GUI makes it easier to work with KB for a
user who does not have skills in ontological analysis and knowledge engineering.
It also allows you to monitor the logical integrity of the user input, which leads
to a reduction in the number of potential input errors.

Fuzzy ontology based on FuzzyOWL format showed a more wide range of
variants. The variants are sorted by the degree of relevance of recommendations.
The risks of loss of possible variants of the logical inference block are significantly
reduced.
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Abstract. The method of constructing fuzzy ontologies was investigated in the
framework of this work. An ontological model for assessing the state of heli-
copter units has been developed. The article provides a formal description of
fuzzy ontologies and features of the representation of elements of fuzzy axioms
in FuzzyOWL notation. According to the proposed approach, the summarizing
of the state of a complex technical system is carried out by means of an
inference based on a fuzzy ontology. Objects, properties and axioms of fuzzy
ontology determine the parameters of the membership functions and linguistic
variables of the objects of analysis in the form of time series. A software product
was developed to implement the proposed approach. As part of this work,
experiments were conducted to search for anomalous situations and search for
possible faulty helicopter units using the developed approach to the integration
of fuzzy time series and fuzzy ontology. For the first time, the results of the
inference of knowledge based on the integration of fuzzy time series and fuzzy
ontologies in the tasks of analyzing the diagnosis of complex technical systems
were obtained. The proposed approach of hybridization of fuzzy time series and
fuzzy ontologies made it possible to reliably recognize anomalous situations
with a certain degree of truth, and to find possible faulty aggregates corre-
sponding to each anomalous situation.

Keywords: Fuzzy time series � Fuzzy ontology � Fuzzy OWL � Summary

1 Introduction

The uncertainty of data and information incompleteness is an inalienable part of any
complex technical system, in which the functioning quality of processes depends on a
person. In the analysis, modeling, and design of such systems, a large distribution was
obtained by expert systems that use experience and knowledge of the expert.

Expert assessment is the some qualitative aspect’s linguistic form of the system
element being evaluated or even of the system itself.
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Currently, the inference methodology of expert assessments based on the subject
ontologies that play the role of a knowledge base in decision support systems (DSS) is
used in various subject areas, including in the field of situational control in the energy
sector [1], designing complex diagnostic systems [2], etc. Also, ontologies have been
used as a knowledge base of intelligent risk prevention systems in the context of
heterogeneous information for the complex technical systems critical infrastructure
design phase [3].

Despite the application breadth, the classical languages of ontology and semantic
networks, which are usually used to summarize and characterize the features of a
subject domain, cannot be used to solve uncertainties and inaccuracies in the knowl-
edge inherent in most real world applications in this area.

Fuzzy set theory, as well as fuzzy logic, is formalism suitable for processing
incomplete knowledge, therefore ontologies based on such logic are adequate means of
formalization.

One of the most effective solutions for representing a knowledge base in the context
of accounting for fuzziness and uncertainty in human reasoning and evaluations in the
DSS is a representation in the form of fuzzy ontologies. For example, fuzzy ontologies
are used in such systems as disease diagnosis systems [4], fuzzy search engines [5],
knowledge systems based on group decision making about the importance of data [6],
etc. In most cases, such systems operate with facts objects or terms that are described in
natural language and contain the features of the considered domain.

Fuzzy time series (FTS) is a way to obtain expert assessments that satisfy the
conditions for completeness, consistency, and adequacy [7].

One of the main areas of application for FTS is process diagnostics. Diagnosis is
the process by which a search for problems in the system occurs: defects, anomalies,
faults, or lack thereof. When solving problems of diagnostics of complex technical
systems, the state of which is determined by the data set in the form of FTS, it is
advisable to apply methods for comparing the dynamics of processes with the expected
or required dynamics.

Therefore an urgent task requiring a systemic solution is the interpretation of the
results of the analysis in the form of expert assessments. To summarize the results
obtained in the analysis of FTS, a system of rules is usually applied, which are stored in
the knowledge base of the expert system. The knowledge base for solving this problem
is ontologies and similar graph forms of knowledge representation and storage, which
allow to take into account the semantic features of the object of the specified subject
area, and not only their inference [8, 9].

Interpretation of the extracted comparisons in the form of expert assessments, the
values of which are presented in the form of semantic units that correspond to certain
classes of fuzzy ontology, taking into account the deviations between the current and
the required FTS, can be obtained by solving the problem of integrating FTS and fuzzy
ontology. Thus, the purpose of this work is the development of algorithms and models
for the integration of fuzzy ontologies and FTS in the tasks of diagnosing complex
technical systems.
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2 Fuzzy Time Series and Fuzzy Ontology Model

The models and algorithms for analyzing and forecasting the FTS are described in
detail in [10, 11]. At present, the basic notation of the fuzzy ontology representation is
the FuzzyOWL standard [12–14]. Formally FuzzyOWL-ontology is:

I ¼ If ;Cf ;Pf ;Af ;Df ;Qf ; Lf ;Modfð Þ;

where

• If is an Individual that simply represents an individual of the vocabulary;
• Cf is a Concept that represents a fuzzy concept of the vocabulary:

Cf ¼ CA
f ;C

C
f

n o
;

where CA
f are Abstract Concepts, CC

f - Concrete Concepts;

• Pf is Property that represents a fuzzy role:

Pf ¼ PA
f ;P

C
f

n o
;

where PA
f are Object Properties, PC

f are Datatype Properties;

• Df is Axiom that represents the axioms:

Df ¼ AABox
f ;ATBox

f ;ARBox
f

n o
;

where AABox
f is the Abox that contains role assertions between individuals and mem-

bership assertions, ATBox
f is the Tbox that contains assertions about concepts such as

subsumption and equivalence, ARBox
f is the RBox that contains assertions about roles

and role hierarchies. Some of the axioms are subclasses of FuzzyAxiom, which indi-
cates that the axiom is not either true or false, but that it is true to some extent.

• Of is Degree that represents a degree which can be added to an instance of
FuzzyAxiom:

Of ¼ LDf ;MDf ;NDf ;Varf
� �

;

where LDf are Linguistic Degrees, MDf are Modifier Degrees, NDf are Numeric
Degrees, Varf are Variables.

• Lf is Fuzzy Logic represents different families of fuzzy operators that can be used to
give different semantics to the logic.
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Lf ¼ LLukf ;LZadf ; LGoedf ; LProdf

n o
;

where LLukf is the fuzzy operators logic of Lukasiewicz, LZadf is the fuzzy operators logic

of Zadeh, LGoedf is the fuzzy operators logic of Goedel, LProdf is the fuzzy operators of
product logic;

• Modf is Fuzzy Modifier that represents a fuzzy modifier, which can be used to
modify the membership function of a fuzzy concept or a fuzzy role. Current sub-
classes are Linear Fuzzy Modifier and Triangular Fuzzy Modifier.

Table 1 shows the elements of fuzzy axioms FuzzyOWL, as well as their possible
representation.

3 Subject Area

Consider the use of the integration approach of FTS and fuzzy ontologies in solving the
problem of diagnosing the state of a helicopter. Diagnostics of a helicopter consists in
checking its units in order to establish their exploitation and the possibility of using the
helicopter.

Table 1. Elements of fuzzy axioms in FuzzyOWL

№ Element Possible values Representation in FuzzyOWL

1 LDf – Linguistic 
Degrees

«high», «above 
average», 
«low»

<AnnotationAssertion>

<AnnotationProperty

IRI="#fuzzyLabel"/>

<IRI>#HighLoad</IRI>

<Literal

datatypeIRI="&rdf;PlainLiteral">fuzz

yOwl2 fuzzyType="datatype";

Datatype type="rightshoulder"; 

a="15.0";

b="30.0";/fuzzyOwl2</Literal>

</AnnotationAssertion>

2 MDf – Modifier 
Degrees

«very», «not 
very» type="modified" modifier="very"

3 NDf – Numeric 
Degrees 0≤ND≤1 Degree Value=0,6

4 Varf – Variables a, b,c, k1, k2 b="30.0";

5 Lf – Fuzzy Logic

Zadeh, 
Lukasiewicz 
Goedel and 
Product

hasSemantics="Zadeh"

6 Modf – Fuzzy 
Modifier 

Linear, Trian-
gular

<Datatype type="triangular" a="32.0" 

b="41.0" c="50.0" />
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The result of the diagnosis will be assessment values of physical quantities key
indicators. The main goal is to assess the danger of values. To solve this problem, it is
necessary to construct models of the behavior of the selected nodes and make con-
clusions about the health of the nodes by using the models. Models are built at expert
base of assessment about the conduct of a particular component.

Table 2 show the parameters of the membership functions used for construct the
FTS (Table 2).

Thus 5 fuzzy labels are defined for each physical quantity. The task of analyzing
technical time series is reduced to the task of searching for anomalous situations in TS
of main gearbox and engine propulsion system physical quantities indicators. The
analysis is a sequence of the following steps:

1. Formation of FTS on the basis of the received information on the values of key
physical quantities after the end of helicopter flight.

2. Search known abnormal situations in the resulting FTS.
3. Determination of the correct operation of the nodes. Work is incorrect if at least one

abnormal situation.

The fuzzy ontology was developed for experiments. The developed FuzzyOWL
ontology has a hierarchical structure and includes 55 classes, eight object properties, 40
data types.

Table 3 contains objects properties of the used in the work (OP - oil pressure, EGT -
exhaust gas temperature, OT - oil temperature, PP - power plant).

Table 2. Parameters of the membership function

Physical parameter Range
boundaries

Very
little

Little Good Big Very
big

Exhaust gases
temperature, °C

0–1000 a < 100
b = 200
c = 200,5

a = 100
b = 275
c = 350,5

a = 350
b = 560
c = 600,5

a = 600
b = 700
c = 720,5

a = 720
b = 800
c > 1000

Engine oil
temperature, °C

0–150 a < 0
b = 5
c = 10,5

a = 10
b = 15
c = 20,5

a = 20
b = 30
c = 60,5

a = 80
b = 100
c = 120,5

a = 120
b = 135
c > 150

Engine oil pressure,
kgf/cm2

0–20 a < 0
b = 1
c = 2,05

a = 2,0
b = 3,5
c = 5,05

a = 5,00
b = 8
c = 10,5

a = 10
b = 12
c = 15,5

a = 15,2
b = 17,5
c > 20

Main gearbox
oil temperature, °C

0–100 a < 0
b = 5
c = 10,5

a = 10
b = 15
c = 20,5

a = 20
b = 35
c = 50,5

a = 50
b = 70
c = 80,5

a = 80
b = 90
c > 100

Main gearbox oil
pressure, kgf/cm2

0–8 a < 0
b = 1
c = 2,05

a = 2,0
b = 2,5
c = 3,5

a = 3,45
b = 4
c = 4,55

a = 4,50
b = 5
c = 7,55

a = 7,5
b = 7,8
c > 8
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Property declaration example for « hasOPMainGearbox»

<SubObjectPropertyOf>

 <ObjectProperty IRI="# hasOPMainGearbox"/>

 <ObjectProperty IRI="owl:topObjectProperty"/>

</SubObjectPropertyOf>

<ObjectPropertyDomain>

 <ObjectProperty IRI="# hasOPMainGearbox"/>

 <Class IRI="#MainGearbox"/>

</ObjectPropertyDomain>

<ObjectPropertyRange>

 <ObjectProperty IRI="# hasOPMainGearbox"/>

 <Class IRI="#OTMainGearbox"/>

</ObjectPropertyRange>

In addition, 40 data types were allocated: 5 fuzzy labels for 8 variants of rela-
tionships. The data type parameters correspond to the parameters of the membership
function. The type of membership function in all data types was chosen triangular.

Example of declaring a data type in FuzzyOWL notation:

<AnnotationAssertion>

 <AnnotationProperty IRI="#fuzzyLabel"/>

 <IRI>#BigOPMainGearbox </IRI>

 <Literal datatypeIRI="&rdf;PlainLiteral">

  <fuzzyOwl2 fuzzyType="datatype">

   <Datatype type="triangular" a="4.50" b="5" c="7.5" />

  </fuzzyOwl2>

 </Literal>

</AnnotationAssertion>

As an object of experiments, time series for the diagnostics of helicopter units and
the fuzzy ontology of the helicopter units design were investigated. In the course of

Table 3. Property of objects

Property Domain Range

has OP main gearbox main gearbox OP main gearbox
has OP left engine PP gearbox OP PP gearbox
has OP right engine PP gearbox OP PP gearbox
has EGT left engine x PP gearbox EGT PP gearbox
has EGT right engine PP gearbox EGT PP gearbox
has OT main gearbox main gearbox OT main gearbox
has OT left engine PP gearbox OT PP gearbox
has OT right engine PP gearbox OT PP gearbox
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these experiments, the fuzzy time series and fuzzy ontologies integration algorithms
were used.

4 FTS and Fuzzy Ontology Integration System

A software system was developed to solve the problems of forming the inference of the
recommendation based on the integration of fuzzy time series and fuzzy ontologies.
The software system is written in C# on the .NET 4.5 platform. The system devel-
opment was carried out in the Microsoft Visual Studio 2015 environment. SQLite was
used as the DBMS. The exchange protocol is a function call to the SQLite library. This
method simplifies the program and shortens the response time. To store the database
(definitions, tables, indexes, and the data itself), a single standard file is used on the
computer on which the program runs.

The expert develops a fuzzy ontology of the domain with the help of the ontology
editor Protégé. To check the adequacy and consistency of the ontology, the built-in
Reasoner HermiT or FACT++ is used. The scheme of the used software package is
presented in Fig. 1.

The user has the opportunity to conduct research using the developed integration
system. A prerequisite for obtaining an inference is to combine a time series with
annotation properties. The result of the study is the resulting list of abnormal situations
and possible faulty helicopter units.

5 Experiments

Diagnostics of a helicopter consists in checking its units in order to establish their
serviceability and the possibility of operating the whole helicopter. The result of the
diagnosis will be an assessment of the values of key physical quantities. The main goal
is to assess the danger of values. To check the adequacy of the algorithm for integrating
fuzzy time series and fuzzy ontology based on FuzzyOWL, as well as the correctness of

Fig. 1. FTS and fuzzy-ontology integration system.
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the software that implements this algorithm, a series of experiments were conducted in
which possible problem situations were performed. As part of the experiment, the
following actions were carried out:

1. The expert has developed a fuzzy ontology according to the FuzzyOWL standard.
To build a fuzzy ontology, the Protégé [16] editor with the connected FuzzyOWL
Plugin [17] was used.

2. FuzzyOWL fuzzy ontology data types contain parameters of membership functions.
3. FuzzyOWL fuzzy ontology data types contain a binding to a specific class of

ontology (Table 4).

The task of the experiments is to search for possible faulty helicopter units. The
analysis represents the sequence of the following steps.:

(1) the formation of TS on the basis of the obtained information on the values of key
physical quantities after running the machine;

(2) search for defective helicopter units in the received TS;
(3) determination of defective helicopter units.

A helicopter unit will be considered faulty if at least one abnormal situation is
detected for a physical quantity associated with a specific ontology class corresponding
to the faulty unit.

The effectiveness of the diagnostic algorithm of technical systems can be evaluated
when solving the problem of modeling the behavior of helicopter units. The system
should correctly identify possible faulty helicopter units. To confirm the efficiency, it is
necessary to analyze the data characterizing the machines, both without defects and

Table 4. Data type descriptions

Datatype Type of membership
function

Specific
class

a b c

VeryLittleEGTLeftEngine Triangular PP engine 100 200 200,5
Little EGTLeftEngine Triangular PP engine 200 275 350,5
GoodEGTLeftEngine Triangular PP engine 350 560 600,5
Big EGTLeftEngine Triangular PP engine 600 700 720,5
VeryBigEGTLeftEngine Triangular PP engine 720 800 1000
VeryLittleOPMainGearbox Triangular Main

gearbox
0 1 2,05

LittleOPMainGearbox Triangular Main
gearbox

2,0 2,5 3,5

GoodOPMainGearbox Triangular Main
gearbox

3,45 4 4,55

BigOPMainGearbox Triangular Main
gearbox

4,5 5 7,55

VeryBigOPMainGearbox Triangular Main
gearbox

7,5 7,8 8
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with possible defects, and then analyze the information about the faulty units obtained
by the system and received from an expert.

For the experiment, data were obtained on the run of the three machines, and data
was generated that simulates certain abnormal situations. Description of the time series
is given in Table 5.

The following designations are used: TVG1 - left engine exhaust temperature,
TVG2 - right engine exhaust temperature, Pm1 - left engine oil pressure, Pm2 - right
engine oil pressure, Tm1 - left engine oil temperature, Tm2 - right oil temperature
engine, Pmp - oil pressure of the main gearbox, Tmp - oil temperature of the main
gearbox.

Experiments were conducted with ten-time series. The results of experiments are
shown in Table 6.

Table 5. Description of time series

Series
number

Airplane
number

Period TVG1 TVG2 Pm1 Pm2 Pmp Tm1 Tm2 Tmp

1 210111 15.09.2050 739,59 258,85 2,3 0,8 0 58,1 59,2 29,3
2 210111 16.09.2050 757,29 256,93 2,4 0,8 0 57,1 59 29,3
3 210111 30.09.2050 503 227,78 7,4 0,8 1,8 47,5 51,3 29
4 210111 12.04.2052 536,85 520,93 7,6 6,6 4 53,9 56,5 35
5 240111 11.09.2054 176,43 178 0,8 0,8 0 42,5 46 31,3
6 240111 12.09.2054 176,57 178 0,8 0,8 0 42,5 46 31,3
7 240111 13.11.2046 483 448,85 6,4 5,6 3,4 49,5 51,9 23,5
8 240111 11.08.2047 479,13 0 6,4 5,4 3,3 51,6 55,1 29
9 250111 22.01.2046 189,72 206,22 0,8 1 1,6 52,5 55,5 24,5
10 250111 23.01.2046 193,3 209,22 0,8 1 1,6 52,5 55,5 24,5

Table 6. Experiment results

Period TVG1 TVG2 Pm1 Pm2 Pmp Tm1 Tm2 Tmp Faulty part

15.09.2050 739,59 258,85 2,3 0,8 0 58,1 59,2 29,3 #EnginePowerPlant
16.09.2050 757,29 256,93 2,4 0,8 0 57,1 59 29,3 #EnginePowerPlant
30.09.2050 503 227,78 7,4 0,8 1,8 47,5 51,3 29 #EnginePowerPlant
12.04.2052 536,85 520,93 7,6 6,6 4 53,9 56,5 35 No broken parts
11.09.2054 176,43 178 0,8 0,8 0 42,5 46 31,3 #MainGearbox
12.09.2054 176,57 178 0,8 0,8 0 42,5 46 31,3 #MainGearbox
13.11.2046 483 448,85 6,4 5,6 3,4 49,5 51,9 23,5 No broken parts
11.08.2047 479,13 0 6,4 5,4 3,3 51,6 55,1 29 #MainGearbox
22.01.2046 189,72 206,22 0,8 1 1,6 52,5 55,5 24,5 #EnginePowerPlant
23.01.2046 193,3 209,22 0,8 1 1,6 52,5 55,5 24,5 #MainGearbox
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The result of the experiment is the construction of a fuzzy time series fuzzy
ontology allowed us to conclude that the helicopter unit was malfunctioning when
analyzing the precise values of the aggregates.

6 Conclusion

In this work, it was investigated by the method of constructing fuzzy ontologies and
ontological model state helicopter units has been developed. In the process of inte-
grating fuzzy time series and fuzzy ontology, the method integrating TS and ontology
was implemented, and a software product was developed that ensures the implemen-
tation of this method.

Also, experiments were conducted to search for anomalous situations and search
for possible faulty units using the developed approach to the integration of fuzzy time
series and fuzzy ontology.

According to the results of the experiments, we can conclude that the proposed
approach of hybridization of FTS and fuzzy ontologies allows one to reliably recognize
anomalous situations with a degree of truth, and to find possible faulty units corre-
sponding to each abnormal situation. The work is relevant, since the phenomenon of
uncertainty, expressed in terms and concepts, is quite common in human knowledge.
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Abstract. We construct a classification model, that predicts if an earth-
quake with the magnitude above a threshold will take place at a given
location in a time range 30–180 days from now. A common approach is to
use expert-generated features like Region-Time-Length (RTL) features
as an input to the model. The proposed approach aggregates of multiple
generated RTL features to take into account effects at various scales and
to improve the quality of a machine learning model. For our data on
Japan earthquakes 1992–2005 and predictions at locations given in this
database, the best model provides precision as high as 0.95 and recall as
high as 0.98.

Keywords: Machine learning · RTL features · Earthquakes prediction

1 Introduction

Physical modeling now fails to provide an accurate earthquake predictions
because of the complex nonlinear behavior of seismicity. Instead researches adopt
data-based approaches and construct machine learning or statistics-inspired
models based on past data on earthquakes [3].

There are a number of problem statements related to earthquake predictions:
consider a target region and predict place and time of the next earthquake, split
the region into a grid and predict earthquake at the each of them, consider
each earthquake as a separate event with given location and time and predict
the value of this magnitude [3]. In this paper, we consider the third problem
statement and construct a model that predicts if the magnitude exceeds a given
threshold for an earthquake at a given location and time.

A starting point of a model for earthquake prediction is an empirical relation-
ship or a physical modeling that provide a representation of reality. Often this
representation is not good enough, and one adopts a machine learning approach
on top of the physics-driven description.
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For the problem of the prediction of earthquakes scientists consider several
empirical statistical relationships e.g. Gutenberg–Richter law and Omori–Utsu
(O–U) law. Gutenberg–Richter law [11] expresses the relationship between the
magnitude and total number of earthquakes in the following way:

log N = a − bM, (1)

where N is the number of events with the magnitude greater than M , a and b
(commonly referred to as the b-value) are coefficients fitted using given data.
Omori–Utsu (O–U) law [18] represents the decay of aftershock activity with time

Ṅ(t) =
C1

(C2 + t)p
, (2)

where t is time, N is a number of earthquakes, C1, C2 and decay exponent p
(commonly referred to as the p-value) are coefficients fitted using given data.
Both these models provide high-level description on number of earthquakes in
the target region, moreover, Omori–Utsu law provides a connection between past
and future seismologic activity in a region. Another physics-inspired features
are RTL features [17] that provide an aggregation of past seismic activity into
a single feature by weighting of past earthquakes that occur near the point,
where we want to predict an earthquake. RTL features also have a number of
hyperparameters to be fitted using collected data.

On top of these features we can construct a machine learning model [2,4,15,
16]. An example of such a work [4] considered the prediction of earthquakes as a
binary classification problem. Authors generated 51 meaningful seismic features
calculated for a dataset at hand based on well-known seismic heuristics such
as “Standard Deviation of b-value” or “Time (T ) of n events”. As models they
used various ensemble methods such as Random Forest, Rotation Forest and
RotBoost.

In this paper we consider a different problem statement: we want to predict
earthquakes at distant time interval. As input features we use normalized RTL
features with different parameters and at different time scales. We examine a
number of machine learning techniques to make use of generated features.

During evaluation of the models and model construction we take into account
peculiarities of the problem: imbalance of classes (there are only a few large
earthquakes in the dataset) [5,6]; data are time-series based; there are no external
features for these data, and we need to generate features from the data on past
earthquakes.

2 Problem Statement

In the given dataset each earthquake has 4 parameters: location (x, y), time t
and magnitude M . We define that the earthquake takes place c(x, y, t) = 1 at
some location (x, y, t) if there is at least one earthquake of magnitude Me ≥ Mc

with coordinates (xe, ye, te) satisfying the following constraints:

||(x, y) − (xe, ye)||2 ≤ Rc, δc < te − t < Tc. (3)
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Otherwise we define that c(x, y, t) = 0
Our goal is to construct a model that predicts if there is an earthquake in

a time cylinder [T + Tmin, T + Tmax] using information about all earthquakes
up to time T .

We aggregate information about earthquakes up to time T in a vector of
features of fixed length x. In particular we generate RTL features using procedure
described in Subsect. 4.1. Figure 1 demonstrates used space-time cylinder used
for generation of input features and the target interval for prediction.

Fig. 1. Space-time cylinder used for generation of RTL features and interval considered
for prediction

After these procedure for all earthquakes in a database we have a pair (xi, ci)
with ci defined by (3) with the magnitude threshold Mc = 5. All these pairs form
a sample D = {(xi, ci)}ni=1 of size n. Our goal is to create a model ĉ(x, y, t) that
resembles true relationship c(x, y, t).

3 Data

We study the prediction of strong earthquakes in the middle-term horizon.
Strong earthquake is an earthquake with the magnitude higher than Mc = 5.
Predictions of earthquakes are related with the difficulties:

– The sample is unbalanced. In Japan, from 1990 to 2016, there were 247, 204
earthquakes. Consider a distribution by the magnitudes which is shown in
Fig. 2. The most part of classifiers and their metrics are common with bal-
anced samples, where the amount of target class is approximately the half of
the total. Thus in our case, the tuning of classifier and choice of metrics are
needed to make them more sensitive to the target class.

– The dataset is nonhomogeneous as the network of seismic stations changes
with time. So, the process of features generation is harder, because every
couple measurements are needed to be evaluate for approximate equality.



Usage of Multiple RTL Features for Earthquakes Prediction 559

– There is a lag in time between available and desired prediction interval,
because exact point is unavailable according to our measurements.

Fig. 2. Histogram of magnitudes: earthquakes with greater magnitude consist a small
part of the sample, as the total sample size is about 300000 and there are only about
2000 with a magnitude greater or equal to 5 among them.

4 Methods

4.1 RTL Features

As inputs for Machine Learning model we use RTL features. The basic assump-
tion of the Region-Time-Length (RTL) algorithm [17] is that the influence
weight of each prior event on the main event under investigation may be quan-
tified in the form of a weight. Weights become larger when an earthquake is
larger in magnitude or is closer to the investigated place or time. Thus, RTL
characterizes the level of seismicity at the point of space in the certain time.

The RTL takes into account weighted quantities associated with three
parameters (time, place and magnitude) of earthquakes. A RTL parameter is
defined as the product of the following three functions:

RTL(x, y, t,M) = R(x, y, t,M) · T(x, y, t,M) · L(x, y, t,M),

where R(x, y, t,M) is an epicentral distance, T(x, y, t,M) is a time distance and
L(x, y, t,M) is a rupture length. They depend on the size of the space-time
cylinder Er0,t0 , defined by radius r0 and time length t0.

R(x, y, t,M) =
∑

ei∈E
exp

(
− ri

r0

)
,

T(x, y, t,M) =
∑

ei∈E
exp

(
− t − ti

t0

)
,

L(x, y, t,M) =
∑

ei∈E

(
li
ri

)
.
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where ei is full description of an earthquake (xi, yi, ti,Mi), li is an empirical
relationship specific for Japan log li = 0.5Mi − 1.8, ri =

√
(x − xi)2 + (y − yi)2.

We use only earthquakes with magnitude at least Mi ≥ M0 = 5.

4.2 Normalization of RTL Features

RTL is a very unstable statistics. Therefore in the article [13] authors proposed
to normalize the parameters on the variances.

Normalization occurs during data preprocessing. For our case we transform
the data to make each feature zero-mean and unit-variance [1]:

– Calculate mean and standard variance for each feature.
– Subtract the mean from each feature.
– Divide the values of each feature calculated previous by its standard deviation.

Also subtracting the moving average instead of mean. It helps to take into
account time trend.

Fig. 3. Histogram of RTL values for each point. Small values prevail.

The negative RTL means a lower seismicity compared to the background
rate around the investigated place, and the positive RTL represents a higher
seismicity compared to the background Fig. 3. We are interested in both types
of anomalies.

4.3 Classifiers

As classifiers we used the following machine learning methods:

– Major RTL is the method which estimates the threshold for RTL features.
We evaluate our model to count optimal threshold from the train sample. If
the value less than that threshold than the label is 0, 1 otherwise. Using the
estimated threshold we label new data points.
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– Logistic regression is a statistical model used to predict the probability of
occurrence of an event. The model is the following:

Pr(c = 1|x) = f(thetaTx + b),

where f(z) = 1
1+e−z is a logistic function, and theta and b are the parameters

of the model estimated from data [9].
– Random Forest is an ensemble classifier that is developed on the basis of

majority voting of decision trees. Various number of decision trees are gen-
erated over bootstrap samples of the training dataset. The final decision is
based on aggregation of the predictions obtained by all the decision trees.
Thus, a Random Forest allows to find complicated relationships in the data,
but at the same time more resistant to retraining [12].

– AdaBoost is another method that combines classifiers into ensembles. The
key feature of this is that it introduces weights for all objects. At each itera-
tion, the weights of each incorrectly classified object increase, so a new clas-
sifier ensemble focuses attention on these objects. AdaBoost is sensitive to
noise and rejects in data. However, it is less prone to overfitting compared
with other algorithms of machine learning [8].

– Gradient Boosting is an ensemble method that builds an ensemble of trees
one-by-one, then the predictions of the individual trees are summed. The next
decision tree tries to cover the discrepancy between the target function f(x)
and the current ensemble prediction by reconstructing the residual. Thus,
an iteration process is constructed, in each iteration of which the loss func-
tion is minimized by gradient descent [10]. Another nice feature of Gradient
Boosting is ability to treat imbalanced-classification problems after simple
modifications [14].

4.4 Resampling Techniques

The problem at hand is imbalanced: number of objects with big enough earth-
quakes is significantly higher, than number of objects with relatively small earth-
quakes with magnitude smaller than 5. So, it is natural to apply machine learning
heuristics that can deal with the problem. Here we consider two simple, yet effi-
cient techniques for resampling: we modify our initial training sample to make
more emphasis on minor class objects:

– Oversampling—increase weights of minor class objects in a random way
– Undersampling—drop some major class objects to balance number of

instances of each class in a training sample.

5 Results

Selection of used metrics is motivate by imbalanced of the problem at hand. In
addition to common Precision, Recall and ROC AUC we look at F1-score and
PR AUC. See definitions of the metrics in AppendixA.
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5.1 Models for RTl Features Generated with a Single Pair
of Hyperparameters (r0, T0)

We use the following grid for RTL parameters:

r0 = [10, 25, 50, 100], t0 = [30, 90, 180, 365].

The grid to find the best way to predict earthquakes was multidimensional and
included (r0, t0) array, different values of adjusted magnitude, number of test
samples and different classifiers.

Results of the grid with the best test size and best t0 for every r0 are given
in Table 1. The best result is for Gradient Boosting [7], for the greater size of
cylinder and for the smaller gap between time of measurements and the target
event. Gradient Boosting works better than Logistic Regression because of non-
linear behaviour of dependence of the magnitude of earthquakes on RTL features.
Both these approaches work better than Major RTL because of difficulties of the
RTL model, so more sophisticated machine learning approaches work better than
simple threshold rule for the problem of earthquakes prediction.

Table 1. Results for different values of hyperparameters for generation of RTL features:
the better results are for bigger size of cylinder

r0 best t0 Algorithm Precision Recall F1 ROC AUC PR AUC

10 180 Logistic Regression 0.54 0.36 0.43 0.64 0.53

Random Forest 0.62 0.51 0.56 0.76 0.69

AdaBoost 0.63 0.50 0.56 0.77 0.83

Gradient Boosting 0.62 0.52 0.56 0.80 0.69

Major RTL 0.57 0.47 0.47 0.52 0.77

25 90 Logistic Regression 0.72 0.58 0.64 0.70 0.44

Random Forest 0.79 0.51 0.62 0.74 0.68

AdaBoost 0.75 0.67 0.71 0.77 0.53

Gradient Boosting 0.82 0.6 0.69 0.79 0.77

Major RTL 0.67 0.52 0.62 0.70 0.60

50 180 Logistic Regression 0.91 0.84 0.88 0.83 0.67

Random Forest 0.91 0.84 0.87 0.80 0.70

AdaBoost 0.83 0.96 0.89 0.81 0.74

Gradient Boosting 0.89 0.92 0.91 0.87 0.73

Major RTL 0.60 0.74 0.74 0.80 0.71

100 180 Logistic Regression 0.94 0.94 0.94 0.80 0.94

Random Forest 0.97 0.90 0.94 0.89 0.90

AdaBoost 0.96 0.96 0.96 0.92 0.90

Gradient Boosting 0.95 0.98 0.97 0.93 0.94

Major RTL 0.90 0.86 0.89 0.83 0.89



Usage of Multiple RTL Features for Earthquakes Prediction 563

5.2 Aggregation of a Number of RTL Features

In this section we used 16 calculated RTL features as inputs for a machine learn-
ing models. Quality of obtained models are available in Table 2. The improvement
compared to the single best RTL feature with Mc = 50, Rc = 50, δc = 10, Tc =
180 is insignificant. We conclude, that we can’t get more information going this
way.

Table 2. Result for usage of multiple RTL features with different hyperparameters for
generation

Algorithm Precision Recall F1 ROC AUC PR AUC

Gradient Boosting (best single RTL) 0.97 0.96 0.96 0.95 0.94

Major RTL 0.90 0.85 0.89 0.82 0.89

Logistic Regression 0.94 0.95 0.94 0.81 0.94

Random Forest 0.97 0.90 0.94 0.89 0.90

AdaBoost 0.97 0.96 0.97 0.92 0.90

Gradient Boosting 0.95 0.98 0.97 0.93 0.93

5.3 Usage of Resampling Techniques

There are a number of resampling techniques that can deal with imbalanced
classification problems [5,6]. Here we consider oversampling, undersampling and
balanced approaches. The results are in Table 3. For each approach we used
machine learning algorithm that provided the best overall performance. We see
that both undersampling and oversampling improve the quality of models.

Table 3. Model quality for application of imbalanced classification approaches. In
these experiments we used a training sample of smaller size

Approach Algorithm Precision Recall F1

Initial Gradient Boosting 0.84 0.59 0.59

Oversampling Random Forest 0.94 0.99 0.97

Undersampling Random Forest 0.96 0.87 0.91

6 Conclusion

We considered the problem of middle term earthquakes prediction. Usage of
Machine learning provide an improvement compared to the state-of-the-art
major RTL method.

In particular the model based on Gradient Boosting with RTL features as
inputs provide the best performance. However, for many cases RTL features
generated using one set of hyperparameters one suitable RTL feature is not worse
than a set of them generated using a set of hyperparameters. Another heuristic
that improves quality of the earthquake prediction models is resampling to deal
with imbalance of a given data.
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A Quality Metrics for Classification Problem

Introduce necessary definitions: Classification problem can be formulated as
whether this object belongs to the target class or not.
– True Positive—if the object belongs to the target class and we predict that

it belongs.
– True Negative—if the object doesn’t belong to the target class and we predict

that it doesn’t.
– False Positive—if the object doesn’t belong to the target class but we predict

that it does.
– False Negative—if the object belongs to the target class but we predict that

it doesn’t.

The precision score quantifies the ability of a classifier to not label a negative
example as positive. The is the probability that a positive prediction made by
the classifier is positive. The score is in the range [0, 1] with 0 is the worst, and
1 is perfect. The precision score can be defined as:

Precision =
TruePositive

TruePositive + FalsePositive

The recall score quantifies the ability of the classifier to find all the positive
samples. It defines what part of positive samples have been chosen by classifier
as positive. The score is in the range [0, 1] with 0 is the worst, and 1 is perfect.

Recall =
TruePositive

TruePositive + FalseNegative

The F1-score is a single metric that combines both precision and recall via their
harmonic mean. It measures the test accuracy and reaches its best value at 1
(perfect precision and recall) and worst at 0.

F1 = 2
PrecisionRecall

Precision + Recall

ROC AUC score counts the curve area under the Roc curve. Roc curve is the
plot True Positive rate from the False Positive rate, which defines as

TruePositiveRate =
TruePositive

TruePositive + FalseNegative

FalsePositiveRate =
FalsePositive

FalsePositive + TrueNegative

ROC AUC score measures the quality of binary classifier. The best value is 1,
value 0.5 is equal to random classification.

PR AUC score counts the curve area under the Precision Recall curve: Pre-
cision from Recall. Precision-Recall is a useful measure of success of predic-
tion when the classes are very imbalanced. The perfect classifier curve ends in
(1.0, 1.0) and has area under it that equals 1.
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Abstract. In recommender systems, collaborative filtering (CF) techniques are
becoming increasingly popular with the evolution of the Internet. Such tech-
niques are based on filtering or evaluating items through the opinions of online
consumers. They use patterns learned from their behavior or preferences to
make recommendation. In this context, it is of great importance to protect users’
privacy when there is a need to publish data for a specific purpose which
conduct to the usefulness of collaborative recommender systems. However, too
much protection to individual privacy will lead to the loss of data utility. How to
balance between privacy and utility is challenging. In this paper, we propose a
privacy-preserving method based on k-means and k-coRating privacy-
preserving model. First, we evaluate the k-coRated model by privacy and util-
ity. Then, according to the drawbacks of it, we introduce our solutions to address
the problem. Finally, we make a comparison between our model and k-coRated
model in different aspects. As a result, our model outperforms k-coRated model
with respect to utility as well as privacy.

Keywords: Privacy � Utility � Balance � K-coRated �
Recommendation system � K-means

1 Introduction

In 2006, Netflix held a competition to award $1 million to the best winner who could
improve the performance of its recommendation system1. In 2007, two researchers
from The University of Texas claimed that they were able to re-identify users in the
published data with film ratings on the Internet Movie Database. They proposed an
attack model [1] based on the assumption of the knowledge gained by attackers. By
comparing the auxiliary information gained by attackers and published data, the model
could either re-identify a user or tell that he is not in the data released.

On December 28, 2009, a news report2 announced that Netflix was sued for the
privacy breach. On March 2010, Netflix decided [2] to cancel the pursue a second Prize

1 Netflix. 2006. Netflix Prize. Retrieved December 17, 2018 from https://www.netflixprize.com/.
2 Netflix Sued for Largest Voluntary Privacy Breach To Date. Retrieved December 17, 2018 from
https://privacylaw.proskauer.com/2009/12/articles/invasion-of-privacy/.
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competition being previously announced in the same year and to respond to a lawsuit
and Federal Trade Commission privacy concerns.

Although the event of Netflix privacy disclosure has passed for many years,
privacy-preserving receives much attention recently as data mining technology is
booming. Indeed, privacy is getting much attention in the literature [3–5]. Many
models are proposed to define privacy awareness and how to protect people from the
aspect of cyber-security.

However, nowadays as a significant change in business domains, it is unavoidable
for organizations and companies to cooperate. On the one hand, they have to share their
data to get their targeted result; on the other hand, they are afraid of invading users’
privacy when sharing data. Therefore, filling methods to evaluate the performance of
balancing privacy and utility become a challenge [6].

Data publication usually involves two main issues. One is to protect users’ privacy.
The other is to ensure the utility of data. Because when the publisher tries to anonymize
user record, it must lead to data modification, which will further lead to a decrease in
data utility. It is a trade off between individual privacy and data utility.

Nowadays, there is a large stream of literature on privacy, scientific studies have
widely addressed privacy models [7–9]. They tried to classify attributes of user record
into sensitive data (such as disease and salary), non-sensitive data and quasi-identifiers
(such as zip code, age, and gender). Based on that, they proposed methods to protect
sensitive data and quasi-identifiers in order to make people indistinguishable. However,
such classification is heuristic and varies from person to person because people have
different definitions of privacy. Additionally, prior studies proposed privacy protection
models based on encryption [10–12], but generally, it is impractical considering the
computational time.

As for data utility, as per our knowledge, there is no universal standard to evaluate
the utility of data since it depends on the scenario adopted and the methods applied. In
the same context, previous works have proposed a data utility model in the scenario of
fog computing environments [13]. However, it just gives an abstract definition of utility
and is not effective in practice. In another study, the authors proposed an
anonymization method to improve data utility for classification [14], but for utility
assessment, they evaluate it based on the performance of classification, which does not
apply to other scenarios.

When considering both privacy and utility, the compromise between them is
problematic. In previous studies [15], the authors specified that there is no trade off
actually if assuming that attackers and scientists have the same background in
knowledge and technology, while other works [16–18] tried to reach a balance in
specific fields.

In the field of the recommendation system, the data of users involves their history
of purchases, personal preferences and browsing records, which can be sensitive
sometimes. Therefore, publishers like Netflix should give the same emphasis to user
privacy as data utility when they try to release the data. On the one hand, they must
anonymize users’ information, on the other hand, they must ensure data utility. Since
there is no universal standard for utility, we propose two aspects to increase utility
empirically and based on those we propose a creative method to enhance a privacy-
preserving model named k-coRated.
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In Sect. 2, we briefly introduce some related work about privacy, utility and the
balance between them. In Sect. 3, we introduce the k-coRated model and highlight its
advantages and disadvantages, and based on that; we propose our method to solve the
problem. In the same section, we simulate a cyber-attack model to evaluate our model
and make a comparison between it and the k-coRated model. We present the results
with the experiments in Sect. 4. Finally, we conclude this paper in the last section and
discuss future work.

2 Background and Related Work

As the technology of data mining is booming and collecting people’s data is increasing,
there are rising concerns over people’s privacy. Preserving confidential data of users
while producing accurate predictions is one of the extremely important directions of the
researches about recommendation systems [19]. However, how to define privacy and
where is the boundary of privacy remain questionable. Several kinds of research have
been done attempting to define what privacy is and to provide methods to protect it. For
example, K-Anonymity [20] proposed an innovative model explaining privacy by the
difficulty to distinguish someone from others. Based on K-Anonymity, L-Diversity [21]
and T-Closeness [22] offered stronger protection considering the diversity and distri-
bution of attributes of people. They try to define and extend privacy in different aspects,
but there is no universal formalized definition of privacy until the appearance of
differential privacy [23], which offers a theoretical framework to protect privacy in
statistical databases.

While literature has widely explored privacy protection from malicious cyber-
attack, privacy concerns within the publication of data are receiving more and more
attention. It is necessary to protect users’ privacy while ensuring the utility of data.
Brickell and Shmatikov [15] stated that there could be no tradeoff between privacy and
utility if we assume that attackers and scientists have the same level of knowledge.

However, Li and Li [17] pointed out that they have got the wrong way and offered a
new perspective on data publishing. Most work relates utility to data modification.
Chen et al. [24] proposed a novel way to evaluate utility based on the framework of
differential privacy. Johnson et al. [16] proposed to trade off utility and privacy on full
data. Rastogi et al. [18] discussed the boundary between privacy and utility. Based on
prior knowledge of attackers, they were able to analyze when it is possible to design an
algorithm to ensure privacy and utility.

Encryption/decryption is another technique for privacy preserving. This kind of
technique is applied in distributed computing scenario with a very time-consuming. It
consists by encrypting original data before being used. Although such method can
ensure recommendation accuracy however there are some limitations regarding to its
application. It is unpractical to encrypt/decrypt large datasets and many data mining
computations cannot be achieved by encryption/decryption. As a result, the scopes of
its usage are restricted.

Zhang et al. [6, 8] proposed a privacy preserving model inspired from k-anonymity
technique named k-coRated in order to provide privacy to the data of the movie
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recommendation system. The authors proposed this model with k-coRating to retain
data privacy of rating-style datasets by replacing some null ratings with ”well-
predicted” scores and enhance the data utility measured by prediction accuracy.
However, they omitted to balance privacy with utility. In the following section, we
discuss their work in detail and propose our enhanced method.

3 Methodology

In this section, we show our methodology step by step. First, in Subsect. 3.1, we
introduce the k-coRated method. Second, in Subsect. 3.2, we discuss its drawback with
respect to utility and propose our method based on the hybrid of k-means. In the
remaining subsections, we give a more detailed discussion about our method.

3.1 Introduction to K-coRated

The k-coRated model defined user’s privacy from the items they rated. It only cares
whether a user has rated an item or not. The model is suitable for ratings with a small
scale, like the 5-star rating system. However, with large scale rating system, it is not
that effective regarding privacy protection. Below we show the definition of k-coRated
privacy and related concepts.

Definition 3.1. For any user u 2 U and any item i 2 I, Ru, i is the rating of user u to item
i, we define that

u½i� ¼ 0; Ru;i ¼ NULL
1; otherwise

�
ð1Þ

Definition 3.2 (coRated Equivalence). Any two users u,v 2 U are of coRated Equiv-
alence if for all i 2 I, u[i] = v[i].

Definition 3.3 (k-coRated Privacy). A rating matrix satisfies k-coRated privacy if each
user u 2 U has at least k-1 coRated Equivalence users.

In the work of k-coRated model [20], the authors proved that to make a rating
matrix satisfy k-coRated privacy is NP-hard problem and proposed a heuristic algo-
rithm to do it; we summarize the process to two steps. First, they start to group the users
by a specific criterion. Second, they fill the original rating matrix with a predicted rating
to make it satisfy k-coRated privacy. Although they claimed that it could provide a
considerable degree of privacy protection to the users in the data published, they
omitted to weigh the balance between user privacy and data utility.

In this paper, we implemented their proposed algorithm and found that after pro-
cessing by the k-coRated method, the original rating matrix of MovieLens 100 k
dataset, which has 80,000 ratings at first, had about 370,000 ratings after
anonymization. Thus, the number of ratings that it added to the matrix is so large.

However, as per our knowledge, there is no universal standard to evaluate utility,
because it depends on the scenario to which data is going to be applied. Even in the
field of the recommendation system, it is still hard to define utility for the fact that it is
uncertain that what property of rating leads to a better recommendation.
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3.2 Utility Concern and Solutions

Since it is impossible to evaluate utility absolutely, we propose a method with com-
parably better utility. In the best case, we wish to realize our objective without any
modification to data. For that reason, we choose the method of anonymizing data by
adding noise and getting less modification. Consequently, if it is unavoidable to make
some changes to data, we hope it as little as possible.

Furthermore, the reason why we bypass modification to data is that original data is
the best because people in their daily life generate it and the numbers that we add to the
matrix are fake. However, if what we add to the original matrix equals what will
happen or happened in the real world, then the utility of data should remain the same.
So, a better prediction will also result in better utility.

Less Modification: We hope to reach k-coRated privacy with the least modification to
data. First, we adopt k-means to improve clustering of users hoping that users in the
same cluster have already co-rated most items. Then we propose a new way to do the
modification, called Delete Little to Add Less (L2L).

Better Prediction: User-based Collaborative Filtering (CF) methods are typically used
in the field of recommendation system and proved to have better results than item-
based CF methods. In order to predict the preference of a user u to item i, denoting as
Pu,i, user-based CF methods would like to refer to the preferences of K-nearest
neighbors (k-NN) [25] of u, denoting as N Nu. In our work, we adopt the formula below
to make the prediction.

Pu;i ¼ �uþ
P

v 2 N Nu sim u; vð Þ � Rv; iP
v 2 N Nu sim u; vð Þ ð2Þ

ū is the average rating of user u, sim(u,v) is the degree of similarity between user u and
user v.

3.3 Less Modifications: K-Means

Since we only care about whether a user has rated an item or not, before we apply k-
means to our scenario, we should do some normalization.

Definition 3.4 (Normalized Rating Matrix). A rating matrix R is normalized if Ru,i

satisfy the following equation.

R½u; i� ¼ 1; User u has rated item i
0; otherwise

�
ð3Þ

Since the performance of k-means largely depends on the selection of initial centers, a
selection, closer to the real final center, can provide better clusters. In order to get a better
basis for measuring the initial set of centers, we conclude two properties of an initial and
right set of center heuristically that help to determine a way to find initial centers.
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Distance: the initial centers should be distant enough to each other and not located in
the same cluster.

Density: the initial center must have many other points around it.
Below, we give the mathematical definitions of density and distance based on the

Euclidean distance between users. To balance between distance and density, we pro-
pose a weight function between the normalized results of distance and density. Based
on those definitions, we design Algorithm 1, as shown in Table 1, to find better initial
centers.

Definition 3.5 (dis). for any user u and v ε U,

disðu; vÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

u i½ � � v i½ �ð Þ2
r

ð4Þ

Definition 3.6 (density). for any user u ε U,

DensityðuÞ ¼ 1P
v2U dis u; vð Þ ð5Þ

Definition 3.7 (distance). for any user u ε U,

DistanceðuÞ ¼
X

v2Centers disðu; vÞ ð6Þ

Definition 3.8 (weight). For any user u ε U,

weight uð Þ ¼ a � ddistance uð Þþ 1� að Þ � ddensity uð Þ ð7Þ

where * ddistance uð Þ and ddensity uð Þ are the normalized results between [0,1].

3.4 Less Modification: L2L

L2L is inspired by the scenario that in a cluster of users, some items are rated by most
of the users while a few people rate some items. To those rated by few, it is better to
delete them. Figure 1 shows the process of L2L and makes a comparison between it
and k-coRated method.

In Fig. 1, the illustrated Table 1 is the original matrix. Four users have rated items
from 1 to 5, in order to make them k-coRated following the old method, we add
predicted ratings to fill the null blank and get the illustrated Table 2. However, some
items are rated by only a few users, like item 1 and item 5 in the illustrated Table 1.
Based on our approach, we delete those rated by few users; thus in Fig. 1, we delete the
ratings of (User1, Item1), (User2, Item1) and (User3, Item5), then we add predicted
ratings to (User2, Item4) and (User3, Item2).

However, how to decide which part to be deleted? Which items are the part that
rated by few?
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Table 1. Algorithm 1: DD-based initial centers

Input:
k, the number of initial centers
R, normalized rating matrix

Output:
k initial centers

1: Initialize centers=[]
2: Compute density for every user in R
3: Set the user with max density as the first center
4: while len(centers)! = k do
5: Compute weight for every user in R except those in 
centers
6: Add a user with max weight to centers
7: end while
8: return centers

Fig. 1. Process of L2L

Definition 3.9. Below, we define what is the centroid of a cluster C, denoting as ctr(C).
For each item i 2 I,

ctrðCÞ½i� ¼
P

u2U u i½ �
Cj j ð8Þ

Based on ctr(C), we propose that for any item i, if ctr(C)[i] � b, then i belongs to
the part to be deleted. b is a hyperparameter, which is given by the user of the algorithm
based on different scenarios.

3.5 Better Prediction

We base our prediction on Eq. 2. A Better prediction comes from a better definition of
similarity between two users. Meanwhile, a better set of nearest neighbors will also
result in better prediction.
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We make a comparison between the currently popular definitions of similarity,
including cosine-based, correlation-based, distance-based, Jaccard-based, and trust-
based and pick the best among them. Moreover, we choose the top N similar users of
user u as N Nu.

4 Experiments and Results

In this section, we evaluate our model regarding privacy and utility and compare it with
[8]. In order to evaluate privacy, we introduce an attack model first. Considering that
there is no universal standard evaluation of utility, we build our assessment by com-
paring the number of ratings in the matrix and evaluating the performance of data
regarding collaborative filtering.

4.1 Experiment Design

Our experiments are performed using MovieLens 100k dataset, which consists of
100,000 ratings from 943 users on 1682 items. Our algorithms are implemented in
python on a machine with an Intel Core i7-8700 CPU 3.20 GHz, 32 GB RAM running
Windows10 64-bit operation system.

4.2 Privacy

Narayanan and Shmatikov proposed the attack model [1]. In this model (NS attack
model), they assume that attackers have gained auxiliary information of users, denoted
as Aux. They suppose that Aux contains m pieces of information, and n of them are
correct considering that attackers may not have the right source of information. Every
user has a piece of record in the database, denoted as Rec. The model defines a function
called Score, which takes Rec of a user and Aux that attackers have gained as
parameters and output a number as an indicator of the extent to which the user may be
the target user of Aux.

Score Rec;Auxð Þ ¼
X

i2supp Auxð Þ wt ið Þ � Sim Reci;Auxið Þ ð9Þ

For all the users in the published data, it gets a list of scores by applying Score to
every Rec of users. Max1, Max2, and r denote the highest score, second highest score,
and the standard deviation of scores, respectively. If Max1�Max2

r \/, where / is a fixed
parameter called eccentricity, then there is no match for Aux, otherwise the record with
the highest score is of the target user. The value of Max1�Max2

r indicates how much the
best-match record outperforms others and / is a threshold. Therefore, the model not
only requires that the target user record is the one with the highest score, but also that it
must outstand other records. The Algorithm 2, shown in Table 1, explains the NS
attack model step by step.

We simulated the NS attack by assuming that attackers gained 8 and 16 pieces of
information in total, respectively. Figure 2 compares the performance of privacy
between our method and k-coRated method. The y-axis indicates the probability to be
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re-identified for users in the data, and the x-axis indicates the information gained by
attackers. From both two sub-figures, we can see that although there is little difference
between our method and k-coRated method when attackers gain few pieces of infor-
mation, our method outperforms k-coRated method almost two times regarding the
possibility to be re-identified as attackers know more.

4.3 Utility: Number of Ratings

We compare the number of ratings in the matrix, which reflects the modification to the
data. In order to make the two methods comparable, we make them have the same
number of clusters. Figure 3 shows the results of two methods when clustering users
into 10, 20 and 30 groups. From Fig. 3, we can determine that after being processed by
our method, the number of ratings in the matrix stays around 260,000 while after being
processed by the k-coRated method, it increased from about 400,000 to 600,000 as the
number of user clusters increases. Therefore, our method significantly reduces data
modification and provides better data utility.

4.4 Utility: Performance of CF

Since our data is about the recommendation system and collaborative filtering is
commonly used in the field, so we decided to test the utility of the data based on the
performance of collaborative filtering. We implement different prediction strategy
proposed by [8] and use RMSE to evaluate the performance of CF. Below, we explain
what RMSE is.

Given the N actual/predicted pairs (Ru, I, Pu, i), the RMSE of the N pairs is com-
puted as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

Ru; i� Pu; ið Þ2
N

s
ð10Þ

Table 2. Algorithm 2: scoreboard-RH [1]

Input:
Aux, the auxiliary information gained by attackers
D, the rating dataset ϕ, eccentricity

Output:
the match record or empty set

1: For each record Rec D, compute Score(Rec, Aux) 
2: Compute Max1 = Max1(S), Max2 = Max2(S), σ = std(S),
where S = (Score(Rec,Aux), Rec) D
3: If < ϕ, then
4: return an empty set
5: else
6: return the match record with the highest 
7: endif
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Figure 4 shows the performance of our method compared to the k-coRated method.
In each case, we use the same definitions of similarity according to Eq. 2 to make the
prediction, and we choose the nearest neighbors from the top 5 to 100 most similar users.

From Fig. 4a, the best RMSE is about 0.98 when adopting correlation-based sim-
ilarity definition and choosing nearest neighbors from top 80, while from Fig. 4b, the
best RMSE is about 0.94 when adopting correlation-based similarity definition and
choosing nearest neighbors from the top 40. Therefore, our method increases the
utility of data considering the performance of CF.

Fig. 2. Privacy comparison

Fig. 3. Comparison of number of ratings
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5 Conclusions and Future Work

Zhang et al. [8] proposed an innovative model to protect user privacy when data is about
to be released. However, they omitted to weight the balance between user privacy and
data utility. Based on the drawbacks of its method, we propose a new method involving
less modification to the data and providing a better prediction. By adopting k-means and
L2L, we achieve a significant reduction in data modification. Meanwhile, under the
evaluation of NS attack, we even provide a better degree of privacy protection.

However, since there is no universal standard to evaluate utility, it is hard to judge
whether the utility of our method is acceptable or not. Even though, it is intuitively
right that less modification leads to better utility, how to define modification remains
doubtful. The relationship among modification, addition, and deletion is complicated.

Besides, we only implement and tested our work on MovieLens 100k dataset. In
future work, we believe in considering other datasets such as MovieLens 10M,
Epinions or Netflix. The experiment on those datasets requires further considerations.
Indeed, since MovieLens 100k is not a big dataset, we do not lay our emphasis on
computational time. However, we will consider it in more extensive data. Another
future work is to design a model to evaluate the utility of data in different fields.
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Abstract. Twitter, as a popular social networking service, is used all
over the world, with which users post tweets for various purposes. When
users post tweets, an emotion may be behind the messages. As the emo-
tion changes over time, we should better consider their emotional changes
and states when analyzing the tweets. In this study, we improve polar-
ity classification by considering the poster’s emotional state. Firstly, we
analyze the sentence structure of a tweet and calculate emotion scores
for each category by Naive Bayes. Then, the poster’s emotion state is
estimated by the emotion scores, and a prediction model of emotional
state is created by Long Short Term Memory (LSTM). Based on the pre-
dicted emotional state, weights are added to the scores. Finally, polarity
classification is performed based on the weighted emotion scores for each
category. In our experiments, our approach showed better accuracy than
other related studies.

Keywords: Twitter · Polarity classification · Naive Bayes ·
Deep learning

1 Introduction

On Twitter, users can post tweets in real time, and many users express their
opinions and feelings when interacting with other users. There are many studies
that investigate the emotions in tweets.

Our emotions change over time. We can regard them as a series of flows. For
example, if something happy happens, we will feel better for a certain period.
Conversely, if something unpleasant happens, our feelings get worse and the
remarks will be negative. It means that the emotional state of a poster may
change at a different time. Therefore, we should consider the poster’s emotional
state behind the posted tweets when analyzing them.
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Until now, many studies have focused on the emotional tweets themselves,
and few studies take into account the emotional state of the posters. The accu-
racy of polarity classification has been improved by machine learning. However,
how to estimate the emotional state behind the tweets is not well discussed.
Hulliyah et al. [7] surveyed emotion recognition methods for sentiment analysis,
but the emotional state was not considered.

In this study, we propose a polarity classification approach that takes into
account the poster’s emotional state. In our approach, emotion classification
by Naive Bayes is combined with Long Short Term Memory (LSTM). LSTM
is a kind of deep learning, and it can create a time series model. We estimate
the emotional state from emotion scores obtained by Naive Bayes, and predict
the poster’s emotional change with LSTM. By using predicted emotions for
weighting scores, we can classify tweets based on not only emotional words but
also the poster’s emotion changes. By this mean, our approach is more user-
centric.

The rest of this paper is organized as follows. In Sect. 2, we overview related
research on emotion analysis and polarity classification on Twitter. In Sect. 3,
we describe and explain our proposed approach. We show our experiments and
discuss the results in Sect. 4. Finally, a summary of this study and future works
are described in Sect. 5.

2 Related Work

2.1 Emotion Analysis for Social Media

A user’s emotional state changes along the time axis. A tweet is a text posted
by a human user, and emotion may be behind the tweet. As Braunstein et al. [2]
suggested, a human mind should be considered not only from the explicit aspect
but also the implicit aspect. In addition, to analyze and classify tweets more
accurately, it would be necessary to analyze both the tweets and their posters.

Beasley and Mason [1] investigated the relationship between emotional
expression in social media and subjective emotion using questionnaires. Kramer
[8] analyzed Facebook posts and revealed differences between an emotion trend
of holidays and that of weekdays. Nguyen et al. [9] created a model to predict
emotion changes in a group based on machine learnings. Fujita et al. [4] investi-
gated whether emotional tweets affect others’ posts. They revealed that positive
tweets affect others while negative tweets are hard to spread.

2.2 Emotion Detection and Classification

Polarity analysis is a typical theme of natural language processing, and recently
machine learning such as deep learning is used. In order to take into account the
appearance order and context of sentences, Recurrent Neural Network (RNN)
and LSTM are applied. Vateekul and Koomsubha [14] performed emotion clas-
sification for Thai tweets data using LSTM. In their experiments, LSTM showed
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higher accuracy in emotion classification than SVM and Naive Bayes. Su et al.
[11] showed that word2vec and LSTM can be combined to improve the emotion
classification. Maulidiah and Sarno [3] showed that their approach can classify
tweets with an accuracy of 74% by weighting emoticons.

In order to evaluate emotion, multiple datasets are prepared [10,15]. As a
typical dataset, there is Sentiment140 [5]. This dataset is used to classify positive
and negative. Uysal and Murphey [13] used multiple datasets including Senti-
ment140 and verified the classification accuracy by the characteristic selection
of words. Huang et al. [6] proposed an emotion evaluation model using random
forest and clarified emotional tendency by places. They also used Sentiment140
to evaluate their model.

2.3 Position of This Study

When analyzing tweets, the emotional state of the poster was rarely taken into
account. Beasley [1] evaluated the relationship between the emotional state of
the user and emotional tweets. Their results showed that there was no significant
correlation. However, there is a gap between subjective emotion and objective
emotion. Therefore, even though the poster him/herself is not aware, potential
emotions may appear in the tweets.

In this paper, we propose a polarity classification approach considering
the emotional state in chronological order. Naive Bayes, which is a statistical
method, is adopted for calculating emotion scores. Moreover, we adopt LSTM,
which is mainly used for time series analysis. Using LSTM, we consider the
poster’s emotional state as time series data and predict the emotional state.

3 Polarity Classification Considering Emotional States

The overview of our approach is shown in Fig. 1. Firstly, tweets posted by a user
are collected. Secondly, dependency analysis is performed on the relationships
between words. Thirdly, a score for a positive and negative category is calcu-
lated by Naive Bayes. Thereafter, emotional states are estimated by LSTM, and
category scores are weighted based on the estimated state. Finally, using the
weighted category scores, the polarity of tweets is judged.

3.1 Dependency Analysis

Dependency analysis is a method to analyze the structure of a sentence. The
words such as “very” and “little” have a function to change the meanings of
related words. By understanding the relationship between words, we can evaluate
the polarity more effectively. Dependency analysis is used to adjust the category
score attached by Naive Bayes.

To perform dependency analysis, various tools such as Cabocha and MST-
Parser are provided. In this study, we use Syntaxnet1. This is the neural network
framework released by Google in 2016.
1 https://github.com/tensorflow/models/tree/master/research/syntaxnet.

https://github.com/tensorflow/models/tree/master/research/syntaxnet
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Fig. 1. Our proposed approach

3.2 Calculating Category Scores by Naive Bayes

After performing dependency analysis, positive and negative emotion category
scores are calculated by Naive Bayes. Naive Bayes is a kind of supervised learn-
ing and classifies tweets based on the probability that a word appears in each
category. Based on the probability, the score for each category is calculated for
the word. In this method, it is assumed that words appear independently.

3.3 Estimating Emotional State by LSTM

Using Naive Bayes, the scores of positive category and negative category for
tweets are calculated separately. Based on the method proposed in our previous
study [12], the total score is calculated for each category. The total positive score
of the tweet (TPST ) can be expressed in Eq. (1).

TPST =
n∑

i=1

PESi (1)

where n represents the number of words in the tweet. PESi represents the pos-
itive emotion score of a word. The positive emotion score is calculated by Naive
Bayes based on the probability that a word appears in the positive category.

The total negative score of the tweet (TNST ) can be calculated in Eq. (2).

TNST =
n∑

i=1

NESi (2)

where n represents the number of words in the tweet. NESi represents the
negative emotion score of a word. The negative emotion score is calculated by
Naive Bayes in the same way as the positive score.
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Estimation of emotional state is carried out by time series analysis. Nguyen
et al. [9] defined the ratio of positive tweet count as an emotion tendency, and
we referred to their approach. As a poster’s emotional state, we use the positive
emotion ratio to measure the emotional state (EST ) for a tweet. EST is defined
as follows:

EST =
TPST

TPST + TNST
(3)

where TPST is the score of the positive category of the tweet, and TNST is
the score of the negative category. The range of EST is from 0 to 1. Since EST
represents the ratio of positive emotion ratio, it can be regarded as a positive
tendency if it is larger than 0.5, and negative if it is smaller than 0.5.

3.4 Weighting Category Score Based on Predicted EST

To predict EST , LSTM, which is a kind of deep learning, is used. LSTM is an
extension of RNN. It is composed of a cell, an input gate, an output gate, and
a forget gate. By using the forget gate, LSTM can store not only short-term
but also long-term memory. Therefore, the time series can be predicted more
accurately.

We estimate EST by creating a time series model for each poster. If the poster
is in a state of pleasure, it has a high likelihood to post a positive tweet next
time. Based on the predicted EST (PEST ), TPST and TNST are weighted.
The detail will be described in Sect. 4.3.

3.5 Polarity Classification Based on Weighted Category Scores

Based on weighted category scores, the tweet is classified. The tweet has a
weighted score for each category: TPST and TNST . If TPST is higher than
TNST , the tweet is regarded as positive. Otherwise, the tweet is regarded as
negative.

4 Experiments and Discussion

4.1 Dataset and Preparation

We used the Sentiment140 dataset collected by Go et al. [5]. This dataset is
used for polarity analysis and consists of positive 800,000 tweets and negative
800,000 tweets. We randomly selected 100,000 tweets (positive 50,000 tweets
and negative 50,000 tweets) as training data. As described in [5], tweets of each
category were collected based on emoticons. They collected not only tweets but
also usernames and tweet dates as well.

In this experiment, we arranged users in descending order by the num-
ber of tweets and selected users with more tweets. We excluded accounts
for advertisements and users who posted only positive or negative tweets.
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As a result, three users, “mcraddictal”, “SallytheShizzle” and “VioletsCRUK”,
were selected. “mcraddictal” has 66 positive tweets and 209 negative tweets. “Sal-
lytheShizzle” has 97 positive tweets and 182 negative tweets. “VioletsCRUK” has
217 positive tweets and 61 negative tweets.

4.2 Dependency Analysis and Category Scoring by Naive Bayes

To analyze the structure of sentences, we used Syntaxnet. After dependency
analysis, we calculated category scores for a tweet by Naive Bayes. As described
above, we trained Naive Bayes with 100,000 tweets.

Based on the relation of the words obtained by dependency analysis, we
adjusted to the score of the related word. For example, the tweet “I’m very
happy” is emphasized by the meaning of “very”, and “It’s little better” is weak-
ened by the meaning of “little”. In addition, the tweet “I’m not happy” is reversed
the meaning of “I’m happy”. Therefore, referred to our previous study [12], we
set weighted magnification as 1.5 times for “very” and 76 synonyms, 0.5 times
for “little” and 96 synonyms, and −1 times for “not” and nine synonyms. Based
on the result of the dependency analysis, we weighted scores of related words.
The total score of the categories for a tweet is calculated and expressed as TPST
and TNST .

4.3 Estimating Emotional States and Weighting Scores

After calculating the score for each category, a user’s emotional state was esti-
mated. We calculated EST for each tweet. We used EST to measure emotional
states, and modeled them with LSTM. For each user, we used their first 200
tweets as training data, and the rest as test data. We ran LSTM on Python and
set hyper-parameters as follows:

– Hidden layer: 5
– Epoch: 100
– Timewindow: 3

Vateekul et al. [14] investigated the hyper-parameters of LSTM for polarity
classification in Thai language. Their result showed that classification accuracy
was the best when the hidden layer parameter was set to five. Refer to their
study, we also set the hidden layer parameter as five. Using the created model,
we estimated PEST for each user.

If a certain period of time has passed since the last tweet, it is considered that
the influence on the next tweet would be small. Therefore, we did not weight
tweets which passed for a certain period from the previous tweet. To decided
the time period, we referred to Fujita’s study [4]. They studied the influence
of users’ emotional tweet in chronological order, and they collected users who
tweeted more than 10 times in a day. In this study, we set the time period as
146 min, which is the average interval of one tweet.
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We examined the following four experiments to weight scores.

– Experiment 0: Baseline (Dependency analysis and Naive Bayes)
Emotional state prediction is not used. Polarity classification is carried out
using the score obtained by Naive Bayes classification after dependency anal-
ysis. In this experiment, we directly use TPST and TNST in Eqs. (1) and
(2) as polarity scores (PS).

– Experiment 1: We adjust PS as follows.

PS =

{
(1 + PEST−0.5

0.5 )TPST (PEST ≥ 0.5)
(1 + 0.5−PEST

0.5 )TNST (PEST < 0.5)
(4)

If PEST is larger than or equal to 0.5, the weight is set based on TPST , and
when PEST approaches 1, the weight approaches doubles. Conversely, if it
is smaller than 0.5, the weight is set according to TNST , and when PEST
approaches 0, the weight becomes 2 times.

– Experiment 2: We adjust PS using TPST only as follows.

PS =

{
(2PEST )TPST (PEST ≥ 0.5)
(PEST + 0.5)TPST (PEST < 0.5)

(5)

If PEST approaches 0.5 to 1, the weight approaches doubles. Conversely, if
it approaches 0, the weight becomes half.

– Experiment 3: Firstly we change the range of PEST from −1 to 1, and we
adjust the weight of PS using TPST and TNST as follows.

PS =

{
(1 + PEST )TPST (PEST ≥ 0)
(1 − PEST )TNST (PEST < 0)

(6)

If PEST is larger than or equal to 0, the weight is set according to TPST ,
and when PEST approaches 1, the weight becomes doubles. Conversely, when
PEST is smaller than 0, the weight is set according to TNST , and when
PEST approaches −1, the weight becomes 2 times.

4.4 Results and Discussions

The classification accuracies are shown in Table 1, and PEST is shown in Fig. 2.
The accuracy of Experiment 3 was better than the baseline and Uysal’s study
[13]. Uysal trained classifiers using the Sentiment140 and investigated the appro-
priate word feature. Our training dataset is also based on Sentiment 140. The
classifier is expected to have similar accuracy. From the result, our approach is of
higher accuracy than Uysal’s study, which implies that it is effective to consider
emotional states for polarity analysis.
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Fig. 2. Predicted emotion states for three users
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Table 1. Classification accuracy (%)

Positive Negative Total

Uysal [13] - - 71.5

Experiment 0: Baseline 75.9 75.1 75.5

Experiment 1 81.0 56.4 62.8

Experiment 2 75.9 75.2 75.5

Experiment 3 74.1 78.8 77.6

Vateekul [14] * - - 75.3

* This study classified polarity tweets using LSTM
with a different dataset they collected themselves.

In Experiment 1, the accuracy for negative category declined. In Experiment
2, the total accuracy was the same as the baseline. Experiment 3 got the best
result, which shows that by adjusting the emotion scores it becomes an opti-
mization problem, and there is a possibility that classification accuracy can be
improved.

Through the experiments, we found some improvements could be made. The
first is that we should get all the tweets of a poster. In this study, we created
the model using tweets explicitly positive and negative only. When TPST and
TNST are almost the same, it can be regarded as a neutral tweet. How to detect
neutral tweets should be considered. With the same reason, we should use all
the tweets to estimate emotional states.

5 Conclusion

In this paper, we proposed an improved approach to take into account emotional
states of human users in polarity analysis. Firstly, we performed the dependency
analysis and analyzed the relationships between words. Next, a Naive Bayes clas-
sifier was trained, and the score for each category was calculated in consideration
of the result of dependency analysis. A user’s emotional state was estimated from
the calculated scores and a time series model was created by LSTM. Finally, the
category scores were weighted based on the predicted emotional states and clas-
sification was performed. As a result, our method showed better classification
accuracy than the baseline and other related study.

For our future work, we will create the time series model using all tweet, not
limited to explicitly positive or negative, including neutral tweets. Moreover, we
will further investigate the hyper-parameters setting of LSTM and adjust the
weights for polarity scores.
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Abstract. Intuitions guide us that there are cyclic patterns for a person
to visit a location, and there is a tendency of multiple cycles in visiting
patterns. Nowadays, it is possible for a person to collect personal mobility
data due to the help of smartphones and other portable devices. These
devices collects raw geolocation (or geopositioning) data and the set of
geolocation data can be analyzed in various ways. Based on location clus-
ters distilled from raw geolocation data, we can establish mobility model
of a person and investigate cyclic patterns of a person to visit location
clusters. Based on the aggregate personal mobility models collected over
several years, we calculated and analyzed the cluster revisiting time and
visualized it as a graph. Regarding geolocation data for location clusters
as set of time sequence, number of visiting cluster is measured in a unit
of minutes. The number of visits from whole data is normalized in every
15 min. For various geolocation data set of a volunteer, cyclic patterns
of a visit are examined in terms of autocorrelation, autocovariance and
intervisiting time.

Keywords: Mobility pattern analysis · Mobility modeling ·
Temporal mobility · Cyclic mobility pattern · Recurrent location visit

1 Introduction

Recently IoT and smart city are emerging with 4IR, commonly known as 4th
Industrial Revolution. This also requires a model of human mobility based on
individual geolocation information. The effort to create profit by applying the
model of human mobility pattern to various industrial environments has been
diversified, and basic research on this has become important. Human mobility
pattern model become available thanks to smart and IoT devices which can
collects large amount of geolocation data. This sort of research will be a help to
Location Based Services (LBS).
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We can understand the relation between individual location and cluster based
on human mobility information model. People are staying in one place or move to
another place in a time sequence. We used human geolocation data to analyze
revisiting time to the location. In other words, it would be valuable to figure
out cyclic visit pattern to a location cluster latent in human mobility model.
Objects other than human also have their own mobility pattern. Therefore, we
can also examine object mobility pattern. However our research is based on
human mobility data since human is one of the most active mobile object.

In this paper, we use two things to conduct time analysis to mobility pat-
tern: (1) geolocation information collected over a period of time. (2) Individ-
ual integrated mobility model by using collected geolocation information. The
geolocation information is composed of <date, time, UNIX time, latitude and
longitude>, and the information of individual integrated mobility model is com-
posed of <cluster number, latitude of cluster center, longitude of cluster center,
and cluster radius>. The time analysis on mobility pattern is based on internal
cluster data among all geolocation data. A volunteer provided sets of raw geopo-
sitioning data, and named the data set as CDY. The volunteer had collected
geolocation data by smartphone with an app named Sports Tracker [1] and GPS
receiver manufactured by Garmin [2].

The paper is comprised of the following parts. Section 2 introduces existing
studies using geolocation data, and Sect. 3 introduces a method of predicting
mobility patterns by time series analysis. In Sect. 4, we describe the experimental
results on the mobility pattern prediction method. In Sect. 5, we conclude the
paper with a summary.

2 Existing Research

There has been research based on geolocation data in many ways. Creating indi-
vidual mobility model with geopositioning data is one of the base of our research
by use of clustering with Expectation Maximization algorithm [3,4]. The EM
(expectation maximization) algorithm is a clustering algorithm first proposed
by Hartley in 1958 [5] and systematized by Dempster in 1977 [6], and is an algo-
rithm that creates an optimized model through the iterative refinement process
after generating the initial model. The expectation maximization algorithm is
an algorithm for finding parameters with maximum likelihood and maximum a
posteriori through iterative refinement process. Log-likelihood function is used
to evaluate the suitability of the model when finding parameter. In the expecta-
tion stage, when θ(t) is given, we define the expectation value Q of the likelihood
when a new θ is used. In the maximization step, a new parameter θ(t+1) that
maximizes Q is calculated. The EM algorithm is used as follows. The initial value
of the parameter θ is arbitrary set. It stops when θ(t) is sufficiently converged
to some value. When converged, the probability of moving among the generated
clusters is generated in a form of Markov chains. A Study on generating group
mobility model based on individual mobility model exists [7].
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In order to generate a collective mobility model, the distance between the
clusters must be obtained. Here, Haversine formula [8] is necessary to find the dis-
tance on earth, which is the distance between two points on a sphere given their
longitudes and latitudes. The following shows the details of Haversine formula.

latitude = (latitude2 − latitude1) × π/180
longitude = (longitude2 − longitude1) × π/180

latitude1 = latitude1 × π/180
latitude2 = latitude2 × π/180

a = sin(latitude/2)2 + cos(latitude1) × cos(latitude2) × sin(longitude/2)2

c = 2 × atan2(
√

a,
√

(1 − a)
then the distance between to geopositioning locations is

d = R × c where R is earth’s radius (mean radius = 6,371 km).

Compare the distance and the radius between the centers of the clusters in the
two individual mobility models, respectively. If the distance of the cluster center
is less than the sum of the radii of the two clusters, a macro and a micro cluster
are created. When clustering, the micro cluster collects all location information
that is common to both clusters. The macro cluster collects and clusters all
location information contained in at least one of two clusters. Based on EM
algorithm and Haversine formula, meaningful location clusters were distilled from
raw geopositioning data as shown in [4]. The location clusters identified will be
the basis for the following chapter.

A method to capture the relation between a human mobility and the social
context by data analysis [9] exists but not that much related to our research.
There also has been study on extracting human mobility patterns from GPS
data. They identified the relation between human mobility data and sociological
aspects of human movements.

The other research is regarding a template that decompose seasonal trend
for long time series. A method to decompose complex long time series into sea-
sonality, trend, and remainder components. It enables time series irregularity
detection and forecasting [10].

Although there have been many studies, to our knowledge, no research has
been done on cyclic pattern of object mobility. Our research attempts to find
relationship between object mobility over time domain.

3 Temporal Analysis on Mobility Pattern

In this study, we try to analyze the correlation by using temporal data in order to
identify cyclic movement patterns through the location data. We try to identify
the relationship between time and place based on the characteristics of staying
in one place (location cluster) or moving to another place over time. One of
the key point is to find out the meaningful sets of duration of cycle in mobility
pattern.
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3.1 Considerations

In order to determine if there is a correlation between time and place, it is
necessary to determine whether there is a certain rule for the time range in
the cluster. Therefore, we extracted the clusters with the individual integrated
mobility models and confirmed the time of visiting the two most notable clus-
ters. In this aspect, autocorrelation and autocovariance analysis were used to
confirm the positional correlation over time. Autocorrelation, R(t, τ), measures
the correlation coefficient with the intervisit time variable (τ) in the same time
series. t stands for arbitrary time in the time series. The formula is as follows:

R(t, τ) = E[X(t) × X(t + τ)]

Autocovariance, CX(t, τ), is also a measure of the covariance with the time
variable (τ) in the same time series. The formula is as follows.

CX(t, τ) = Cov[X(t),X(t + τ)], or CX(t, τ) = RX(t, τ) − μtμt+τ

Fig. 1. Concept of time slice

3.2 Timing Analysis Based on Time Slice Window

Use of constant time array is required to obtain autocorrelation and autoco-
variance. The unit of time slice in our research is in 15 min. In other words, we
regarded the data as meaningful in case that people stayed for more than 15 min.
Figure 1 shows the concept of time slices.

The window slides over time and the range of time is 15 min. For the first
step, our initial interest is the geolocation data for a specific clusters inside a
time slice. Over the whole time domain, for every time slices, we calculated
autocorrelation and autocovariance by using E[X(t)] and E[X(t + τ)] as shown
in Fig. 2.

We used mobility data from May 2013 to November 2017. Due to large
amount of data and computation to calculate correlation and covariance, we
used parallel programming technique, as known as GPGPU programming to
save computation time. The experiments were done on the PC with Intel i7
CPU with 16 GB RAM and nVidia 980Ti GPU.
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Fig. 2. In time, out time, time expectation with respect to time and number of visit

Table 1. Correlation coefficient

Range of correlation coefficient Meaning

−1.0 ≤ r ≤ −0.7 very strong negative (−) correlation

−0.7 < r ≤ −0.3 strong negative (−) correlation

−0.3 < r ≤ −0.1 weak negative (−) correlation

−0.1 < r ≤ 0.1 no correlation

0.1 < r ≤ 0.3 weak positive (+) correlation

0.3 < r ≤ 0.7 strong positive (+) correlation

0.7 < r ≤ 1.0 very strong positive (+) correlation

4 Analyzed Results

4.1 Analyzed Results of Cyclic Revisit Time to Location Clusters

Firstly, we analyzed the correlation coefficient values to see whether they are
meaningful according to the revisit time. Meaning of the value of correlation
coefficient can be represented as shown in the following Table 1.

Each results can be represented in a graphical form and each graphs were
drawn for two cases: (1) very strong negative (−) correlation and (2) very strong
positive (+) correlation.

Figure 3 through Fig. 16 graphically represent the time which has very strong
positive or negative correlation as represented in Table 1. Figures 3, 7, 9, 11, 13
and 15 are related with Cluster 1. Figures 4, 8, 10, 12, 14 and 16 are related with
Cluster 2.

The difference between Cluster 1 and Cluster 2 must be compared for further
analysis.
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Figure 3 shows a correlation graph based on Cluster 1 of CDY for week 1.
The horizontal axis represents time in minutes from 0 to 100080 and the vertical
axis has a range of −1.0 to 1.0 representing correlation values.

Fig. 3. Correlation graph for Cluster 1 for CDY data of the 1st week

Figure 4 shows a correlation graph based on Cluster 2 of CDY for week 1.
Comparing with Fig. 3, correlation pattern is not overlapped and correlation
pattern shows sparse frequency than that of Cluster 1. In other words, correlation
in cluster 2 is less clear than that of cluster 1. In addition, it is possible to verify
that the strong negative correlation coefficient is empty in 10000 to 10080 min
of Fig. 4, whereas strong positive correlation coefficient is imprinted. This can
be interpreted that Fig. 4 from 10000 to 10080 min have a high correlation.

Fig. 4. Correlation graph for Cluster 2 for CDY data of the 1st week
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Figure 5 shows a correlation graph based on Cluster 2 of CDY for week 2. All
the data were sliced into 10080 min to calculate the correlation coefficient. Here
in week 2, very strong positive correlation only shows in 0 to 9000 min. From
the result, we can say that probability of revisiting Cluster 2 is high, whereas it
is low from 9000 to 10080 min.

Fig. 5. Correlation graph for Cluster 2 for CDY data of the 2nd week

Figure 6 shows a correlation graph based on Cluster 2 of CDY for week 4. In
contrast to Fig. 5, it shows many blanks. Few of very strong positive correlation
can be found in 0 to 100 min, 7000 to 7500 min, and around 10000 min. These
time domain doesn’t have negative correlations which is closed to −1 value.
Therefore, it is highly likely to revisit on 0 to minutes, 7000 to 7500 min, and
10000 min on week 4.

Fig. 6. Correlation graph for Cluster 2 for CDY data of the 4th week
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Figures 7 and 8 shows a correlation graph based on Cluster 1 and Cluster
2 of CDY for week 10. By comparison, Cluster 1 shows revisiting time without
distinguished intervisit time interval.

Fig. 7. Correlation graph for Cluster 1 for CDY data of the 10th week

Figure 8, shows similar pattern with Fig. 7. But it shows clear distinct pattern
which is divided into 8 parts. Here, it can be said that revisit cycle is around
1 day or 1,440 min.

Fig. 8. Correlation graph for Cluster 2 for CDY data of the 10th week
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Figures 9 and 10 shows a correlation graph based on Cluster 1 and Cluster 2
of CDY for week 11. Both graphs shows empty space from 7800 and 9300 min.
From this result, we can see CDY didn’t visit Cluster 1 nor Cluster 2 on 6th day
of week 11.

Fig. 9. Correlation graph for Cluster 1 for CDY data of the 11th week

Fig. 10. Correlation graph for Cluster 2 for CDY data of the 11th week

Figures 11 and 12 shows a correlation graph based on Cluster 1 and Cluster
2 of CDY for week 12. Both graphs shows similar pattern where 3500 min to
6000 min is empty. But Cluster 2 shows additional empty space around 2000 min,
around 8000 min, and around 9000 min. Here, we can see neither of clusters
were visited from 3500 min to 6000 min. And Cluster 2 was not visited around
2000 min, 8000 min and 9000 min additionally.
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Fig. 11. Correlation graph for Cluster 1 for CDY data of the 12th week

Fig. 12. Correlation graph for Cluster 2 for CDY data of the 12th week

Figures 13 and 14 shows a correlation graph based on Cluster 1 and Cluster 2
of CDY for week 17. In Fig. 13, strong correlation is evenly sparse and it does not
have specific pattern. This can be said that CDY will visited Cluster 1 regardless
of time in week 17.

Figure 14 differs from Fig. 13. It is divided into six zones in total, with a dis-
tinguished strong correlation pattern. Here, CDY is highly likely to visit Cluster
2 in dense zone and not visit in empty zone. There’s no empty space between
day 2 to day 3 and day 6 to day 7. Here, we can see CDY is mostly likely to
stay in Cluster 2. There’s some strong positive domain without strong negative
correlation. This can be said that it’s highly likely to revisit.
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Fig. 13. Correlation graph for Cluster 1 for CDY data of the 17th week

Fig. 14. Correlation graph for Cluster 2 for CDY data of the 17th week

Figures 15 and 16 shows a correlation graph based on Cluster 1 and Cluster
2 of CDY for week 21. Unlike most graphs in other weeks, strong positive cor-
relation can be found in both Figs. 15 and 16. When comparing with week 17,
Fig. 15 shows a similar pattern to Fig. 13. But Fig. 16 shows more dense correla-
tion pattern than Fig. 14 without any empty space. As a result, we can see it’s
highly likely to visit steadily in week 21. We can conclude that CDY is more
likely to visit rather than not visit.

In most of the figures, it is notable that the similar amount of time interval
for both highly positive correlations and highly negative correlations. It can be
concluded that the negative correlation and the positive correlation shows similar
pattern. However, in each of the figures, it is highly dense where the correlation
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Fig. 15. Correlation graph for Cluster 1 for CDY data of the 21st week

Fig. 16. Correlation graph for Cluster 2 for CDY data of the 21st week

is larger than 0.7 and less than or equal to 1.0, but values close to −1.0 is really
sparse, where correlation values are less than −0.7 and greater than −1.0. It can
be concluded that positive (+) correlation appears more frequently than negative
(−) correlation. Then, it can be judged that the time with positive correlation
usually exists strongly and more meaningful than negative correlation. This trend
became clear and clear as we proceeded our analysis with wider range of time
domain.

Table 2 shows the top 25 results with strong correlation coefficients. Cluster
1 and Cluster 2 are compared with each other and the top 25 are represented in
the table. The column cluster 1 and cluster 2 shows the number of visits to the
corresponding cluster. Each column has intervisit time τ in the next column.
In Cluster 1, the intervisit time τ is in the top 25 from 1 min to 21 min and
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Table 2. Top 25 categories with strong correlation coefficients

Rank Cluster 1 τ (min) Cluster 2 τ (min)

1 10,332 1 2,196 1

2 3,724 2 961 1,719

3 2,060 3 830 2

4 1,077 4 635 3,301

5 943 9 634 1,328

6 918 11 573 3

7 903 10 477 25

8 879 5 477 15

9 874 8 473 40

10 832 7 466 4

11 824 6 463 47

12 771 12 461 65

13 747 14 460 43

14 736 13 444 63

15 698 15 438 86

16 601 16 434 337

17 578 17 434 45

18 566 20 430 49

19 538 19 428 39

20 530 18 424 58

21 518 10,070 423 117

22 499 21 423 24

23 488 10,078 415 70

24 486 10,077 411 37

25 486 10,069 410 67

includes 10,069 min, 10,070 min, 10,077 min, and 10,078 min. For these 25 cases,
the volunteer is more likely to stay after a visit. For Cluster 2, we can see that
the intervisit time τ is bigger than that of Cluster 1. For example, Cluster 2 can
be interpreted as having many visits after 1,719 min, and having visited again
after 3,301 min. As a result, Cluster 2 has clearer revisit times than Cluster 1.

5 Conclusion

In this paper, a temporal analysis of mobility data is presented to determine
what form the mobility pattern is in the object mobility model, especially cyclic
patterns latent in mobility model. Raw geopositioning data sets were collected
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by a volunteer. The concept of time slice window is incorporated. The auto-
correlation and autocovariance were calculated by time slice over the collected
geopositioning data. The figures showing the graph of the correlation coefficient
over time were presented as correlation coefficient between 0.7 and 1.0 which
is strong positive, and as correlation coefficient between −0.7 and −1.0 which
is strong negative. A strong positive correlation coefficient was found and a
strong negative correlation coefficient was simultaneously found as shown in the
figures, and the intervisit time can be identified representing cyclic mobility pat-
terns. Through the analysis, we found out the frequency of cyclic revisit for each
notable location cluster and also identified the intervisit time to location clus-
ters with high correlations. This sort of cyclic pattern analysis must be useful
tool to design various Location Based Service (LBS). For the future research, we
need to investigate more persons’ mobility data and geolocation data collected
by other objects such as Internet of Things (IoT) devices with the same analysis
method. There’s a other location data collecting app named Swarm [11], which
is developed by Foursquare group [12]. This could be used in future research too.
Even though we guess the personal mobility pattern shows similar cyclic pattern,
however, it may differ from person to person. For the mobility of IoT objects,
no results were reported while it must be great interest of related researchers.
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Abstract. So many national and international packets are traveling
around in this time. The parcel delivery service is a major part of nation-
wide logistics. It is reported that wrong routes for logistic causes econom-
ical disadvantage both in time and in cost. It is possible to collect actual
delivery data from logistics company or Internet of Things devices. Based
on actual route of packet delivery, we collected 100,000 delivery data over
Republic of Korea and analyzed for optimal hub candidate locations in
terms of minimum distance and minimum time. From the raw delivery
data set, actual delivery paths were calculated in terms of big data ana-
lytics Using Longest Common Route Subsequence algorithm, the most
common paths can be identified. From the economic aspect, regarding
minimum distance and time, optimal hub location candidates were voted
and identified. With several hub locations, optimal distance and time can
be calculated from the location of optimal hub candidates.

Keywords: Parcel service · Optimum logistics hub location ·
Longest Common Route Subsequence algorithm · Big data analytics

1 Introduction

Parcel delivery service is one of major axis in national or international economy.
Investigating lots of delivery route shows that improper routes of parcel delivery
rises costs extra distance and time for parcel delivery and causes economical dis-
advantage of nations. The hub and spoke method of parcel delivery is commonly
used in most of nations [1,2]. It does mean, the location of hub is one of the
critical parameter for economical parcel delivery [3]. In this paper, we tried to
determine an optimum location of logistics hub based on actual delivery data.
From the parcel delivery company, we collected 100,000 delivery data including
source and destination, actual routs of delivery, current location hub and others.
The data is collected in Republic of Korea and only public data was utilized.
The area size of Republic of Korea is 1,002,000 ha and 5,100,0000 population

This work was supported by the National Research Foundation of Korea (NRF) grant
funded by the Korea government (MEST) (NRF-2019R1F1A1056123).

c© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 603–615, 2019.
https://doi.org/10.1007/978-3-030-24289-3_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24289-3_45&domain=pdf
https://doi.org/10.1007/978-3-030-24289-3_45


604 H. Y. Song and I. Han

which leads to high density population. The major purpose of this research is
to avoid inefficient delivery cost by selecting a good hub location with minimum
distance and minimum time for delivery. Very few research dealt with this topic.
For example, Yunhe Ma of Beijing Jiaotong University showed an mathematical
approach over virtual data set in order to figure out best hub locations [4]. Other
researches done at National Taiwan University by Yon-Chun Chou analyzed hub
transshipment across flexible time periods in order to decrease workload and
sojourn time [5].

This paper is structured as follows. Section 2 discuss about the process outline
of this research including algorithm we used. Section 3 visualizes results on actual
maps, according to the process shown in Sect. 2. Section 4 shows logistics hub
candidates based on the previous analysis results, as well as benefits in terms of
time and distance. We will conclude this paper in Sect. 4 with future direction
of further research.

2 Process Outline

We collected 100,000 raw data of parcel delivery. Then the actual route of parcel
delivery will be collected. Based on the Longest Common Route Subsequence
(LCRS) algorithm, we will deduce the most populated locations of parcel deliv-
ery. Among the most populated locations, several locations can be identified
by voting mechanism. Then the most populated locations be reduced to candi-
dates of optimal logistics hub. From the concepts of Longest Common Sequence
(LCS) by Bergroth [6] and Sebastian [7], LCRS algorithm were developed for
this research.

2.1 Source Data Set

Table 1 shows sample data of parcel delivery route. Pathnum stand for par-
cel identifier, category stands for parcel contents category. The column p order

Table 1. Sample source data

Pathnum Category p order Name Time lat lng

620703310075 Digital 0 start point 201901171735 35.1002578 129.0264814

620703310075 Digital 1 waypoint1 201901180244 36.2518725 127.6236381

620703310075 Digital 2 waypoint2 201901181056 38.2070148 128.5918489

620703310075 Digital 3 waypoint3 201901181346 38.1673391 128.516669

620703310075 Digital 4 end point 201901181648 38.3801292 128.4674385

· · · · · · · · · · · · · · · · · · · · ·
620703311442 Apparel 0 start point 201901170745 35.1002578 129.0264814

620703311442 Apparel 1 waypoint1 201901180218 36.2518725 127.6236381

620703311442 Apparel 2 waypoint2 201901180823 35.1761938 129.0797244

620703311442 Apparel 3 waypoint3 201901180838 35.1088179 129.0101733

620703311442 Apparel 4 end point 201901181044 35.1088179 129.01017335
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Fig. 1. Example of route with subsequences

stands for specific route point, such that 0 for starting point, 1 for waypoint
1, 2 for waypoint 2, 3 for waypoint 3 and 4 for destination of parcel routes.
If p order contains 4, it does mean the parcel has been delivered. The column
name represents actual location name. Time is for time at the location. Latitude
is abbreviated as lat and longitude is abbreviated as lng. By preprocessing of
100,000 parcel deliver route data, 20,000 data is found valid for this research.

2.2 Route Data Set

One whole parcel delivery route tends to be divided into several sub routes as
shown in Fig. 1. Table 2 shows sample route data. The column pnum shows the

Table 2. Sample route data

Pathnum pnum Type s address e address Duration dist num Route

620703310576 1 2 start point waypoint1 1:40 14 km 0 start point

620703310576 1 2 start point waypoint1 1:40 14 km 1 temp1

620703310576 1 2 start point waypoint1 1:40 14 km 2 temp2

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
620703310576 1 2 start point waypoint1 1:40 14 km 30 temp30

620703310576 2 2 waypoint1 waypoint2 2:38 23 km 0 temp31

620703310576 2 2 waypoint1 waypoint2 2:38 23 km 1 temp32

620703310576 2 2 waypoint1 waypoint2 2:38 23 km 2 temp33

620703310576 2 2 waypoint1 waypoint2 2:38 23 km 3 temp34

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
620703310576 2 2 waypoint1 waypoint2 2:38 23 km 28 temp59

620703310576 3 2 waypoint2 waypoint3 1:20 12 km 0 temp60

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
620703310576 3 2 waypoint2 waypoint3 1:20 12 km 14 temp73

620703310576 4 2 waypoint3 end point 0:48 8 km 0 temp74

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
620703310576 4 2 waypoint3 end point 0:48 8 km 6 temp80

620703310576 5 1 start point end point 5:10 48 km 0 start point

620703310576 5 1 start point end point 5:10 48 km 1 temp1

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
620703310576 5 1 start point end point 5:10 48 km 23 end
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sequence number of each subroute. For example, pnum 1 stands that the parcel is
on the subroute from start point to waypoint 1, and pnum 3 stands at the parcel
is on the subroute from waypoint 2 to waypoint 3 and so on. The exceptional
pnum 5 stands for direct route from start point to end point, which is type
1. Once there exists waypoint in the whole route, the type is 2. The column
num stands for subroute number. Routs column includes actual address of the
corresponding location.

Algorithm 1. Longest Common Route Subsequence Algorithm
Input: route sequence for pathnum A and pathnum B
Output: A Set of Longest common Route subsequence, A Set of position
PreProcessing(Path) {
1: dp[len(A)][len(B)] // two dimentional array to check if two route sequence are

identical
2: lcrs[len(A)][len(B)] // two dimentional array for common route subsequence
3: for (p=0; p < len(A); p++) do // len(A) = length of array A
4: for (q=0; q < len(B); q++) do
5: if A[p]=B[q] then
6: dp[p+1][q+1] = dp[p][q]+1
7: if A[p] != Null then
8: lcrs[p+1][q+1] = lcrs[p][q]+A[p]
9: end if

10: else
11: dp[p+1][q+1] = maximum of dp[p][q + 1] and dp[p + 1][q]
12: lcrs[p+1][q+1] = lcs[p][q+1] or lcrs[p+1][q]
13: end if
14: end for
15: end for
16: return [lcrs]
17: }

2.3 Longest Common Route Subsequence

We developed LCRS algorithm as shown in Algorithm 1. The result of LCRS
algorithm on the route data set is shown in Table 3. The time complexity of
algorithm is O(n2) for the number of data, n. The column type is the same to
that of Table 2. The column index stands for the sequence index of common
subsequence between pathnum A and pathnum B. For example, for two parcels
with pathnum A and pathnum B, index of 11 stands for 11 common location in
the longest common route subsequence between pathnum A and pathnum B.
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Table 3. Sample LCRS data

pathnum A pathnum B Type Index Route

620703310576 620703310580 1 1 48 Gumdannam-ro, Hanam-si

620703310576 620703310580 1 2 Geomdan Mountain Road

620703310576 620703310580 1 3 Dong Seoul Tolgate

620703310576 620703310580 1 4 Deokgye Temple Street

· · · · · · · · · · · · · · ·
620703310576 620703310580 1 11 92 Deokgye-ro, Yangsan-si

620703310576 620703310580 2 1 48 Gumdannam-ro, Hanam-si

620703310576 620703310580 2 2 Geomdan Mountain Road

· · · · · · · · · · · · · · ·
620703310576 620703310580 2 5 Central Road

2.4 Voting for Optimal Hub Location

The voting is done by the count of location visit for parcel delivery. Table 4 shows
sample voting results. The columns voting range start and voting range end
stands for range of parcel identification number for voting. Table 4 shows that
100,000 parcels in a range of [620703310000, 620703410000] were searched for
voting. As we stated already, 20,000 data out of 100,000 were utilized in our
whole process. The column location means actual location in a path. The col-
umn counts the number of votes, i.e. higher count stands for higher population of
parcel in the corresponding location. Algorithm 2 is an algorithm for this voting
mechanism. It works on SQL of LCRS database and results in voting count of
locations.

Table 4. Sample voting data

voting range start voting range start Location Count

620703310000 620703410000 Gyeongbu Expressway 86434

620703310000 620703410000 Yeongdong Expressway 57717

620703310000 620703410000 Gunjin 2-gil 53415

· · · · · · · · · · · ·
620703310000 620703410000 Jamsil Station 11
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Algorithm 2. Voting
Input: A Set of Longest common Route subsequence
Output: A Set of Voting
PreProcessing(voting) {
1: inputDB.execute(”SELECT route FROM position”)
2: // inputDB is database of input data
3: route = inputDB.fetchall() // route is route data array of input data
4: for (i=0; i < len(route); i++) do // len(A) = length of array A
5: outputDB.execute(”SELECT count FROM position WHERE route =

’route[i]’”) // outputDB is database of output data
6: routeCount = outputDB.fetchall()
7: if routeCount == 0 then
8: values = [(route[i], 1)]
9: outputDB.execute(”INSERT INTO position values (?,?)”, values)

10: outputDB.commit()
11: else
12: outputDB.execute(”UPDATE position SET count = ’count’ WHERE route

= ’route[i]’”)
13: outputDB.fetchall()
14: end if
15: end for
16: return [Voting]
17: }

3 Experimental Results

In this section, as we defined process outline in Sect. 2, we will provide results in
a visual manner for each process steps. For the visualization, only part of data
is utilized in order to have more clear figures.

3.1 Visualization of Source Data

Figure 2 shows mapping of raw parcel route data, and it is easy to figure out
highly populated routes. There is one central location of highest population
and there is actually a logistics hub named Okcheon hub. In case that there is
another hub, the total costs for logistics could be decreased. Our purpose is to
find location candidate for another hub as we will discuss in later subsections.
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Fig. 2. Map with source data

3.2 Visualization of Route Data

Table 1 shows the density of route population with 10% of source data. The
darker area shows the higher population of parcel route. The darkest area shown
in the center of Fig. 3 locates Okcheon hub. Another darkest area in upper left
corner locates capital city of Republic of Korea, Seoul. Lower right area with
higher population locates Busan.
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Fig. 3. Map with route data

3.3 Experimental Results About LCRS Data

Figure 4 shows the result of LCRS algorithm with 10% of raw source data. With
LCRS algorithm, highly populated areas are clearly identified. With these result,
we can identify highly crowded routes.
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Fig. 4. Map of results from LCRS

3.4 Voting Results About LCRS Data

Figure 5 show the result of voting from the result of LCRS algorithm. By increas-
ing of radius of candidate area, we identified notable locations more clearly. The
most crowded route is Gyeongbu expressway from Busan to Okcheon hub. Three
most populated locations are Seoul, Busan and Okcheon hub.
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Fig. 5. Map after voting

3.5 Candidate Location for Logistic Hub

However, from the results shown in Fig. 5, there are another candidate area as
shown in Fig. 6 where area A stands for ‘Okcheon’, B stands for ‘Geumsan’, C
stands for ‘Boeun’, and D stands for ‘Moongyeong’.
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Fig. 6. Map with candidate locations for logistic hub

4 Conclusions and Future Research

actual distance =
∑

Distance(start,Hub) + Distance(Hub, end) (1)

candidate distance =
∑

Distance(start, candidate)+Distance(candidate, end) (2)

actual time =
∑

Time(start,Hub) + Time(Hub, end) (3)

candidate time =
∑

Time(start, candidate) + Time(candidate, end) (4)
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After these analysis by proposed process, the best hub candidates can be
determined by calculating economical benefits from the distance and time per-
spective of each hub candidate [8]. actual distance (Eq. 1) is expression to cal-
culate actual delivery distance with current Okcheon hub. actual time (Eq. 2)
is expression to calculate actual delivery time with current Okcheon hub. can-
didate distance (Eq. 3) is expression to calculate actual delivery distance with
new candidate hubs. candidate time (Eq. 4) is expression to calculate actual
delivery time with new candidate hubs. Based on the equations, Algorithm 3
shows the process of benefit calculation for candidate hubs. Candidate hub is
one of Boeun, Moongyeong, and Geumsan. Hub stands for current existing hub,
Okcheon. Table 5 shows calculated values for economic benefits with every hubs.
Distances is presented in kilometers and time is presented in minutes. As a result,
once we place hub at Geumsan we can have reduced total distance of 50,000 km
and reduced time of 20,600 min total 20,000 parcels delivered.

Table 5. Benefits on transportation distance with hub candidates

Hub
candidate

Actual
distance

Candidate
distance

Distance
benefit

Actual
time

Candidate
time

Time
benefit

Okcheon 137.78 - - 110.19 - -

Boeun - 141.76 −3.98 - 113.44 −3.25

Moongyeong - 146.01 −8.23 - 121.40 −11.21

Geumsan - 135.28 2.5 - 109.16 1.03

Algorithm 3. Bebefit Calculation
Input: A Set of origin source data
Output: A Set of distance and time data about candidate hub
PreProcessing(conclusions) {
1: for (i=0; i < len(InputDataSet); i++) do // len(A) = length of array A
2: if name == ’Okcheon’ then
3: name = ’candidate hub address’
4: inputDB.execute(”select Distinct(pathnum) from position where

name=’Okcheon’”) // inputDB = input database
5: SelectedPathnum = inputDB.fetchall()
6: USE route crawling program Where pathnum = Selected Pathnum That

Used 2nd process
7: end if
8: end for
9: return [Conclusions]

10: }

It is reported that the biggest parcel courier handles 1,000,000,000 parcel
delivery for one year. Considering this huge number of delivery, the national
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economy can have big benefit with the construction of new hub. Of course,
another considerations must be done from the aspect of new construction.

In addition, we can have more detailed result with our method once we can
obtain the whole data owned by logistics companies. Even though the parcel
delivery system is applied in Republic of Korea, the similar methods can be
applied to other countries. Another point of future research is application of
parallel computing techniques such as GPGPU, since we spend much of time
to finish every process step with 100,000 raw data. It is desirable to reduce
computation time in order to repeat our process for new data set or for data
sets of other nations.
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Abstract. Ensuring the consistency between Graphical User Interfaces (GUIs)
and user requirements is a critical aspect of the design process since it is through
the GUIs that users perceive the system and experience the available features in
order to achieve their goals. This paper presents an approach based on Behavior-
Driven Development (BDD) which employs an ontology in order to provide
automated assessment for web GUIs. The approach has been evaluated by
exploiting user requirements described by a group of experts in the flight tickets
e-commerce domain. Such requirements gave rise to a set of User Stories that
have been used to automatically assess the GUIs of an existing web system for
booking business trips. The results have shown our approach was able to
identify different types of inconsistencies in the set of GUIs analyzed, allowing
to build an effective correspondence between user requirements and their rep-
resentation on the GUI.

Keywords: Behavior-Driven Development (BDD) � User Stories �
Graphical User Interfaces � User Requirements Assessment

1 Introduction

In most of existing computing systems, Graphical User Interfaces (GUIs) are the part of
the system that mediates the interaction between the user and the system’s core functions.
A GUI can be decomposed in two parts: (i) the presentation, that describes how graphical
elements are organized to visually inform the functions/services available; and (ii) the
interactive behavior, that processes user’s actions transforming them into requests to core
functions, and ultimately providing feedback about the current state of the system. In the
users’ point of view, if some feature/core function is not available through the GUI, this
feature does not exist at all. Being the main bridge between the system and the end user,
GUIs are a crucial artifact to be assessed against user requirements. As Hellmann [1]
pointed out, the simplest way to perform GUI testing is with manual testing, wherein a
human tester interacts with an application to verify that its responses are correct. A human
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tester can easily interact with an application and recognize when an error occurs, but
manual testing is very slow and error-prone. If testing should be done frequently, then
manually testing a GUI quickly becomes unfeasible.

Automated tools exist to simplify and automate this process. Most GUI testing tools
work on the capture/replay paradigm [2–5]. In this paradigm, testing tools monitor the
set of interactions between a human tester and the system and record these steps so that
they can be replayed later as automated tests. However, capture/replay tools (CRTs) do
not tend to record tests in a human-readable manner, meaning that it is much more
difficult to modify an existing test than to record a new one [6]. Other tools are
designed to make direct calls to the system using the native support for automation of
each user interface environment. When testing user interfaces presented by means of a
web browser, for example, how these direct calls are made, and the features they
support depends on the target browser. Such approaches tend to be much more flexible
to implement automated testing for GUIs, and tests specified by them tend to be easier
to maintain, but they carry the same problem of low human-readability.

The low human-readability of tests is part of a wide problem related to the com-
munication gap between domain experts and developers, which is a long-time issue in
software engineering and one of the main reasons for project failure. Misunderstand-
ings about the user requirements and their design on user interfaces are a frequent
source of modeling issues and final products which not meet the expected system
behavior. Motivated by such a gap, some approaches and tools have emerged to raise
the abstraction level of requirements and test specifications. Behavior-Driven Devel-
opment (BDD) [7] is one of these approaches which has stood out in the software
engineering community as an effective means to provide automated acceptance testing
by specifying natural language user requirements and their tests in a single textual
artifact. BDD benefits from a requirements specification based on User Stories [8]
which are easily understandable for both technical and non-technical stakeholders.

A common drawback of these approaches is that the set of behaviors specified for
requirements and tests are not directly executable, i.e., a developer will be required to
implement the code for such behaviors in order to run them on GUIs. This motivated us
to investigate the use of a predefined set of interactive behaviors on GUIs which could
be implemented once and then reused to allow automated tests without the intervention
of a developer. This paper presents an approach based on BDD and User Stories to
support the specification and the automated assessment of user requirements on web
GUIs of interactive systems. The set of user-system interactive behaviors is provided
by means of an ontology [9, 10]. The following sections present the foundations of this
work, the proposed approach with its technical implementation, and the results we got
when using the approach to assess the GUIs of a web system to book business trips.

2 Foundations

2.1 Behavior-Driven Development

Behavior-Driven Development (BDD) is a specialization of Test-Driven Development
(TDD) [11], and is intended to make the practice of writing automated testing more
accessible and intuitive to newcomers and experts alike. It shifts the vocabulary from
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being test-based to behavior-based. It positions itself as a development paradigm,
emphasizing communication and automation as equal goals. In BDD, the behaviors
represent both the requirements specification and the test cases.

BDD drives development teams to a requirements specification based on User
Stories in an understandable natural language format. This format allows specifying
executable requirements by means of a Domain-Specific Language (DSL) provided by
Gherkin1. Gherkin is a DSL that lets users and developers describe software behavior
without detailing how that behavior is implemented. Gherkin serves two purposes:
documentation and automated tests. By using this language, requirements specifica-
tions can be used to implement automated tests, conducting to living documentation
and making easier for clients and other stakeholders to set their final acceptance tests.

User Stories were firstly proposed by Cohn [8] and provide in the same artifact a
narrative, briefly describing a feature in the business point of view, and a set of
scenarios to give details about business rules and to be used as acceptance criteria,
giving concrete examples about what should be tested to consider a given feature as
done. Cohn and North [8, 12] propose a useful template for that:

Title (one line describing the story)
Narrative: As a [role], I want [feature], So that [benefit]
Scenario 1: Title
Given [context], When [event], Then [outcome]

This structure is largely used in Behavior-Driven Development (BDD) and has
been named by North [12] as “BDD story”. According to this template, a User Story is
described with a title, a narrative and a set of scenarios representing acceptance
criteria. The title provides a general description of the story, referring to a feature this
story represents. The narrative describes the referred feature in terms of the role that
will benefit from the feature, the feature itself, and the benefit it will bring to the
business. The acceptance criteria are defined through a set of scenarios, each one with a
title and three main clauses: “Given” to provide the context in which the scenario will
be actioned, “When” to describe events that will trigger the scenario and “Then” to
present outcomes that might be checked to verify the proper behavior of the system.
Each one of these clauses can include an “And” statement to provide multiple contexts,
events and/or outcomes. Each statement in this representation is called a step.

2.2 Ontological Support for GUI Automated Testing

Our approach is based on previous works which explore an ontology to describe
common behaviors with a standard vocabulary for writing User Stories [9, 10]. The
main benefit of this strategy is that User Stories using this common vocabulary can
support specification and execution of automated test scenarios on GUIs. The ontology
covers concepts related to presentation and behavior of interactive components used in
web and mobile applications. It also models concepts describing the structure of User
Stories, tasks, scenarios, and GUIs.

1 https://cucumber.io/docs/gherkin/.
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The dialog part of a GUI, as illustrated by Fig. 1, is described using the ontology by
means of concepts borrowed from abstract state machines. The User Story scenario
meant to be run in a given GUI is represented as a transition. States are used to
represent the original and resulting GUIs after a transition occur (states A and B in
Fig. 1). Scenarios in the transition state always have at least one or more conditions
(represented in scenarios by the “Given” clause), one or more events (represented in
scenarios by the “When” clause), and one or more actions (represented in scenarios by
the “Then” clause). The presentation part of a GUI is described in the ontology through
interaction elements which represent an abstraction of the different widgets commonly
used in web and mobile user interfaces.

The common behaviors in the ontology describe textually how users could interact
with the system whilst manipulating graphical elements of the user interface. An
example of behavior specification is illustrated by Fig. 2. The specification of behav-
iors encompasses when the interaction can be performed (using “Given”, “When”
and/or “Then” clauses), and which graphical elements (i.e. CheckBoxes, TextFields,
Buttons, etc.) can be affected. Altogether, behaviors and interaction elements are used
to implement the test of expected system behavior. In the example of Fig. 2, the
behavior “I choose ‘<value>’ referring to ‘<field>’” has two parameters: “<value>”
and “<field>”. The first parameter is associated to data, whilst the second parameter
refers to the interaction elements supported by this behavior: Radio Button, CheckBox,
Calendar and Link.

State A

Condition

[X] Given I go to “#page”

Event

[V] When I choose “#value” in the field 
“#field” 

Action

[X] Then will be displayed “#message” State B

Fig. 1. Representation of a User Story scenario using the state machine concepts.

Fig. 2. Structure of a behavior as specified in the ontology.
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The ontological model describes only behaviors that report steps performing
actions directly on the user interface through interaction elements. This is a powerful
resource because it allows keeping the ontological model domain-free, which means it
is not subject to particular business characteristics in the User Stories, promoting the
reuse of steps in multiple scenarios. Thus, steps can be easily reused to build different
behaviors for different scenarios in different business domains.

When representing the various interaction elements that can attend a given
behavior, the ontology also allows extending multiple design solutions for the UI while
still keeping the consistency of the interaction. For example, even if a Dropdown List
has been chosen to attend, for example, a behavior setInTheField in the first version of
a prototype, an Auto Complete field could be chosen to attend this behavior on a next
version, once both UI elements share the same ontological property for this behavior.
This kind of flexibility keeps the consistency of the interaction, leaving the designer
free for choosing the best solutions in a given time of the project, without modifying
the behavior specified for the system. The current version of the ontology covers more
than 60 interactive behaviors and almost 40 interaction elements for both web and
mobile user interfaces.

3 The Proposed Approach for Automated Assessment

GUIs are fully functional versions of a user interface implemented in a given pro-
gramming language for a given platform. The assessment of a GUI is made by
dynamically running tests on its presentation layer with the aid of external testing
frameworks. Such frameworks are able to simulate a user interacting with a GUI by
running the set of scenarios described in the User Stories. Our premise for assessing such
GUIs is thus the availability of an external testing framework able to run tests on a given
environment. Despite the support ontology supports a specification for both web and
mobile environments, so far, our approach only implements tests with Selenium Web-
Driver for running directly on a web browser. For assessing GUIs implemented for other
environments, our approach would require integration with other testing frameworks.

Besides using a framework to control navigation on a web browser, other frame-
works are required to parse the text on User Stories, to build the test suit, or even to
generate reports from the execution. Therefore, we have built an architecture of tools to
bring together the multiple set of required frameworks for performing our testing
approach on GUIs. The integrated tools architecture we propose for testing GUIs is
essentially based on Demoisele Behave, JBehave, Selenium WebDriver, JUnit and
Maven. We use Selenium WebDriver to run navigational behaviors, and JBehave and

Fig. 3. Flow of execution in the proposed architecture.
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Demoiselle Behave to parse the scenario script. Test results provided by the JUnit API
indicate visually which tests are passed and which ones failed and why. Execution
reports of User Stories, scenarios and steps can also be obtained by using the
JBehave API.

Such an architecture allows users to automate testing on web user interfaces by
following our behavior-based approach. The architecture has three main modules:
Core, Parser, and Runner. The Core is responsible for the main interfaces of the
framework by orchestrating the information among the other modules. The Parser is
responsible for the abstraction of the component that will transform the story into Java
code to send to the Runner through standard or project-specific sentences. The Runner
is responsible for the abstraction of the component that will perform navigation on the
user interface, such as Selenium WebDriver or even JUnit directly. The framework
identifies stories written in TXT to be sent to the Parser module and later to the
Runner, which is responsible for interacting with a web browser using the Selenium
WebDriver. To run tests in such an architecture, story files are charged as inputs for the
parser, that translates the natural language behaviors into Java methods, and then
selects a runner to perform the navigational commands on a given targeted web
browser. This flow of execution is illustrated in Fig. 3.

3.1 Implementation

We have structured packages and classes in different layers to implement our archi-
tectural approach. Pre-defined behaviors charged from the ontology are implemented in
a class called CommonSteps. New extended behaviors, that are not initially covered by
the ontology, can be implemented in the MySteps class. These new behaviors will then
be parsed to Java methods as illustrated in Fig. 4. So, steps in User Stories are mapped
to either CommonSteps or MySteps behaviors in order to be run.

The Presentation Layer includes the MyPages class which implements the link
between abstract UI components defined in the ontology and the concrete UI com-
ponents instantiated on the interface under testing. This link is crucial to allow the
Selenium WebDriver and other external testing frameworks to automatically run sce-
narios in the right components on the UI. To link these components, the MyPages class
identifies a screen map (“@ScreenMap”) which address the web page location, and
several element maps (“@ElementMap”) which link the various abstract UI elements in
the User Stories with their concrete UI siblings on the user interface. This link is made
by manually associating the name of each abstract UI element with their concrete
locators (such as IDs, XPaths, or any other web element identifier). This is illustrated
by Fig. 5.

Fig. 4. Parsing a step from a TXT file to a Java method.
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Finally, the MyTest class is a JUnit class in charge of triggering the tests, pointing
which scenarios should be executed at a time. These three basic classes (MySteps,
MyPages and MyTest) can also be modeled with different names into packages “steps”,
“pages” and “tests”, in order to separate concerns and implements different classes for
different pages or features.

The structure of the Java project is presented in Fig. 6. Notice that the three
aforementioned classes are packed in the package “java” and the User Stories in the
package “resources”. On the right side of the figure, the structure of the MyTest class is
presented highlighting the addition of the new extended behaviors in theMySteps class,
and all the stories in the “/stories” folder being triggered by a JUnit test method.

A resource that facilitates the written of User Stories is the immediate feedback
concerning the existence of behaviors in the ontology to address the step that is being
written. Figure 7 illustrates this resource. Notice that all the steps in the scenario have
been recognized, i.e. there are equivalent behaviors in the ontology to address them,
except the step “When I set the date ‘12/20/2017’ in the field ‘Return’” that has been
underlined to alert that such a step is not recognized by the ontology (actually the right
step in this case is generic: “… I set ‘<value>’ in the field ‘<element>’”, like has been
used in the following line). When clicking on the alert icon, a message to say that “no
step is matching” will be shown. Additional feedback is also given recognizing in the
step the mention to values and interactive elements when they are surrounded by
quotation marks.

Fig. 5. MyPage Java class.

Fig. 6. Package tree (on the left) and MyTest class (on the right).
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The testing results are presented through the classical JUnit green/red bar within the
Eclipse IDE. By the end of the tests, a JBehave detailed report is automatically gen-
erated in the project folder. Additionally, for each error found, screenshots are taken
and stored to allow a better analyze of the results afterwards. Examples of these
features are presented in Fig. 8.

4 Case Study

To evaluate our approach, we have conducted a case study with an existing web system
for booking business trips. In a previous study [13], domain experts were invited to
produce some User Stories to describe a feature they considered important to that
system. In the present study, the User Stories produced by the participants were refined
to get a representative set of user requirements to be assessed on the GUIs of the
existing system. Thus, the main goal was investigating which types of inconsistencies
our approach would be able to identify when assessing the GUIs.

4.1 Methodology

With the aim of simulating a software testing lifecycle, we first set up an initial version
of User Stories and their respective acceptance criteria for assessment. After that, we
manually located the identifiers of each interaction element on the considered GUIs to
assign them to the “MyPage” class. Finally, we automatically ran the scenarios on the
GUIs. The implemented strategy for running tests parses each step of the scenario at a
time, so if an error is found out, the test stops until the error is fixed. That requires to

Fig. 7. Writing a User Story and getting instant feedback of unknown steps.

Fig. 8. JUnit green/red bar at the left, and JBehave detailed report at the right. (Color figure
online)
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run several batteries of tests until having the entire scenario tested. It leads us to fix all
the inconsistencies step-by-step, and consequently getting fully consistent scenarios at
the end of running. However, when analyzing the reason related with each inconsis-
tency, we can eventually conclude that the origin of the inconsistency is actually in the
specification of the step in the User Story scenario, and not in the GUI itself. As a
result, to fix such an inconsistency, steps of User Story scenarios may also be modified
along the battery of tests to comply with a consistent specification of the user
requirements. An immediate consequence of this fact is that the steps used to test a
given version of a GUI can be different than that ones used to test another GUI
previously. It means that regression tests are crucial to ensure that a given modification
in the set of User Stories scenarios did not break some previous test on other GUIs and
made some of them (that so far was consistent with the requirements) inconsistent
again.

For the purpose of this study, we assumed that the released version of the existing
booking system (and of course its GUIs) represents the unequivocal statement of the
user requirements, once, for the purpose of this study, we cannot modify it. As such, we
had not the opportunity to eventually redesign the GUI to comply with the User Stories
we set up. As a consequence, all the identified inconsistencies necessarily resulted in
modifications in the steps, not in the GUI.

4.2 Results

In total, we set up for assessment 3 User Stories with 15 different scenarios and tested 7
different GUIs. The sequence of GUIs (a–f) in Fig. 9 shows screenshots of the GUIs.
The GUI (a) represents the interface for searching flights based on a round trip (and (b)
based on a one-way/multidestination trip). The GUI (c) presents the next GUI in
sequence, showing the list of flights matching a selection criterion. When the user
selects one of the available flights, then the system turns out to the state shown in (d).
The user, at this state, can confirm his/her selection or change the fare profile of his/her
flight. The GUI (e) finally shows the interface to confirm a flight selection. The user can
accept the general terms and conditions and confirm the booking or withdraw the
trip. In the latter case, the system asks the user to confirm the choice (f). If the user does
not confirm the withdrawing or opt to confirm the trip at the first stage, then the system
shows a message confirming the booking.

To discuss the results that we got when testing the system, we present in Table 1
results of several batteries of tests in each GUI to perform the set of scenarios con-
sidered for the User Stories. We present sequentially each step of the target scenario
and the errors that have been found throughout the batteries. Notice that successfully-
run, repeated steps in sequential scenarios were omitted and some entire scenarios have
been reused to reach a given state for the system before the test begins.

The first battery of tests has identified an error at the step 10 in the first scenario.
The actual message displayed by the system was different, so the step was updated.
Following this, when running the second scenario, the second battery of tests identified
a problem with the identification/location of the field “Departure Time Frame”. The
same occurred with the field “Arrival Time Frame” (third battery). In the fourth
battery, the test identified the absence of the field “Number of Passengers”, which was
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Fig. 9. GUIs of the existing web system for booking business trips.
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Table 1. Test results on the GUIs. indicates that the step passed the test, indicates that an
error has been identified, and indicates that the test of that step has not been performed.

(continued)
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not implemented on the interface. In fifth and sixth batteries, the fields “Timeframe”
and “Flight Class” were not located as well, due to the same reason of the fields
“Departure Time Frame” and “Arrival Time Frame”. We noticed that these four fields
are Selects (Combo Boxes), so, for some unknown reason, the implementation of such
fields on the GUI does not allow to identify them either using IDs or XPaths. As during
this study, we had no access to the source code of the application to implement some
correction and run the test again, we decided to cut the respective steps off the scenario.

In the seventh battery, the test identified an error with the length of the field
“Company 1”. The Text Field implemented on the GUI supports only two characters,
so the value “Air France” does not fit. In fact, the user must inform a two-character
internal code for the company he/she wants to select. In this case, the appropriate code
for “Air France” is “AF”, so the value in the step was updated to this value. In the eight
battery of tests, all the steps for the second scenario succeeded running, and the third
scenario started to run. An error was identified just in the last step due to conflicting
messages.

In the ninth battery running the fourth scenario, the step 41 failed once the field
“Departure” had already been field before with “Toulouse, Blagnac (TLS)” as the first
departure of a multidestination trip. The field had to be renamed to correctly identify

Table 1. (continued)
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the second departure field. It was named as “Departure 2”. The same solution was
applied to the second instances of “Destination” (that was renamed to “Destination
2”), and “Departure Date” (that was renamed to “Departure Date 2”). In the tenth
battery of tests, an error was identified just at the last step (45) once more due to
conflicting messages. Finally, the eleventh battery got all the scenarios passed, which
validated a User Story named “Flight Ticket Search”.

In the twelfth battery of tests, an error was found at the step 66 for the seventh
scenario. The field “No Bag” has already been filled by the previous step (65), so the
test fails. Besides that, the flight Air France 7522 was not available for booking
anymore, so we changed for the flight Air France 7518. At the end, the solution was to
give different names for each field referencing each mentioned flight. So, both steps
were rewritten to “When I click on ‘<flight>’ referring to ‘No Bag’” in order to use
unique identifiers for the flights.

The thirteenth battery of tests run successfully the eighth and ninth scenarios but
stopped with an error at the step 83 of the tenth scenario. For multidestination trips, the
GUI contains an additional step before reaching the second flight leg. The user must
select the first flight leg, put the flight in a basket, and only then select the flight for the
second flight leg. For the fourteenth battery of tests, we updated the respective scenario
to add this additional step. That got all the scenarios passed, which validated a User
Story named “Select a Suitable Flight”. In the fifteenth and last battery of tests, we got
all the remaining scenarios for a User Story named “Confirm Flight Selection” passed.
Nonetheless, we intentionally did not conclude the four first scenarios once they would
effectively register a fake business trip in the system, so they were set as pending.

4.3 Discussion and Limitations

By summarizing the results presented above, below we can categorize the types of
inconsistencies found by our testing approach when assessing the GUIs as follows:

• Message not identified
• Element or value not found
• Inexistent elements
• Values that do not fit the field
• Fields already filled in
• Element not identified

As presented above, we identified 6 different types in the tested scenarios. “Ele-
ments not identified” was the most frequent type and refers to elements that do not
carry a unique and single identifier (or carry a dynamic generated one) and/or cannot be
reached by using their XPaths. When observing the unsuccessful tries to find the fields
“Departure Time Frame” and “Arrival Time Frame”, for example, we remarked that it
is a recurrent problem when automating testing on GUIs. Some web frameworks for
developing the presentation layer dynamically generates different identifiers each time
the GUI is charged, which makes very hard the work of previously identifying them to
implement the test. Besides that, some developers skip informing unique identifiers for
the fields. XPath identifiers help in most cases, but there still are some situations where
the identification of locators gets very compromised.
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Constant changing, or conflicting messages is another frequent issue (type of
inconsistency “message not identified”). Messages sometimes change in the GUI and
the requirements specification is not updated accordingly. As a consequence, the
message specified in the step to be verified in the user interface is not found on the
screen. Not identifying elements or values due to dynamic data behavior is also an
issue. The type of inconsistency “element or value not found” refers to fields or values
that are expected to be shown on the user interface (and are able to be identified by the
locators there) but, due the dynamic data behavior in the system, are not shown up. An
example from the case study is a flight, which was mentioned to be verified as an
example of data value in the step and was not identified in the list of resultant flights
because it was not available for booking anymore. There is also the case of elements
that are really inexistent on the user interface (type of inconsistency “inexistent ele-
ments”). These elements are mentioned in the step as part of the requirements speci-
fication, but simply have not been implemented in the GUI.

Fields that were already filled in when a given step tries to reach them are also a
source of inconsistencies (type of inconsistency “fields already filled in”). As hap-
pened in the case study when testing the fields “Departure” and “Destination” for a
multidestination trip, due to the second flight leg, the elements were referenced with the
same name more than once. When the test tried to fill in the same field a second time
for the second flight leg, the inconsistency has shown up. In this case, both the step and
the mapping of interaction elements on the user interface must be updated to reference
unequivocally different elements for each desired interaction.

The last type of inconsistency identified refers to values mentioned in the step that
do not fit the field they were designed to fill in (type of inconsistency “values that do
not fit the field”). During the case study, the field “Company 1” was expected to
receive the value “Air France” as described in the step, but the concrete field “Com-
pany 1” on the GUI had been modeled to support only two characters. This type of
inconsistency can also be extended to other incompatibilities between the type of data
expected and what the field actually supports. Examples include strings to be filled in
number-only fields, unformatted numbers to be filled in date-time fields, and so on.

By analyzing the variety of inconsistency problems that have been identified in this
case study, we can remark that some types of inconsistencies have shown to be more
critical than others. While simple inconsistencies like messages and elements not found
(or even inexistent) are easy to solve, some other inconsistencies can reveal crucial
problems of modeling or important incompatibilities between the requirements speci-
fication and its design in GUIs. Fields already filled-in, for example, denotates
inconsistencies that expose important design errors.

It is also worth mentioning that our approach implements a strategy of co-execution
to assess user requirements and GUIs. Unlike static approaches, which benefit from an
instantaneous consistency checking to analyze several hundreds of source files at the
same time; co-execution approaches benefit from allowing running models simulta-
neously with visual feedback at real-time about the correspondence of entities that are
being assessed in each model. Co-execution approaches usually have the drawback of
demanding a high investment to prepare and adapt the artifacts for testing. In our
approach however, such an investment is restricted to the mapping of widgets on the
respective GUIs under testing. As the great benefit of co-execution on GUIs is
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providing visual feedback during the execution simulating a real user interacting with
interaction elements at real-time, this process can end up being very slow with the
growing number of user interfaces and scenarios to be tested. As far as the simulation
of real user actions is not a concern, such a drawback can be reduced by using GUI-less
browser implementations such as HtmlUnit, which benefits from high-level manipu-
lation of web pages without the need of actually running the browser and co-executing
the simulated user actions. Like static approaches, this strategy is suitable for envi-
ronments demanding high-availability and continuous testing.

As a threat to validity, we report that both the conduction of the study and the
interpretation and analysis of the results have been initially made by the authors. So, to
mitigate a bias in the interpretation of such results, they were cross-checked by inde-
pendent reviewers.

5 Conclusion

The approach we present in this paper has the main advantage of ensuring a reliable
automated acceptance testing of user requirements. Due to its flexible architecture, the
approach also succeeds to provide automated testing for GUIs developed under
whatever technology for designing the presentation layer of web pages. For other
environments, it would be enough to use external testing frameworks adapted to
running tests on such environments. The gain in terms of reuse, maintenance, and
coverage that can be obtained with the approach is another crucial advantage to
highlight. Except for the initial manual assignment of interaction element identifiers on
the considered GUIs to the “MyPage” class, the approach runs in a fully automated
process. When compared with manual assessment, our automated approach benefits
from high-availability of tests with a high human-readability. The automation also
helps to cover a larger set of scenarios that could hardly and costly be covered by
manual inspections.

This approach has also been extended and adapted to assess early user interface
design artifacts [14–18]. As an integrated approach, User Stories can also be assigned
to automatically assess task models and GUI prototypes in different levels of
abstraction, ensuring a consistent verification, validation, and testing (VV&T) approach
for interactive systems with immediate feedback about the consistency of artifacts and
user requirements since the early stages of development.

Next steps on this research include evaluating the impact of maintaining and
successively evolving GUIs throughout a real software development process where
issues related to scalability should be addressed. Concerning the tools, they are not yet
freely available for download and general use since the interface for testing is still
running on console mode. When evolving it in the future, a technological transfer to the
industry could be envisioned. Concerning the features, in addition to the current
resource of providing immediate feedback for the recognized steps, it is also envisioned
the development of an Eclipse plugin to suggest and autocomplete steps of the User
Stories scenarios based on the interactive behaviors of the ontology.
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and Edelberto Franco Silva1

1 Federal University of Juiz de Fora, Juiz de Fora, Brazil
{yanmendes,lucasrodrigues,eduardo.pagani,francisco.henrique,

edelberto}@ice.ufjf.br
2 Federal Rural University of Rio de Janeiro, Rio de Janeiro, Brazil

brunodembogurski@ufrrj.br

Abstract. A direct impact of population density is more cities suffering
from constant traffic jams. Thinking this way, Intelligent Transporta-
tion Systems, a key area in smart cities, uses computational intelligence
techniques and analyses to aid in traffic dimensioning solutions. In this
context, accurate traffic prediction models are vital to creating a more
autonomous and intelligent environment. With an increase in projects
for intelligent cities, research in the area of computational intelligence
becomes a necessity, since its models can address complex real-world
problems, which are usually difficult for conventional methods. In this
work, an application is introduced applying machine learning to empower
a smart ecosystem. To validate it, an extensive evaluation was performed,
comparing it with the state-of-the-art and, also, verifying the impact of
parameter variation and activation functions on the model of traffic flow
prediction. All evaluations were done using real data traffic of two very
distinct scenarios. Firstly, a free traffic flow scenario was evaluated in
a benchmark dataset. Then, both models were evaluated in a complex
traffic scenario where traffic flow is not continuous nor large. In both sce-
narios, the presented application, called SmartTraffic, outperforms the
current state-of-the-art, with a performance gain of over 100% when com-
pared in the first scenario and an improvement of approximately 31%,
on average, in the second one.

Keywords: Smart cities · Machine learning · Traffic flow prediction ·
Intelligent Transportation Systems · Smart Campus

1 Introduction

New concepts and solutions where smart objects and smart applications play
an important role have emerged in the last few years, such as smart cities [2].
c© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 633–648, 2019.
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The concept of intelligent cities addresses the use of intelligent technologies to
solve the challenges of urban practices such as socio-environmental, economic
and cultural activities. In this paper, we focus on traffic management, a seg-
ment of Intelligent Transportation Systems (ITS) [6,8,12] that tackles traffic
dimensioning and orientation.

ITS aim to better the use of urban space and time, enhancing also the people
quality of life by helping people to move around more easily, safely and econom-
ically, in a more environmentally friendly manner [5].

As part of these initiatives, accurate traffic prediction models are vital for
creating an autonomous and intelligent environment [8]. Although these models
are mostly used for whole cities, the concept can be also applied to other smaller
but complex environments, like an university campus [2,16].

The SmartCampus1 project is an effort to create a smart environment in an
university campus. To make this possible, many initiatives are being proposed to
promote the integration between existing campus’ services and the development
of new ones. A better comprehension of vehicle traffic in the campus, combined
with validating an accurate prediction model can provide information for future
applications and supporting decision making.

The university campus interconnects two key neighborhoods of our city and
allows free citizen and vehicle traffic through its entrances. Thus, traffic volume
is not limited to its students, professors and staff, but also by those who use
the campus as a place to practice leisure or exercising activities and those who
just pass by. The heterogeneous characteristics of the drivers and their behavior
profiles (academic, leisure or passerby) make the prediction task harder since the
traffic volume vary throughout the day. This variance is intrinsically linked to
the drivers’ profile and their schedules - e.g. beginning of academic activities and
morning commuters going to work. All data is captured by a security solution
recently acquired by the University that is presented in Sect. 3.

The main contribution of this work is a study on predictive techniques in
the context of traffic volume estimation, culminating in an application - Smart
Traffic -.

The secondary contributions derived from SmartTraffic are threefold: (i) a
comparison of the performance of two distinct approaches of traffic volume esti-
mation, adopting the best-performing one; (ii) evaluation of the performance of
two activation functions in the opted model and (iii) a review of these models’
parameters and their effect in the prediction accuracy. All these are done utiliz-
ing two distinct datasets, as discussed in Sect. 4. The evaluations are done using
real data traffic in two very distinct scenarios: (i) a free traffic flow scenario and
(ii) a complex scenario without large nor continuous traffic flow.

The rest of this paper is organized as follows. Initially, the relatedwork in Sect. 2
is discussed. Section 3 presents this work architectural proposal and describes its
workflow. Moreover, in Sect. 4, the experimental results are presented. Finally,
Sect. 5 summarizes the paper and outlines future research directions.

1 https://www.campusinteligente.ufjf.br/.

https://www.campusinteligente.ufjf.br/
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2 Related Work

In this section, ITS related papers will be discussed, focusing on traffic predic-
tion. For this reason, each one will be discussed separately and then a comparison
will be made between this works proposal and the ones in the literature.

The work [8], mentioned from now on by Huang et al., poses as one of
the state-of-the-art solutions for traffic flow prediction. The authors propose
a Deep Learning Architecture which is achieved by training a Deep Belief Net-
work (DBN) - that can be seen as a stack of Restricted Boltzmann Machines
(RBMs) -. The RBM is an unsupervised pattern learning Artificial Neural Net-
work (ANN) that learns through a greedy layerwise training. To fine tune the
model’s parameters, a supervised regression layer is added on top of the DBN.
Using the premise that traffic is a correlated network, the idea of multi-task
regression was exploited in the supervised learning process.

The authors implement different traffic flow forecast approaches and com-
pare to their own architecture, outperforming all the others. Despite utilizing
a sigmoid regression layer, the authors point the possibility of replacing it by
other regression algorithms such as Support Vector Regression (SVR).

In [13], the authors also applied a deep learning strategy and reinforced
the use of historical data to predict traffic flow. Its model is based on Stacked
Autoencoders (SAE): A deep neural network that aims to reproduce the input
layer into the output layer by adjusting the synapses weights. They train the
network in a greedy fashion. The unsupervised learning algorithm parameters
are then fine-tuned with a sigmoid regression layer.

The model presented in [7] propose the use of the Gated Recurrent Units
(GRU). That is a modification of the Long Short Term Memory (LSTM) neural
network, whose main characteristic is the storage of information. Thus, allowing
the consideration of previous entries when processing new data, enabling it to
work with time series.

While the LSTM has been used as a predictive model for traffic flow in pre-
vious works such as [15,18], GRU has not been used for this purpose until then.
These two models are evaluated, comparing the results with an AutoRegressive
Integrated Moving Average (ARIMA) model, concluding that both models out-
performed the ARIMA model, and that in 84% of the tests the model GRU
outperformed the LSTM.

It is valid to mention that the authors do not assess the scalability of the
proposed model and all tests are conducted utilizing a very small amount of
data (4 weeks). Since the work proposed in this paper aims to empower a smart
ecosystem, scalability is key, therefore this solution was not implemented and
evaluated.

The previously mentioned papers evaluate their architectures with free-
flowing highways, which is a less challenging task. Differently, [4] propose an
architecture composed by a spin-off implementation of a SVR, suited for online
applications called On-line SVR (Ol-SVR) [14]. The authors propose an archi-
tecture that works both in typical and atypical scenarios (e.g. vehicular crashes,
work zone, holidays, etc). They compare their approach with other solutions
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from the literature, showing that their proposal present a solid option for both
scenarios, even though it was outperformed in some cases.

All mentioned papers utilize the dataset PeMS - introduced in the Sect. 4.1 -
to evaluate their proposal. The first three utilize data collected on highways,
both recent and historical - i.e. traffic volume of past weeks on the same week-
day -, while the latter utilizes both typical and atypical traffic scenarios for
their evaluation, but only recent data is inputted in the prediction process. The
approaches found in the literature are summarized on Table 1 and compared to
the one presented in this paper.

Table 1. Related work comparison.

Work Architecture Historical Atypical traffic

[8] DBN + SVR X

[13] SAE + SR X

[7] GRU X

[14] Ol-SVR X

SmartTraffic MLP X X

3 Proposal

As anticipated in Sect. 1, the SmartCampus project is an effort to promote a more
intelligent and autonomous university campus. To achieve that, a series of smaller
initiatives are being proposed and implemented as services and applications that
will be available in an integrated API.

SmartTraffic is one of these initiatives’ pilot, whose main objective is to
provide live traffic volume estimation, serving as a support for future applications
- e.g. estimating parking spots availability - and supporting the administration
in the decision-making process, such as estimating traffic volume in a public
event on the campus.

The data source that made this initiative possible comes from the security
software, Sentry2. It is responsible for registering all vehicles license plates that
pass through its cameras. It is worth mentioning that, among other transforma-
tions, the plates are hashed to preserve anonymity. It’s important to reinforce
that the hardware and software used could be replaced by a non-professional
camera and open-source software - e.g. OpenCV Library.

Figure 1 synthesizes the proposal. The SmartCampus project provides encap-
sulated services as endpoints of an API and the workflow adopted in the imple-
mentation of SmartTraffic application is presented. Foremost, it exposes the
utilized predictor and then discuss the steps in this pipeline in the following
subsections.

2 https://www.sentry.com.br/.

https://www.sentry.com.br/
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Fig. 1. SmartCampus project global view and SmartTraffic’s pipeline.

3.1 Model Specification

Time series models are well-known problem solvers for traffic flow prediction.
From simpler and traditional models, as the ARIMA [19], to more complex and
non-linear [9], the time series approach is well-taken in the literature. Opposed
to that, another noteworthy line of research utilize data-driven algorithms such
as ANNs [11] or Local Weighted Learning [17] to solve traffic flow prediction
problems.

This work proposal, SmartTraffic, is composed of a triple-layered Multilayer
Perceptron (MLP) ANN. The usage of an MLP is justified based on the success
of forecasting cyclic scenarios as seen in the work of [3].

The MLP is an ANN where all neurons in a layer are connected to all other
neurons in adjacent layers. It contains an input layer, a number of hidden layers -
three in this particular architecture - and an output layer. Since the result is a
one dimension answer, the traffic flow forecast, the output layer contains only
one neuron. The model is described in Eq. 1.

f(t + 1) =
4∑

i=2

Wi · g(WT
i−1 · xi−1 + bi−1) + bi (1)

Where: Wi and Wi−1 is the set of weights of the ith and i−1th layer, respec-
tively. bi and bi−1 are the bias added to the i + 1th and ith layer, respectively.
Furthermore, g(x) is the activation function and, finally, xi−1 is the set of neu-
rons of the i − 1th layer.

The input layer fed to the network, defined in Eq. 2, are past observations,
i.e. the traffic volume. Moreover, since a cyclic pattern was observed - as seen
in Fig. 2 -, the model does not use only recent observations but also historic
observations, i.e. the traffic volume of the same weekday and time of day in
previous weeks. The use of historical data shows an improvement in results as
seen in the work of [1,8,13].

x1 ={#Vt, #Vt−1, ..., #Vt−P } ∪
{#Vt+1−(1 week), #Vt+1−(2 weeks), ..., #Vt+1−(Q weeks)}

(2)
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Where Vt is the traffic volume at the tth time stamp, P is the number of recent
observations taken into account and Q is the number of historical observations
considered.

Fig. 2. Traffic volume of every wednesday in the month of september of 2017 in our
university, where x-axis is the hours of a day and y-axis the car volume for four different
traces.

The network learns through backpropagation [20]. In this paper, two distinct
neuron activation functions are evaluated: logistic function (Logi), defined in
Eq. 3, and REctified Linear Unit (ReLU), defined in Eq. 4. Those were chosen
due to their popularity in the literature and their very different behaviour. The
solver for the weight optimization process of choice was the stochastic gradient
descent [10].

g(x) =
1

1 + e−x
(3) g(x) = max(0, x) (4)

In order to guarantee reproducibility and to compare this works proposal with
[8], the scikit-learn3 implementations of the MLP regressor, RBM and SVR was
chosen.

3.2 Data Cleaning and Pre-processing

During peaks in traffic, the software would register multiple entries for a single
vehicle since it would move slow enough for the system to trigger another snap-
shot. All observations of the same vehicle within a 1-minute range were removed
and only the first was maintained.

Some entries would not have a license plate linked to it. Since the provided
dataset only had raw data and no study of the vehicle detection software was
conducted, we could deal with this limitation in two different ways. It could be

3 http://scikit-learn.org/.

http://scikit-learn.org/
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a fault in the image processing algorithm but it was indeed a vehicle and should
be kept as a valid information or it was a capture of something other than a
vehicle - e.g. bike or pedestrian - and should be removed. The latter was the
chosen option.

The time of day is crucial in the evaluation process. It was observed that
between 20:00 and 07:00 - as seen in Fig. 2 - the volume of cars was much lower
than the rest of the day. For this reason, the dataset was split in two and two
predictors were trained, one for each time period. Since traffic is practically non-
existent between 20:00 and 07:00 and both predictors’ accuracy was very high
(�98%), only the evaluation of the dataset between 07:00 and 20:00 is shown in
this work.

Another partition in the data is relative to weekdays and weekends. The
traffic on weekends is mainly from people utilizing the campus as a leisure space
and a very different traffic behavior was observed. The same strategy was applied
here - splitting the datasets -. Due to space restrictions, we show the results of
weekday’s predictions only.

After splitting these sets, the traffic volume was aggregated in a time window
and normalized. The normalization is applied to both datasets whereas the others
processes are applied only to the university dataset.

3.3 Test/Train Split

For both scenarios a train-test split of 2/3 and 1/3, respectively, was con-
ducted. It is noteworthy that in Huang et al. [8] original paper, the authors
used 10 months of the dataset to train their model and only 2 months to test
it. Even though the test set represents 17% of the dataset size, the experiments
presented here utilize 33% to minimize overfitting effects and, therefore, there is
a marginal difference between the results obtained in this work and [8].

3.4 Test and Evaluation Results

Along with P and Q introduced in Sect. 3.1, the number of neurons N in the
hidden layer compose the parameters of the proposed architecture. The same
parameters are used by Huang et al. [8]. However, N represents the number of
components in the DBN’s stack.

Even though it is possible to fine tune these parameters utilizing optimization
approaches like a genetic algorithm or grid search, due to the large search spaces,
random search offered a better solution since its more computationally efficient.

After performing initial tests to evaluate the model performance with differ-
ent parameterizations, the following ranges were chosen: P ranging from 10 to
15 with a gap of 1, Q ranging from 0 to 5 and N ranging from 80 to 120 with
10 as a gap.

Even though there is no correlation between the number of neurons in the
hidden layers and the number of components in the RBM, after the initial tests,
the same range was positively evaluated for both parameters. Moreover, Huang
et al. [8] achieved their best results utilizing a similar number of components.
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Since the synapses weights’ initial values are directly related to the predic-
tion’s performance, the best option was to randomly attribute them. We utilized
cross-validation to assess our results. More precisely, we applied K-fold with
K = 3 and five repetitions.

4 Evaluation

In this section, the model previously presented is validated and compared with
the results presented in [8] in two distinct scenarios: initially, with the PeMS
benchmark dataset, in Sect. 4.1 and then, in Sect. 4.2, a scenario where traffic is
not continuous nor large.

It is valid to mention that this work focus on comparing the results with
Huang et al. [8] approach since it was the technique that obtained the best
results in the literature, considering the state-of-the-art review done during this
work.

Moreover, a parametrization analysis of both models is assessed in order to
further increase this monograph contribution for the PeMS scenario. The same
analysis for the University scenario is not shown due to the results’ similarity and,
therefore, lack of relevance. Since different activation functions are also being
evaluated, all parametrization analysis will be based on the results generated by
best performing function.

We evaluate the models’ performance in both scenarios using the Mean Abso-
lute Percentage Error (MAPE) metric. It is defined in Eq. 5.

MAPE =
1
n

n∑

t=1

∣∣∣∣
ŷt − yt

ŷt

∣∣∣∣ (5) R2 = 1 −
∑n

t=1(y(t) − ŷ1(t))2∑n
t=1(y(t) − ŷ2(t))2

(6)

For the second scenario, an adaptation of the Coefficient of Determination
metric was also used, denoted by R2, to assess the improvement of the Smart-
Traffic model over Huang et al. [8] proposals.

To do this, the area between the curves produced by the models’ prediction -
ŷ1(t) and ŷ2(t) - and the true function - y(t) - is compared. It is defined in Eq. 6.
The greater the value of R2, the greater the improvement of one model over the
other.

Finally, the performance the proposed model in both scenarios is evaluated
utilizing two different activation functions, as described in Sect. 3.1, comparing
the results obtained.

All tests were run in a machine which has the following configuration: Intel
Core i7-3770 CPU @ 3.40 GHz × 8 processor, 8 GB of RAM and on a 64-bit
Ubuntu 16.04 operational system. The programming language of choice was
Python 3.5.2.
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4.1 PeMS

Scenario Description. The PeMS4 is a well known benchmark dataset for
traffic-related problems. It consists of an open repository of data collected by
a network of sensors. Its sensors are spread across the state of California that
register traffic-related information such as vehicle volume in a highway.

In order to reproduce the test scenario from [8], a dataset with the same
characteristics used by them was extracted, i.e. 12 months from the fifty most
busy roads in the year of 2011.

Results. Initially, statistical analysis is conducted to assess the impact of each
variable in each models’ performance, i.e. a two-factor (NN or RBM) and (i) six
treatments for P (10, 11, 12, 13, 14, 15), (ii) Q (0, 1, 2, 3, 4, 5) and (iii) five
treatments N (80, 90, 100, 110, 120). All analysis were done with the aid of the
IBM SPSS tool5 and all tests were done using a significance level of 5%.

Since the experimental sample is over 30 elements (180 to be more precise),
a Kolmogorov-Smirnov (KS) normality test was conducted. Since neither of the
factors presented a normal distribution, a homoscedasticity test is not needed.

Next, the following hypothesis are formulated for each individual treatment
and a non-parametric Kruskal-Wallis (KW) test is conducted. This is the appro-
priate choice considering there are three or more treatments. The results of the
KW test are shown in Table 2.

– HP0: Increasing the parameter P value does not substantially influantiates
neither models’ prediction, i.e μP=10 = μP=11 = μP=12 = μP=13 = μP=14 =
μP=15

HP1: Increasing the parameter P value substantially influences both models’
prediction, i.e at least one of the equities does not hold

– HQ0: Increasing the parameter Q value does not substantially influantiates
neither models’ prediction, i.e μQ=0 = μQ=1 = μQ=2 = μQ=3 = μQ=4 =
μQ=5

HQ1: Increasing the parameter Q value substantially influences both models’
prediction, i.e at least one of the equities does not hold

– HN0: Increasing the parameter N value does not substantially influanti-
ates neither models’ prediction, i.e μN=80 = μN=90 = μN=100 = μN=110 =
μN=120

HN1: Increasing the parameter N value substantially influences both models’
prediction, i.e at least one of the equities does not hold

Given the test results in Table 2, the null hypothesis HP0 and HN0 are
accepted. In other words, at a confidence level of 95%, increasing the value of the
parameter P and N does not substantially influence neither models’ prediction.
Hence, the means for different values for P and N are statistically equivalents.
A graphical interpretation of this results can be seen in the boxplots in Figs. 3
and 4.
4 http://pems.dot.ca.gov.
5 https://www.ibm.com/analytics/spss-statistics-software.

http://pems.dot.ca.gov
https://www.ibm.com/analytics/spss-statistics-software
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Table 2. KW’s test results for each factor and treatment with a 5% significance level.

Huang et al. SmartTraffic

P p-value 0.203 0.818

Q p-value 0.000 0.000

N p-value 0.799 0.143

Fig. 3. Proposed model’s performance
in relation to the parameters P and N
for the PeMS dataset.

Fig. 4. Huang et al. [8]’s performance
in relation to the parameters P and N
for the PeMS dataset.

Moreover, the alternative hypothesis HQ1 is accepted. That is, at a confidence
level of 95%, increasing the value of the parameter Q substantially influences
both models’ prediction. Therefore, at least one of the equities does not hold.
To assess which, a pairwise test using the non-parametric Mann-Whitney (MW)
test is performed. This is summarized in Table 3. The numbers above the main
diagonal represent the p-value for the pair utilizing Huang et al. [8] means while
the numbers below represent the SmartTraffic approach.

Besides two particular cases (NN Q = 1, Q = 4 and Q = 2 and Q = 5),
the alternate hypothesis holds true in the pairwise comparison, i.e. increasing
the parameter Q - use of historical data -, significantly changes the prediction
process since means for different values for Q are statistically distinct.

Table 3. Pairwise MW test for variable Q.

Q value 0 1 2 3 4 5

0 .000 .000 .000 .000 .000

1 .000 .000 .000 .000 .000

2 .000 .000 .000 .000 .000

3 .000 .002 .000 .019 .000

4 .000 .790 .001 .009 .005

5 .000 .007 .095 .000 .028
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Considering the test results and statistical analysis, there is strong evidence
that the usage of historical data strongly influences the prediction process in a
positive manner as observed in both Boxplots Figs. 5 and 6.

The usage of historical data, i.e. Q > 0, improves both models’ performances,
ratifying the evidences pointed by [1,8,13]. The model proposed by Huang et al.
[8] shows, on average, a steady improvement the more historical data it uses. As
for the model proposed in this monograph, the usage of historical data is crucial
in the prediction process, but it does not seem to take as much advantage of
it as the previously mentioned models does. All these considerations are drawn
from Figs. 5 and 6.

Fig. 5. Proposed model’s performance
in relation to the parameter Q for the
PeMS dataset.

Fig. 6. Huang et al. [8]’s performance
in relation to the parameter Q for the
PeMS dataset.

The MAPE metric evaluation, presented in Fig. 7, shows that the SmartTraf-
fic consistently outperforms Huang et al.’s approach. This can be verified by the
best performing model, which had the following configuration: P = 11, Q = 3,
N = 120 and it scored a 5.00% average MAPE and its best performance resulted
in a MAPE of 4.68%. A plot of said model is shown in Fig. 8.

In comparison, the Huang et al. approach obtained an average MAPE of
14.68% and its best performance resulted in a 9.93% MAPE. Even though there
are implementation and parametrization differences, the results obtained on the
same dataset are comparable by, approximately, 1% for the best model.

The superiority of the ReLU (Eq. 4) over the Logistic function (Eq. 3) is
incontestable for this scenario, since it outperforms the latter in every test run,
as seen in Fig. 7.
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Fig. 7. All configuration evaluations
for both models on the left chart. The
chart on the right averages each 10 clos-
est points for a cleaner visualization.

Fig. 8. Prediction curve of the Smart-
Traffic. The black line represents the
true value and the red one the model’s
forecast.

4.2 SmartTraffic Project

Scenario Description. As stated throughout the paper, this specific university
campus represents a peculiar scenario. Its traffic does not reflect most benchmark
datasets found in the literature, such as PeMS. For that reason, an investigation
is needed to assess the quality of prediction models in this particular case.

An overview image of the university’s campus is presented in Fig. 9. There are
three capture points, the northern and southern gate, represented by the numbers
1 and 2, respectively, and one in the road that leads to another major nucleus in
the university campus, represented by the number 3. The traffic direction in the
highlighted ring is one-way and flows counter-clockwise and the only entrances
and exits are the cited gates. From now on the capture points will be referred
by their numbers on the map.

Due to hardware problems, 2 was nonoperative during a considerable period
of time that overlaps with the data this project had access to. Thus, these were
discarded and all tests were performed using data from points 1 and 3.

The data captured was processed to fit the project needs and it correlates
timestamps to how many vehicles passed through at that time. Even though this
is a configurable parameter in the service, in the conducted experiments those
values were grouped in chunks of 5 min, since it is the most used time window
by related works.

Even though it is a major converging point for traffic in the city, the traffic
volume is not big nor stable during the day. The raw dataset contains 249,142
entries, but it has many gaps between timestamps, mainly between midnight
and 6am, where traffic usually is inexistent.
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Fig. 9. Data collection points.

Results. Regarding the data, due to zeros computed, a smoothing utilizing the
additive, i.e. add-1 estimation, also called Laplace smoothing, was performed. It
is described in Eq. 7, where, k equals 1, c(wi) represents how many times the
i − est element of the array appears on the data and V is the size of the set.

PAdd−k(ωi|ωi − 1) =
c(ωi−1, ωi) + k

c(ωi−1) + kV
(7)

After, a symmetric behavior is performed when forecasting, utilizing P =
5-minute recent time frames to forecast the aggregate traffic in the next 5 min.

SmartTraffic outperforms Huang et al. by a satisfactory margin as seen in
Fig. 10, even though the results were not as good as the free-flowing scenario.

The proposed application obtained an average MAPE of 14.22% and the
best performance was 13.36% in its best model configuration, which was: P =
11, Q = 5 and N = 110. Huang’s approach obtained its best performance for
the following configuration: P = 13, Q = 5 and N = 100, scoring an average
MAPE of 18.74% and a best performance of 18.47%.

For all tests ran, the R2 metric was computed with models that had the same
parameter configuration, comparing both their performances’. A boxplot of this
metric is plotted in Fig. 11, which reinforces the proposed model superiority over
the state-of-the-art, specially with the ReLU (Eq. 4) activation function.

The distribution for all evaluations shows that, on average, SmartTraffic is
approximately 31% better than Huang et al., considering the same parameter
configuration. It is also possible to see that 50% of these evaluations are between
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Fig. 10. All configuration evaluations for both models with a 5-minute time window
on the left chart. The chart on the right averages each 10 closest points for a cleaner
visualization.

Fig. 11. R2 metric boxplot for the uni-
versity dataset over all runs with mod-
els that had the same parameter con-
figuration.

Fig. 12. Prediction curve for Smart-
Traffic. The black line represents the
real value and the red one the model’s
forecast.

28% and 34%, i.e. half of all SmartTraffic tests are better in this percentage
range. Finally, it is possible to see that 25% of these values are between 35%
and 40%.

This analysis reinforces the superiority of the ReLU (Eq. 4) over the logistic
(Eq. 3) activation function, specially because the second quartile of the results
achieved by the ReLU network begins after the third quartile of the logistic one’s
ends.

However, the major performance difference between the scenarios is due to
the traffic volume. The traffic volume perceived in the PeMS dataset are in the
order of hundreds of thousands, when in our scenario it doesn’t sum up to more
than a few dozen cars during peak hours in a five minutes time window. Even
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though it is attenuated by the normalization process, it is more penalizing than
when dealing with large numbers.

On top of that, at both entrances, there are several traffic-controlling tools:
roundabout, traffic lights, bumpers and narrower lanes. Because of that, the
traffic doesn’t flow continuously in the capture points, making the observations
a non-stationary time series with high peaks and low valleys as seen in Fig. 12.
Thus, we hypothesize that this is the main reason behind the drop in precision
when compared to the other scenario.

5 Conclusion

This paper presented the SmartTraffic, one of the pilot initiatives of the Smart-
Campus project, an effort to support traffic-related applications in order to cre-
ate a more intelligent and autonomous campus. Moreover, it presents an exten-
sive evaluation of different state-of-the-art solutions using real data traffic in two
very distinct scenarios: (i) a free traffic flow scenario and (ii) a complex scenario
without large nor continuous traffic flow.

Also, the results of the statistical analysis conducted ratified the evidences
pointed by [1,8,13] that the usage of historical data helps the prediction accuracy,
guiding future efforts. Finally, a comparison between two activation functions is
done.

As for future work, the experiments will be re-run enabling more points of
data collection. Another possible investigation is the effect of splitting the raw
data into even more datasets with more similar characteristics, e.g. months, since
a significant improvement was observed when splitting the data in day/night
cycles. Finally, conducting a study to cluster users with similar profiles would
enlighten the visualization of the relationship between user profiles and traffic
flow, allowing the prediction of traffic based on users’ profile.
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Abstract. The study proposes and tests a technique for automated
emotion recognition through mouth detection via Convolutional Neural
Networks (CNN), meant to be applied for supporting people with health
disorders with communication skills issues (e.g. muscle wasting, stroke,
autism, or, more simply, pain) in order to recognize emotions and gen-
erate real-time feedback, or data feeding supporting systems. The soft-
ware system starts the computation identifying if a face is present on the
acquired image, then it looks for the mouth location and extracts the cor-
responding features. Both tasks are carried out using Haar Feature-based
Classifiers, which guarantee fast execution and promising performance. If
our previous works focused on visual micro-expressions for personalized
training on a single user, this strategy aims to train the system also on
generalized faces data sets.

1 Introduction

In this work, we present a system for mouth-based visual emotion recognition.
Our purpose is to lay the basis for a health-care system for people who suffer
from severe disease, e.g., strokes, or conditions such as autism, who may ben-
efit from automated support of emotion recognition. Such systems can detect
basic emotions from smartphone or computer camera devices, to produce feed-
back, either text, audio or visual for other humans, or a digital output to sup-
port other connected services. Connecting such an architecture to appropriate
services could help users to convey their or others’ emotions more effectively,
providing augmented emotional stimuli, e.g., in case of users affected from a
pathology which involve social relationship abilities, or when users experiment
difficulties in recognizing emotions expressed by others. The system could also
call a human assistant, e.g., for hospitalized patients feeling intense pain. In this
paper, we focus on the mouth expression in correctly determining the emotion
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expressed by a subject. A crucial step is the selection of a reference model which
classifies emotions, e.g., Ekman, [54] Plutchik, and Lovheim [15]. We selected a
basic subset of the Ekmann emotions: Joy and Disgust, together with the Neu-
tral condition (i.e., no emotion expressed). Joy is among the simplest emotions
to recognize through face expression, thus an ideal candidate for results compar-
isons concerning the state-of-the-art. Disgust, instead, is present in much fewer
instances in available data sets, because it is more difficult to stimulate, and it is
a less ideal but more interesting example of computation. We include the neutral
state as a control state for recognition results on both emotions.

2 Problem Description and Proposed Solution

Our study exploits the high precision of CNN processing to process mouth images
to recognize emotional states. On one hand, we expect the system’s capability
to exploit best on the single user with personalized training; on the other hand,
in this work we also test the technique on generic faces data sets, in order to
find solutions to the following research questions:

– With which precision it is possible to recognize facial emotions solely from the
mouth?

– Is the proposed technique capable of recognizing emotions if trained on a gen-
eralized set of facial images?

In a user-centered implementation, the user trains the network on her/his facial
expressions and the software supports personalized emotional feedback for each
particular user: personal traits, such as scars or flaws, or individual variations
in emotional feeling and expression, help the training to precise recognition.
Then, we train the software also to recognize different users. In order to obtain
optimized results, the ambient light setting needs a proper setup:

– Robustness: The algorithm must be able to operate even in the presence of
low-quality data (e.g., low resolution, bad light conditions);

– Scalability: The user position should not be necessarily fixed in front of the
camera, in order to avoid constraining the person. Therefore, the software
should be able to recognize the user despite her/his position.

– Luminosity: an important problem is precisely that of the variation of light.
In computer vision ([1]), the variation of the lens involves an alteration of the
information ([41]. No complete control of the detected information is achieved:
the system will be able to withstand variations in brightness without compro-
mising the original information.

The proposed solution has been implemented in C++ and OpenCV graphics
libraries; hence, it is compatible with all operating systems, with high reliability
and constant support from the community.



An Approach for Improving Automatic Mouth Emotion Recognition 651

3 State of the Art

Deep Learning and Image Classification

The recent scientific focus on Deep Learning towards the end of the XX cen-
tury has contributed to the rebirth of significant interest in neural networks.
The real impact of Deep Learning began in the context of speech recognition
around the year 2010, when two Microsoft Research employees, Lil Deng and
Geoenix Hinton, realized that using large amounts of data for training a deep
neural network resulted in lowering error rates far below the state of the art
[20]. Discoveries in the field of hardware have certainly contributed to the rise
of interest in Deep Learning. In particular, the ever-powerful GPUs seem to be
able to perform the countless mathematical calculations of matrices and vectors
in Deep Learning [11–13]. Actual GPUs allow reducing workout times from the
weeks to a day. Recently, deep learning has been used for several types of research
aiming at the classification of images and learning, trying to solve the limitations
of machine learning, which reside in overfitting and domain dependence, with
image adaptation, kernel randomization [14] and transfer learning [21]. Com-
mitment has been dedicated by researchers to exploit domain dependence as a
feature, where personalized classification can quickly exploit a particular user or
entity, especially for smart-home systems [35] and microblog sentiment tagging
[37]. Alternative approaches consider evolutionary algorithms, [27,58,59] ran-
dom walks on semantic networks of images [25,26,60] and max-product neural
networks.

History and Description of Neural Networks

Convolutional Neural Networks are among the most used methods for affec-
tive image classification [2,22] thanks to their flexibility for transfer learning,
and easy tools available on the Web [34]. An artificial Neural Network (NN),
composed of artificial neurons 1, or nodes, can be used for solving artificial intel-
ligence (AI) problems. NNs are biologically inspired, where a neural network is a
network or circuit of neurons in the brain. The connections of the biological neu-
ron are modeled as weights: a positive weight reflects an excitatory connection,
while negative values mean inhibitory connections. In 1983 Geoff Hinton, now an
emeritus professor at University of Toronto, co-invented Boltzmann machines,
[45] one of the first types of neural networks to use statistical probabilities, then
updating the strength of the connections within a neural network with back-
propagation. [46] In the late-1970s and early-1980s, Hinton began working with
neural networks when they were deeply unfashionable, because most computer
scientists believed the technique was a dead end, while a better approach to
Artificial Intelligence (AI) could be to explicitly encode human expertise in rules
sets. Today we know that deep neural networks using backpropagation under-
pin most advances in AI, from Facebook friends automatic tagging, to the voice
recognition capabilities of Amazon Alexa and Google Home, to its translation
capability from previously difficult languages, such as Mandarin. LeCun, then,
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Fig. 1. A simple example of a 3-input perceptron

was a post-doc with Hinton’s supervision, developing Convolutional Neural Net-
works as an improvement of the work on backpropagation. Bengio, who worked
with LeCun on computer vision at Bell Labs, applied neural networks to natu-
ral language processing, leading to enormous advances in computer translation.
Recently, he also built a model to allow neural networks to create novel and
realistic images. In March 2019, Hinton, LeCun and Bengio received together
the Turing Award, considered the Nobel prize for computing, for their advances
in Artificial Intelligence with Deep Learning. [47] As we can see in Fig. 1, a sin-
gle perceptron (i.e., the NN atom) takes several binary inputs, x1, x2, . . . , xn

and produces a single binary output. Weights w1, w2, . . . , wn can be introduced
to express the importance of the respective inputs to the output. The neuron’s
output, 0 or 1, is determined whether the weighted sum

∑
j wjxj is less/greater

than a threshold parameter value of the network:

output =

{
0 if

∑
j wjxj

1 if
∑

j wjxj

(1)

By varying the weights and threshold, we can get different models of decision-
making, thus different devices device capable to make decisions by weighting up
evidence. A real NN will have several perceptrons in each column, and several
cascade columns, where each columns is called a layer. A several-layers NN of
perceptrons can engage sophisticated decision-making, adding variations to the
comparison to the threshold. Several types of layers can be adapted to different
calculation aims.

Convolutional Neural Networks

A Convolutional Neural Network (CNN) is a class of deep neural networks, most
commonly applied to analyzing visual content, with excellent results on image
recognition, segmentation, detection and retrieval. [10,44] The key enabling fac-
tors behind such relevant results were principally techniques to scale up the net-
works to millions of parameters, where labeled data sets are needed to support
the learning process. CNNs are able, under such conditions, to learn powerful
and interpretative image features. Convolutional layers apply an operation of
convolution to the input, which emulates the response of an individual neuron
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to visual stimuli, processes data only for its receptive field. A set of kernels
(i.e., learning parameters), with a small receptive field, extend through the full
depth of the input volume. A forward pass convolutes each filter across width
and height of the volume in input, calculating the dot product between the fil-
ter entries and the input, thus producing a 2-dimensional activation map. The
network results to learn filters activating when some specific type of feature is
detected in a particular position of the input. Although fully connected neural
networks can be used to learn features as well as classify data, a relevant amount
of neurons is necessary due to the large input sizes of images, where compres-
sion is not always a good idea because any pixel may be relevant. E.g., a fully
connected layer for an image of size 100 × 100 will have 10000 weights for each
neuron. The operation of convolution offers a great solution to the problem, so
tat the network can be deeper with fewer parameters. E.g., tiling regions of size
5 × 5, regardless of image size, having the same shared weights, require just 25
kernels. The problem of exploding gradients in traditional NNs with many layers
is solved using backpropagation. Convolutional networks may also include local
or global pooling layers, to reduce data dimension using a combination of the
outputs of neuron clusters obtaining one neuron in the following layer.

Fig. 2. A single CNN layer

Fig. 3. Left: A regular 3-layer Neural Network. Right: A Convolutional Network
arranges its neurons in three dimensions (width, height, depth). The input layer holds
the image.

The neurons in a layer will be connected to a small region of the previous
layer, as illustrated in Fig. 2, instead of all of the neurons, as happens in the fully-
connected layer, which connects all the neurons in one layer to every neuron in
another layer. A simple CNN is a sequence of layers, each of which transforms
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one volume of activations to another through a differentiable function. Typi-
cally, three types of layers are used: Convolutional Layer, Pooling Layer, and
Fully-Connected Layer, which are then stacked together to form a full CNN
architecture (see Fig. 3). In this way, CNN transforms the original image layer
by layer from the original pixel values to the final class scores. Note that some
layers contain parameters, and others do not. [43] In particular, the convolu-
tional and the fully-connected layers perform transformations as a function of
both the activations in the input volume, both the the weights and biases of
the neurons (i.e. the parameters). On the other hand, the pooling and RELU
layers, which apply an element-wise activation function, such as the max(0, x),
will implement a fixed function.

Artificial Intelligence Assisting Health Care

For computerized health care assisting, multidisciplinary studies in Artificial
Intelligence, Augmented Reality and Robotics stressed out the importance of
computer science for automatizing real-life tasks for assistive and learning
objects, [56] such as detecting words from labial movements (i.e. automated
lip detection) [29], Virtual reality for prosthetic training [24] or neural telere-
habilitation of patients with stroke [6], vocal interfaces for robotics applications
[30]. As an application of complex networks, it is possible to predict bacteria dif-
fusion patterns, [36,61] as well as epidemiology data [23], having a viral spread.
To be mentioned, huge advances are happening on medical image recognition
and multi-stage feature selection for classification of cancer data [32], and of
text corpora for medical or patient feedback in social networks. One of the most
promising advances of recent years for AI-assisted health care is the opportunity
to have light-implementation Mobile Apps, that can be quickly developed to be
used in a friendly manner [5], to assist and support disabled users for commu-
nication and learning tasks. Such applications can be run directly on personal
smartphones or wearable devices, for health monitoring and prognosis [8] as
well as for interactive support for people with disabilities or conditions that can
influence communication and learning, such as autism spectrum disorders [7].
Using cloud services or networks in the Internet of Things (IoT), makes possible
both to connect such devices to high capability servers, both to collect data in a
distributed collaborative perspective [19], in order to feed big knowledge-bases,
and increase the capability of the single object, i.e. of its owner, as a member of
a vast interactive collective dynamic knowledge (i.e. a Big Data) network.

Affective Computing and Emotion Recognition

Multidisciplinary approaches recently stressed out the importance of recognizing
and extracting affective and mental states, in particular emotions, for commu-
nication, understanding, and supporting humans in any task with automated
detectors and artificial assistants having machine emotional intelligence [3]. In
real-life problems, individuals transform overwhelming amounts of heterogeneous
data in a manageable and personalized subset of classified items. The process of



An Approach for Improving Automatic Mouth Emotion Recognition 655

recognition of moods and sentiments is mostly complex. Recent research under-
lines that primary emotional states such as happiness, sadness, anger, disgust, or
neutral state [38] can be recognized based on text, [31] physiological clues such
as heart rate, skin conductance and face expression, differently from sentiment,
moods and affect, which are more complex states and can be better managed
with a multidimensional approach [15,39]. Since Rosalind Picard defined the
challenges for Affective Computing in 2003 [4], numerous advances have been
made in the task of emotion recognition, such as defining collective influence of
emotions expressed online [9], stating that emotional expressiveness is the crucial
fuel that sustains communities; studying cultural aspects of emotions in art [16]
and its variations; create emotionally engaging experiences in games [33], where
affective changes are crucial to the conscious experience of the world around
us. Some of the more ethical and critical challenges defined by Rosalind Picard,
however, remain open. For example, many of the modalities for emotion recog-
nition (e.g., blood chemistry, brain activity, neurotransmitters) are not readily
available, commercial tools are limited [18], data sets for training are not general
[17] and people’s emotion is so idiosyncratic and variable, that there is difficult
to recognize an individual’s emotional states from available data [4]. Moreover,
the challenge to use Affective Computing to help people, e.g., with self-aid tools
is not widely faced in research, preferring applications to marketing [55].

4 The Proposed Emotion Recognition Engine

We based our Emotion Recognition Engine on popular open-source libraries: the
image processing features are provided by OpenCV [48], version 3.1.0. First, the
software recognizes the presence of a face in the image; when a face is found,
the algorithm looks for the mouth location and extracts the corresponding sub-
frame. [28] Both tasks are carried out using Haar Feature-based Classifiers [49],
which guarantee fast execution and promising performance. A face detection
pre-trained classifier is integrated into OpenCV; the mouth classifier, instead,
is the one used in [50]. During the training phase, samples of the subject are
captured from the camera at regular intervals (or fed from disk) and used to
produce a set of mouth snapshots. Such snapshots will form, after shuffling, the
training, validation, and test set, with the first two used to train the networks
with the Deep Learning framework Caffe [34]. The remaining images are sub-
sequently used to test the performances of the networks. The system has been
designed to perform both offline and online recognition, i.e. recognize emotions
from a series of pre-stored images or directly from a video feed.

4.1 The Structure of the EmEx2 CNN

In order to have a direct approach to the world of conundrum neural networks,
the EmEx [42] approach, which we used in part of our tests, focuses on detecting
user-centered emotions from the mouth. Network layers are set up to extract
the specific information of the image data, accurately setting the parameters to
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have a valid recognition. In our CNN, training data are labeled with emotions,
and the results of the layer computation are evaluated in terms of accuracy
and loss. The neural network architecture is based on the popular LeNet-5,
[62], consisting of several layers connected. The main level is for the data set
and the corresponding tags. The second layer is the convoluted layer, where the
convolution operations are performed on the input images, extracting features
about each frame in each class. Then, a pooling layer is used to reduce the
parameter magnitude, reducing in width and height, the volume of previously
created data, with a time gain in computation. For scaling, a max function of a
variable set is used. Different convolutional and pooling layers follow. An inner
product layer innerProduct groups the information in a single numeric value,
to be processed again in the following phases. The system is now capable of
returning a vector representation of neurons, and it will no longer be possible
to apply unambiguous layers. Another layer of innerProduct is then applied to
put the layers in sequence. Thus, the last one will have an output parameter
that equal to the number of classes needed for the classification. The K final
values will be the parameters of a probability function that allows the final
classification. In the training phase, the network ends with an Accuracy layer
for network accuracy calculation, and with a Loss layer for the calculation of the
error function needed for a correct and useful training phase. In the classification
phase, instead, a SoftMax layer is the final layer to classify new images, which
are not included in the data set (i.e., the test set images in our experiments).
This layer calculates the likelihood of the most appropriate class in the grading
phase, and therefore, its output represents the final solution.

4.2 The Structure of the AlexNet CNN

AlexNet [10], the second network that we used in our experiments, is a network
presented as a winner of the 2012 ImageNet Large-Scale Visual Recognition
Challenge (ILSVRC), on the ImageNet [52] data set, which includes ≈1.2 mil-
lion pictures representing 1000 different objects in over 22000 categories. [53]
Feed-forward networks could offer the power needed for such a huge data set,
requiring much preprocessing work. Using still modern techniques, such as data
augmentation and dropout, AlexaNet exploited the benefits of CNN and backed
them up with record-breaking performance in the competition. The AlexaNet
CNN is used in several applications; it consists of five convolutional layers, fol-
lowed by three fully connected layers. Also, three max-pooling layers are inserted
after, respectively, the first, second, and fifth convolutional layer, while the first
two fully-connected layers are followed by a dropout layer, to avoid overfitting.

5 Image Collection and Training Phase

The first data set is a generalized faces data set, including faces from different
ethnicity, gender, age: the 10k US Adult Faces database [57] from the Maryland
Laboratory of Brain and Cognition of the USA National Institute of Mental
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Health, which includes 637 faces images labeled with Neutral state and 1511
with Joy emotion.

For the experiments regarding a single user, we collected images for Joy,
Disgust, and Neutral. During the training phase, the subject was presented with a
list of videos and pictures, selected to elicit a particular emotion in the audience.
In particular, a set of 62 short videos was used to elicit Joy, whereas 140 images
were selected for Disgust. The participants were asked to sit, one by one, and
watch the videos/images, while their reactions were recorded by the camera.
Later, samples were extracted from the sections of the videos, which showed
an evident reaction to the stimuli, at a rate of three frames per second. For
the Neutral state, the test subject’s expression was recorded watching relaxing
images, where no particular emotion was elicited. As a basic rule, we decided
that no media could be watched more than once, as the reaction would not be
spontaneous anymore in case of multiple views. The collected samples were then
shuffled, to equitably distribute frames belonging to the same sequences between
training set, validation set, and test set.

6 Experiments Design and Results

Three experiments were performed for this work, using the previously described
two networks, i.e., AlexNet and Emex. In the first experiment, the networks
were trained and tested on the data set composed of samples that we collected
from our test subjects; in the second experiment, the same test was repeated
on the 10k US Adult Faces database. Finally, a cross-domain experiment was
conducted, testing the networks trained on 10k US Adult Faces database sample
to recognize emotions in our single-users data sets.

6.1 Single-User Test

The first test was conducted on the samples collected from each test subjects,
in order to see how the networks perform training and testing on the same user
in different conditions, e.g., before and after a degenerative pathology, which
may prevent the patient from expressing his own emotions and related needs in
words. Results, shown in Table 1, show that both networks easily overfit. During
the training phase, a perfect accuracy (i.e., 1) was achieved after a few iterations:
50 for the EmEx network, and 150 for the Alexnet network. Further iterations
were not necessary, because both networks showed a constant behavior, correctly
classifying all the test images. The different training time to obtain the best
performances is due to the much higher complexity of the AlexNet network with
respect to EmEx, [40,42] in terms of the number of parameters to be optimized.
AlexNet was originally designed for a much more complex problem, as stated in
Sect. 4.2, i.e., the identification of objects belonging to an extremely high number
of classes. It is worth noticing that, although our task was quicker to tackle, inter-
class differences may be less evident for our task than for the original ImageNet
data. Therefore, our problem is more difficult to solve. Furthermore, the number
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of training samples used in our experiment was purposefully small, to assess
performances in a context where high computing capabilities and data sets are
not available, e.g., where the user can train emotional expressions on a mobile
environment or a common desktop/laptop, with a relatively small number of
images. Moreover, if such images are shot through a video, they will have less
intra-dataset differences.

Table 1. Results of tests using both test networks on the single-user data set

Network Training Accuracy Micro-Averaged F1
steps

AlexNet 50 0.5437 0.5437

AlexNet 100 0.5340 0.5340

AlexNet 150 1 1

AlexNet 200 0.6484 0.6484

EmEx 50 1 1

EmEx 100 1 1

EmEx 150 1 1

EmEx 200 1 1

6.2 Multiple-Users Test

The second test was performed on the 10k US Adult Faces database [57], includ-
ing multiple-users images. This test includes only Joy and Neutral, due to the
lack of enough training samples for Disgust. For both classes, 444 samples were
included in the training set, for a total of 888 images, while the validation test
set comprised 56 images per class. All the images that were left out, i.e., 814 for
joy and 56 for neutral, were used to calculate the metrics. The settings used for
the network training, which differ from the original ones, are:

– Train batch size: 10
– Test batch size: 16
– Test iterations: 7
– Test interval: 50
– Maximum number of iterations: 1000
– Random state seed: 1234

The ADAM [51] optimizer was used on both networks. AlexNet achieved a max-
imum training accuracy of ≈0.84 after 400 iterations, while EmEx peaked at
a higher ≈0.91 score after 800 iterations. However, as shown in the results,
AlexNet holds a better generalization ability, thanks to its complexity, achieving
both higher accuracy and F1 scores with respect to the EmEx network. Complete
results are reported in Table 2 and Fig. 4.
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Table 2. Results of tests using the two networks on the 10k US Adult Faces database
images. Best figures for AlexNet in bold; for EmEx in italic bold

AlexNet EmEx

Steps Accuracy F1 Accuracy F1

100 0.0644 0.0000 0.8264 0.8993

200 0.0644 0.0000 0.8161 0.8922

300 0.8713 0.9272 0.7621 0.8549

400 0.8506 0.9140 0.7816 0.8684

500 0.8172 0.8923 0.7575 0.8517

600 0.8897 0.9385 0.7540 0.8491

700 0.8966 0.9426 0.8276 0.8992

800 0.7770 0.8651 0.8517 0.9145

900 0.8207 0.8949 0.8115 0.8886

1000 0.6931 0.8044 0.7701 0.8603

Fig. 4. Recognition performance of the two networks on the test samples

6.3 Cross Test

Both the AlexNet and EmEx networks trained on the 10k US Adult Faces
database were tested on the data set created for the Single-user test in Sect. 6.1;
results are reported in Table 3. Interestingly, the EmEx network performed con-
sistingly better than AlexNet, showing a better generalization capability in a
completely different environment from the one it was trained for, e.g., with
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Table 3. Results of tests using the two networks trained on the 10k US Adult Faces
database on the Single-user data set. Best figures for AlexNet in bold, for EmEx in
italic bold

AlexNet EmEx

Steps Accuracy F1 Accuracy F1

100 0.5054 0 0.6344 0.6793

200 0.7098 0.5846 0.4301 0.4647

300 0.6237 0.3860 0.8065 0.7568

400 0.6990 0.5625 0.8602 0.8354

500 0.5484 0.2500 0.8925 0.8781

600 0.6667 0.4918 0.8495 0.8205

700 0.6667 0.4918 0.8280 0.7895

800 0.6129 0.3571 0.8172 0.7733

900 0.7204 0.6061 0.8172 0.7733

1000 0.5699 0.2308 0.8172 0.7733

respect to light, user position, and image quality. This is probably due to the
ability of AlexNet to better adapt to the peculiar characteristics of the data set
it is trained on, thanks to its complexity, but having problems in a fairly different
settings when no samples are given.

7 Conclusions and Future Work

In this work, we described a framework for Emotion Recognition from mouth
expressions. Experiments, conducted on both single-user and generalized faces
data sets, show good recognition performances of the framework, which can
correctly identify the chosen emotions, using limited computational resources
and doing it both online and offline. Results show that mouth expressions play
an essential role in defining the emotion conveyed by the subject, and can be
exploited with low computational power and complexity of systems. Both the
tested networks achieved high recognition performances, with the AlexNet net-
work better adapting to the single data set, and a seemingly better ability of the
EmEx network to generalize the domain. Future works will investigate the abil-
ity of the framework in recognizing more emotions, and include the publication
of our single-users image collection.
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Abstract. Emerging applications such as Deep Learning are often data-
driven, thus traditional approaches based on auto-tuners are not per-
formance effective across the wide range of inputs used in practice. In
the present paper, we start an investigation of predictive models based
on machine learning techniques in order to optimize Convolution Neu-
ral Networks (CNNs). As a use-case, we focus on the ARM Compute
Library which provides three different implementations of the convolu-
tion operator at different numeric precision. Starting from a collation
of benchmarks, we build and validate models learned by Decision Tree
and naive Bayesian classifier. Preliminary experiments on Midgard-based
ARM Mali GPU show that our predictive model outperforms all the con-
volution operators manually selected by the library.

1 Introduction

With the advent of big-data and data-driven applications such as deep learning,
convolutional neural network for image classification and graph analytics among
the others, the traditional library design looses performance portability mainly
due to the unpredictable size and structure of the data. Specific algorithms and
implementations are mostly designed by taking into account specific character-
istics of the input or the targeting architecture. Autotuners partially mitigate
this problem by adapting the implementation to the underline architecture, for
example by selecting the best Local Work Size on OpenCL compliant GPUs
[14]. Vendors libraries (e.g., Nvidia CuBLAS) still apply manual heuristics in
order to select at runtime highly-optimized code for specific inputs. Convolu-
tion, the most crucial and computationally expensive part of both the training
and inference step in CNNs, represents a notable example where it is quite hard
to determine the best implementation for a given input [11]. The choice among
direct, Image-to-column, FFT-based or Winograd-based algorithms may vary
even in the same CNN, since different layers requires convolution operators to
act on different input sizes.
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The aim of this work is to study a model-driven approach in order to improve
the performance of the ARM Compute library by predicting the best convolution
methods for a given convolution layers. Therefore, the model must be able to
discriminate the architecture, numerical precision and input size.

The contributions of this preliminary work is twofold:

– we describe a methodology to generate the dataset used to build a predictive
model.

– we evaluate a machine-learning based model on a convolutional neural net-
works on ARM GPUs

The rest of paper is organized as follows. Section 2 provides a brief description of
related works. The background is given in Sect. 3. The main contribution of the
work is reported on Sect. 4 (Methodology) and Sect. 5 (Experiments). Section 6
concludes the paper by underlining the lesson learned and the possibilities for
future works.

2 Related Work

The size of the input matrices and kernels has been carefully analyzed as a func-
tion of different systems (server CPU, server GPU, mobile phone) by M. Cho
and D. Brand in [2]. The authors carried out a systematic comparison between
the main convolution methods (Winograd, image to column and Generic Matrix
Multiplication and Fast Fourier Transform). The effects of multiple input chan-
nels have been studied by A. Vasudevan et al. in [20], who carried out a system-
atic analysis of the performances of the Image to Column and GEMM method
varying the input channels and kernel sizes (e.g: 3× 3 and 5× 5), benchmarking
the performances on various architectures (Intel Core i5-4570 and ARM Cortex-
A57) on different neural networks (VGG-16, GoogleNet, AlexNet). The effects
on performances of varying the accuracy has been studied by Vella et al. [12].
As reported, a reduction of the accuracy by 7% increases three times the per-
formances on a Firefly board. Input aware techniques [6] are recently used to
address the problem of performance portability on different applications [4,10].
Other seminal works successfully investigated predictive models for the perfor-
mance modeling [17] for accelerating linear algebra routines [3] or improving the
scheduling of processes on hybrid systems [19]. Their results inspired us to adopt
a Machine Learning approach to find optimal implementations of the convolution
operation and provided several insights for our experimental setup.

3 Background

Convolutional Neural Networks (CNNs) are a class of deep, feed-forward artifi-
cial neural networks that are often used to recognize objects in images. CNNs
are composed by a set of layers linked by consecutive convolution operations.
In image classification tasks, each layer is organized as a multi-channel, two-
dimensional collections of neurons. Layers, along with the convolution operators
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acting on them, are characterized by several parameters such as width, height,
depth, filter dimension, pad and stride. The last layer (output layer) is reduced
to a single vector of probability scores, so that a CNN transforms the original
pixel values of an input image to the final class scores. The shape of such lay-
ers is usually fixed beforehand, while the kernel coefficient of their convolution
operators are tuned through training.

Convolution. A great number of standard signal-processing operations are
described by linear and time invariant operators. Their action on a function f
can be implemented through convolution with a filter (or kernel) k, indicated
with the ∗ operator and defined as:

(f ∗ k)(t) =
∫

f(τ)k(t − τ)dτ (1)

Often, convolution is applied to discrete, finite signals, such as digital images.
For computing a convolution in the notable case of 2-dimensional, single channel
digital images, a variation of Eq. (1) is employed:

(f ∗ k)(x, y) =
M∑
i=0

N∑
j=0

f(i, j)k(x − i, y − j) (2)

Thus, convolution changes the value (color, transparency, etc.) of a pixel to
a weighted sum of all other pixels. These weights are the entries of the kernel
matrix k, translated so that its center lies on the target pixel. Usually, the kernel
matrix is null everywhere but a small region around its center, so that the value
of a point after a convolution depends only on its close neighbours. The size of
the non-zero part of the kernel may be arbitrary, but a 3×3 matrix if often used
in image processing applications.

Convolution is thus a general purpose filter effect for images. Varying the con-
volution kernel, we may obtain a variety of effects, such as enhancing the edges,
increasing the contrast, dilating or eroding the area occupied by the objects in
the picture, and so on.

Performing a “direct convolution” and computing directly Eq. (2) can be
unnecessarily costly, so other indirect methods are often preferred. The following
sections reports a brief overview of some of these methods.

Coppersmith Winograd. In 1969, Strassen developed a matrix multiplication
algorithm with complexity O(n2.81), outperforming the standard O(n3) algo-
rithm through the use of a number of intermediate products and additions. Sub-
sequently, in 1986, he developed the “laser method”, which further reduced the
complexity to O(n2.48). The following year, Coppersmith and Winograd devel-
oped a faster, now popular algorithm with complexity equal to O(n2.375477).
Although this algorithm comes with a lower asymptotic cost than its predeces-
sors, a large multiplicative constant in the omega notation makes it truly efficient
only when the matrices have particularly large dimensions. Since it is possible to
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recast Eq. (2) as a product of matrices, a Winograd-based convolution is possi-
ble, and actually very efficient and numerically stable, especially for small 3 × 3
kernels.

Fast Fourier Transform. Since Fourier functions are the eigenfunctions of
the convolution operator, convolution is easily performed in the Fourier domain
as a multiplication between the function and the kernel coefficients. The Fast
Fourier Transform (FFT) is a computationally fast way of obtaining the Fourier
coefficients of a signal. A convolution through FFT can be very efficient when it
involves large filters, since the cost of applying the filter in the Fourier domain
is small compared to that of transforming the two signals. Unfortunately, as
already noted, most modern applications use very small filters that can easily
run on highly parallel system, making FFT-based convolution less convenient.
Combined with an inherently weak numerical precision, this makes it hard for
the FFT procedure to compete with some other methods. For comparison, we
report here results extracted from the work of Andrew Lavin and Scott Gray on
the comparison between FFT-based and Winograd-based convolution methods.
In November 2015, they tested the two algorithms by running them on nVidia
Maxwell architecture, specifically using a Titan X graphics card.

Using 32 bit floating point and a 3 × 3 filter, Winograd performed better:
it achieved an error rate of 1.53 ∗ 10−5, against the 4.01 ∗ 10−5 of the FFT.
Interestingly, when using 16 bit floating point, the two techniques obtained the
same level of precision, but in both cases the Winograd speed performances were
better by a factor of 2.44.

Image to Column and GEMM. GEneral Matrix to Matrix Multiplication
(GEMM) indicates the standard low-level routine for performing matrix-matrix
multiplications. Its implementations are usually extremely optimized for speed
and can benefit from special floating point hardware. Since images and kernels
are represented in memory as five-dimensional arrays (colored RGB), it is nec-
essary to reshape them into 2D matrices in order to perform GEMM. To this
end, a color channel is first selected, and then the an Image to column procedure
is applied. Image-to-column rearranges discrete image blocks into columns, and
then dispose the concatenated columns in a new matrix. The order of the columns
in the new matrix is determined by traversing the original image in a column-
wise manner. This operation has the considerable disadvantage of increasing the
occupied memory, since the pixels of the image are replicated for the generation
of the new matrix. Once the matrix associated with the image is obtained, the
same procedure is applied to the kernel array, and a new matrix is then gener-
ated to be used for multiplication. Since GEMM is highly optimized, it can allow
better performance than direct convolution. As can be understood, the occupa-
tion of memory increases as a result of the generation of several new matrices:
with a n*n kernel matrix, for example, a column matrix which is k2 times larger
than the original image is generated.
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Yet, in most situations this consistent memory cost comes with a yet more
consistent speedup, so that the image to column and GEMM approach is
employed by a number of Deep Neural Network (DNN) frameworks that tar-
get GPUs such as Caffe, Theano and Torch.

3.1 Supervised Classifiers

In the present work we evaluate two of the simplest supervised machine learn-
ing methods used for classification and regression, the Decision Tree (DT) [13],
and naive Bayesian classifier (nBC) [16]. These straightforward, white-box mod-
els greatly simplify this preliminary study and allow us to concentrate on the
feasibility of the proposed task.

In the future, we plan to investigate the relation between the characteristics
of the input and the parallel implementation of convolution operator provided
by the ARM Compute Library through the use of more sophisticated classifiers.

Decision Tree. A decision tree is an abstract structure similar to a flow chart
graph. In such a tree, nodes identifies decision points, or tests, whit arcs rep-
resenting outcomes of such test. When the task is classification, leafs are inter-
preted as class labels, so that traversing the tree from the root to a leaf deter-
mines a solution of the decision problem. When creating a decision tree for a
particular classification problem, one aims to minimize the overall depth while
maximizing accuracy, so that the average classification instance is solved travers-
ing the smallest possible number of decision nodes. We employed standard ML
tools like pruning and used metrics such as the Gini index to reduce complexity
and limit overfitting in our DTs.

Naive Bayesian Classifier. A Bayesian network is described by a direct acyclic
graph, with nodes representing random variables and arcs representing depen-
dencies. Linked nodes shares a direct dependency, while unconnected ones are
implied to be conditionally independent. In such networks, nodes have a prob-
ability distribution that can be assumed or calculated from their neighbours’.
This makes it very easy to ask and answer queries about the probability of a
variable given some evidence on the others. In a naive Bayes classifier, all class
labels are considered conditionally independent from each other, and depends
only on a single input parent node. Despite their extreme simplification, these
classifiers have demonstrated exceptionally capable in a variety of real classi-
fication tasks. The distributions and the dependency structure of a Bayesian
network can be constructed ad-hoc from previous knowledge of the system or
learned from a dataset, and a variety of algorithms exists for training naive Bayes
classifiers. Our choices in this regard are described in the next section along with
the employed methodology.
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4 Methodology and Framework Description

The proposed methodology can be logically divided in three steps: the dataset
generation, where we studied the performances of three convolution implemen-
tations on a variety of CNN layer shapes, recording the most successful in each
instance; the training, where we used the dataset to train our classifiers at cou-
pling a layer shape with the optimal convolution implementation for that layer;
and finally the model validation, were we investigated the performance of our
model-driven convolution against the optimal and standard approaches.

In what follows, we describe these steps and provide some information on the
details of our implementation. The code is available git on https://github.com/
DamianoP/AdaptiveMethods.

Dataset. In the first part, we evaluated the performance of the direct,
Winograd-based and GEMM-based implementations of the convolution oper-
ator. We generated the dataset by collecting the outcome of more than 4000
experiments on artificial CNN layer architectures, stored the performances of
each implementation on each layer and identified the fastest in view of the train-
ing step.

Each convolution layer, as mentioned in Sect. 3, is completely described by
five parameters. Three regards the input image: its width W , its height H,
its number of channels C IN . Two characterize the kernel: its side length
KERNEL SIZE, and the number of output channels C OUT . We generate
the layers varying each parameter separately. Specifically, the parameter W and
H can take the values 7, 128 or 256. The parameter C IN ranges between 3 and
2048 with a multiplicative factor of 32. 384 and 768 were also added to these
values. The parameter KERNEL SIZE ranges between 1 and 11 with an increment
factor of 1. The parameter C OUT ranges between 8 and 1024 with a multiplica-
tive factor of 2, 384 and 768 were also added to these values. The stride and
padding parameters are set to 1.

Our python script tool-prepare-dataset generates a dataset of perfor-
mances by executing NNTest over several artificial CNN shapes. The dataset is
stored in a .csv as list of tuples, each containing the feature set of the layer a
label with the fastest implementation. An example is reported in Fig. 1.

Fig. 1. Example of tensor shapes.

https://github.com/DamianoP/AdaptiveMethods
https://github.com/DamianoP/AdaptiveMethods
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After generation, each input shape was used to evaluate the three imple-
mentations provided by the ARM Compute Library and by CK NNTest: direct
convolution, winograd, Image to column and GEMM. This step returns two dif-
ferent files as output. The first one is used by existing ML framework (.arff
file) like Weka [9] and Scikit-learn [15]. The second one represent the dataset.
Each row is a pair (tensor, label). Specifically the label is an ordered list of pairs
(algorithm name, execution time).

Training. In this phase, we trained the Bayesian and the decision tree classifiers
on the dataset. The training, in our case carried through the Scikit-Learn python
library, aimed to predict performances of convolution implementation based on
the feature set of a layer.

In our code, the pyhton script modelGenerator.py, takes an .arff dataset
file as input and outputs a .joblib file that contains the trained model. Based on
the information contained in the .arff and .csv file from the dataset generation
phase, we derived the optimal classifier parameter to be used in the next phase
for the model evaluation.

Model Evaluation. Finally, we evaluate the quality of the model in terms
of accuracy and performance. We test our classifiers on two real-world CNNs:
Inception v3 [18], composed by 66 convolution layers, and MobileNets, composed
by 15 convolution layers.

In our code, for each network we initialize a new classifier, loading in memory
the data of the previously trained .joblib model. Our script scans the .csv
layers list and follows this procedure:

– The classifier predicts the fastest algorithm for the current layer.
– The script retrieves the optimal implementation using the ranking file, for

comparison with the classifier’s choice.
– The script stores the calculation times of the three implementation, and the

classifier prediction.

Finally, a summary is generated, storing the calculation time of the entire
network. The results are plotted in a figure such as Fig. 3a, the details of which
will be explained in the next section.

5 Preliminary Results

Before discussing preliminary results, we describe the hardware/software infras-
tructure used for the experiment below.

5.1 Experimental Setup

The hardware setup used for the tests is an ARM Soc with an ARM Mali-T860
equipped with 4 Mali core able to operate at 2 GHz of frequency and 4 GB of
DDR3.
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We used the ARM Compute Library, an open-source collection of low-level
routines optimized for ARM CPU and GPU architectures targeted at image
processing, computer vision, and machine learning. It provides basic arithmetic,
mathematical, and binary operators and CNN building blocks. As for convolu-
tion, it is implemented in three different ways: image to column and GEMM,
direct convolution and Winograd. All those methods can be selected at run-time.
Depending on the ARM architecture, numeric precision and specific input each
methods can exhibit different performance [12,22].

For benchmarks of each convolution implementation and for the generation
of the datasets we used the NNTest library [8,12], an open-source library for
collaboratively validating, benchmarking and optimizing neural net operators
across platforms, frameworks and datasets.

Concerning the model generation frameworks, we use Weka and Scikit-learn.
They provide several classification, regression and clustering algorithms. This
was used for the training, the tuning and the validation of predictive models.

5.2 Results

In the present section we evaluate the performance of the predictive models
trained by a DT and nBC against the implementations of the convolution oper-
ator provided by the ARM Compute Library. We analyze the accuracy of the
classifiers as well as the execution time of the ARM Compute Library by using
predictive models. In Fig. 2b and Fig. 3b, we show the inference phase by using
“Inception v3” CNN.

On top of each picture we indicate the classifiers used for training the pre-
dictive model, the numerical precision, the convolution neural network and the
related number of layers. In each figures, the Y axis represents the execution time
needed to perform the convolution operator over of all the layers (microseconds).
The columns denote the execution time of each different implementation of con-
volution:

– image to column and GEMM method;
– direct convolution method;
– Winograd method;
– method predicted by the model;
– the possible best algorithm oracle (the oracle gives information about the

best algorithm. The best algorithm is selected by choosing the one with the
minimum execution time between Winograd, Image to column and GEMM,
Direct Convolution for the layer currently analyzed.)

Table 1. Classifier: naive Bayes classifier

Accuracy vs IMG to column
and GEMM

vs Direct
convolution

vs Winograd

MobileNets 93.33% 0.99X 3.02X winograd failed

Inception v3 81.82% 1.14X 2.48X winograd failed
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Table 2. Classifier: decision tree

Accuracy vs IMG to column
and GEMM

vs Direct
convolution

vs Winograd

MobileNets 100.00% 1.00X 3.04X winograd failed

Inception v3 96.97% 1.15X 2.51X winograd failed

(a) All convolution layers naive Bayes (b) All convolution layers Decision Tree

(c) Single layer naive Bayes (d) Single layer Decision Tree

Fig. 2. Inception V3: naive Bayes vs decision tree

Below each column we report the total time in microseconds and the number
of layers correctly completed. In addition, the columns related to the predictive
model and the oracle report a triple representing the times image to column and
GEMM, direct convolution and Winograd have been selected by that method.



674 D. Perri et al.

(a) all shapes naive Bayes (b) all shapes Decision Tree

(c) single shape naive Bayes (d) single shape Decision Tree

Fig. 3. MobileNets: naive Bayes vs decision tree

Tables 1 and Table 2 summarize the performance of the two models for both
networks. In general, the predictive models perform better than each manually
selected method except for one case, showing an high accuracy in the selection
of the best implementation.

Comparing the predictive models, that one based on the decision tree shows
a better accuracy than nBC. However the overall computation times are still
comparable.

The results for InceptionV3 are detailed in Fig. 2a. In the two top images the
performance over the whole network are shown. The performances of the models
learned from both classifiers are slightly worse than the optimal ones. However,
the library that uses the model driven approach achieves an improvement over
the handed-selected methods.
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In the bottom images, a specific layer has been considered. In this exam-
ple, the model based on the Bayesian approach erroneously selected a GEMM
convolution instead of Winograd. Contrarily, the decision tree make the right
prediction.

The same analysis is reported for MobileNets in Fig. 3a. For this network, the
optimal convolution implementation was always GEMM. In general, the model
learned by the decision tree shows better performance than the model based on
naive Bayes classifier and the statically selected methods.

6 Conclusions and Future Work

We investigate the opportunity of using learned models to accelerate convolution
operator in the case of a library that exhibits multiple implementations. We
evaluate our predictive models on two different CNN, InsectionV3 and MobileNet
(inference phase) on a low-power consumption ARM GPU.

Our approach outperforms the ARM Compute Library with speed-ups up to
3x. Future developments are going to focus on the improvement of the predictive
models with more sophisticated and tunable classifiers. Also, since the dataset
generation is the most expensive part of the proposed methodology, we are going
to investigate solutions based on reinforcement learning. We will also explore pre-
dictive models for accelerating irregular application like graph analytics [1,21],
for selecting the best parallel strategy on GPU [7] or optimizing communication
on distributed systems [5].

Acknowledgments. We thank Dividiti Inc. for the huge support on CK and NNTest
and for providing hardware resources.
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Abstract. The rise of the software engineering industry sparkled the
research on static analyzers in both academia and industry. Academic
tools historically have an exhaustive feature set but don’t easily apply to
industrial applications, and industrial verifiers are still very limited. The
Equid project, which loosely stands for “Engine for performing queries
on unified intermediate representations of program and domain models”
is an attempt to fill the gap between theory and practice by building a
language-agnostic analyzer in close contact with development and secu-
rity community. In this introductory paper we set project goals, reveal
motivation and describe code processing stages, such as preprocessing,
translation to project’s own intermediate codes, virtual machine execu-
tion, constraint solving, all done to make static and interactive contract
violation checks easier, more precisive yet informative. The project is
compared to other analyzers. We believe that such a framework can
draw attention to industrial uses clearly missed by verification commu-
nities and help shape a vision of universal static analyzer architectures.

Keywords: Static analysis framework · Virtual machine ·
Intermediate representation · Type system · Multi Solver ·
Generalized Syntax Tree · Language-agnostic analysis

1 Introduction

Developing large software packages comprising numerous tools, especially when
depending on specialized hardware, is hard. A number of bugs can occur at dif-
ferent abstraction layers—operating system core, shell, network setup, userland
or even hardware levels. Searching for an error in such an environment is tedious,
and static analyzer’s abilities in this field are limited by the authors’ vision. In
many situations, built-in universal detectors are not enough to detect and fix
the issue. Moreover, extinguishing the error fire is pointless if the analysis is not
integrated into the development environment. Inability to find a satisfying utility
becomes a major reason behind stopping using verification at all [9]. Academic
tools aren’t easy to use and thus are hard to enforce at a corporate level. With
rich software “forward”- and reverse engineering experience, we aim to fill this
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gap by making our own framework designed for industrial applications. This
paper is the first attempt to present our perception of static analysis field.

Project’s goal. Make a static analyzer which would fit industrial applications,
be universal and customizable to a reasonable extent. Support C and RuC [24]
languages.

Paper’s goal. Introduce an analyzer framework and its internals to a wider audi-
ence, describe the approaches to memory modeling and code execution. We
understand that it is impossible to cover all aspects of the tool within a single
paper well enough, nevertheless, having a starting point for consequent papers
is highly desirable.

Motivation. Authors are not aware of the tools doing precise yet refinable analysis
and integrating properly to the development of industrial applications: the tools
are usually black boxes. The RuC (a safer alternative to C) support suggested
by A.N. Terekhov required a tunable verifier to suit current and future language
features.

Novelty. The project is an example of unique architecture for performing various
kinds of analyses based on virtual machine framework. The focus on memory
operation precision through the type system. The Multi Solver, combining SMT
and Abstract Interpretation results. RuC support.

The paper is organized as follows. An architecture for multi-language support
and flow- and context-sensitive analyses is outlined in Sects. 3 and 4, the solver
and type system design is explained in Sect. 5. The common infrastructure is
shown in Sect. 6. The whole solution is evaluated in Sect. 7.

1.1 Industrial Applications

In the quest for supporting industrial applications, the development is based
upon the following observations:

– Industrial tools are usually large and debugged to some extent, the occurrence
of memory corruption and other undesired events is unlikely. That makes the
extensive state space exploration redundant. Of course, some critical compo-
nents might need it.

– Static analysis tools in the best case must be supplementary to the program-
ming process: it is hard to prove all the algorithms automatically, so the
developer should help the tool. As large code bases tend to suffer from own-
ership problems (nobody besides the author can understand what is going on
inside, sometimes even he can not), the contracts are a natural extension to
the documentation.

– Contracts—not only functional but also memory access, etc—are usually
enough to find the majority of observable bugs.
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– There are cases when state space exploration on demand is required. The
trivial example is using buggy third-party modules, which are for some reason
mandatory (e.g. platform drivers). We won’t cover queries in this paper as
this is definitely worth an additional investigation.

– The static analyzer has to support “night analysis”, load distribution and
must be easily invokable.

This leads to a conclusion that a good tool is not necessarily able to prove
all the properties, but should rather help the developer write a readable, better
documented, more reviewable code. However, it doesn’t mean the support of state-
of-art techniques is omitted, we are all hands for it and develop them, but it might
be impractical to focus on it before getting more feedback from current users.

2 Operation Schema and Classes of Detectable Errors

The project is schematically depicted in Fig. 1 (explanation follows). It is aimed
at finding a few specific error classes:

Fig. 1. Full analyzer’s operation flowchart

1. Contract violations. This is done on the basis of the model checker gener-
ating SMT formulas out of the virtual machine operational codes.
Advantages of the analyzer in this area: the arbitrary level of memory abstrac-
tion precision (through the use of CPU/Compiler/type abstractions).

2. Memory safety errors. This class of errors is detected by a combination of
the model checker and abstract interpreter.
Advantages: controllable memory abstraction level. Precision is modifiable.

3. Always reachable/unreachable paths. Such error conditions are detected
by using a model checker.

4. AST errors, e.g. duplicate operands. This is detected on the Generalized
Syntax Tree (GST) level. Advantages: GST detectors may get insight from
other levels.
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The project uses a notion of a Semantic Storage. This entity is responsible for
saving, retrieving and grouping of Resources, Fragments, Expressions, Virtual
Machine codes and other artifacts of the analysis process, saved in an internal
format and augmented with key-value metadata. It is essentially a MongoDB
database running the background. The use of the database is not mandatory as
long as the artifacts may fit into the RAM, large projects may get a substantial
stability improvement using it. The aim is to cover it extensively in a separate
paper, but parts of it are mentioned in [19].

The other benefit of the analyzer is that it brings lingual agnosticism: analysis
is the same for any language and adding a new one is not time-consuming. All
kinds of analysis are glued up through common communication means. Objects
have properties, such as name, invocation context, GST/SMT mapping, etc,
which are saved to a semantic data storage and are accessible at an arbitrary
time by developed detectors, which in general work on the top of Virtual Machine
operational codes.

3 Processing Architecture

3.1 AST Support

The project doesn’t bind to any specific framework such as LLVM [17]. Instead,
Clang [2] is only one of possible parser backends. The module creates an Abstract
Syntax Tree by Clang means, and transformers convert it to Generalized Syntax
Tree. The GST comprises many expression types forming a program basis—it
includes typical constructs like branches, binary/unary expressions, etc. A transi-
tion to GST removes syntax sugar, which is also helpful in removing complexities
of development and intercommunication.

Integrated development environments prefer bijective transformers for refac-
toring since modified objects have to be represented in AST form again. Although
static analyzers don’t have such restriction—the GST suggests the use of surjec-
tive transformations, saving of mapping within nodes is nonetheless helpful for
printing purposes. Consider A a set of all possible Abstract Syntax Tree nodes,
G a set of all possible Generalized Syntax Tree nodes. Then f : A → G is a
transformer from AST to GST.

From a technical standpoint, the A is heavily bound to parser’s implemen-
tation. The GST and transformation schema impose a few implicit restrictions
on input parsers. They are enforced within Roslyn and are feasible for Clang.

1. All AST nodes must be inherited from the same base class or be distin-
guishable anyhow. As Clang declaration and statement nodes are distinct, an
additional wrapper around A is formed.

2. Each AST node must have a parent and explicit children.

3.2 Languages

The analyzer supports two languages: C and RuC. LLVM/Clang provides sup-
port for C, and the transformation between LLVM/Clang and GST is currently
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mostly 1-1. The second language, besides obvious Unicode keywords (which are
easily removable), supports syntax sugar for threads. The initial support is added
via decomposition to functions invokable in place.

The design of the GST generally supports C#, so the applicability to object-
oriented programming languages is trivial, although such use requires a mangling
of method names and injection of metadata to GST. Functional programming
languages require GST improvements. However, due to the industrial use back-
ground, the project focuses its efforts on C-like languages.

Another important role of GST is to mine useful persistent relations between
program statements. Consider X = (x1, x2, ..., xn) an ordered set of same-level
statements, where xi ∈ X (i = 1...n) is a single statement. If there exists some
property separating a set to two distinct (possibly, empty) ordered sets, it is
possible to find a separator F (X) = {(x1, x2, .., xn1), (xn1+1, ..., xn)}, where xn1

is a separator statement. At the end of this operation, we get two ordered sets
X1,X2. If there are multiple properties, the rule is to separate sets sequentially.

A one-pass analysis might employ a conservative sequential algorithm. Con-
sider X1,X2, ...,Xm ordered sets produced on previous stages (in a degenerate
case, X1 might be the only set, and it might be empty). Then each new statement
forms a single-element set X ′, which is either appended to Xm in case there is
no separator for (Xm,X ′), or renamed to a set Xm+1 used in next iterations.

These sets are called fragments in the analyzer. Fragments are a conve-
nient way to group statements by various signs, e.g. the convention is that any
structural statements (branches, loops) reside in isolated fragments by default,
each locking call such as spin lock immediately changes the intercommunica-
tion environment. Lockset-like analyses are exceptionally trivial because of that.
Also, fragments may have designated goto labels, a single parent and a num-
ber of children. The next fragment in execution order, as well as sibling, can be
calculated in a runtime. The GST augmented with such information is called
extended, and it provides a number of advantages to the traditional AST app-
roach: the Lockset-like analysis, the simplification of processing.

The expressions in Fragments are additionally simplified by means of the
analyzer. While this may be considered bad practice since every real-world com-
piler optimizes and reorders instruction set itself, relying on the other entity like
LLVM is even more dangerous because it still suggests one specific untraceable
behavior. The manual simplification of Fragments gives a possibility to at least
add meta information that expression is potentially dangerous.

4 Virtual Machine Framework for Flow and Context
Sensitivity

The Virtual Machine framework is by the very nature of it a symbolic execution
engine yet in a traditional, not program analysis sense. It keeps a track of entry
point sets, executes Virtual Machine codes and maintains the resource aggre-
gation. All the actual analysis is outsourced to the Solver framework, meaning
that Virtual Machines do no more than just a provision of flow- and context-
sensitivity. In this section, we define high-level means used to make it so.
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4.1 Virtual Machine Language

Extended GST is not a convenient form for a flow-sensitive analysis, although
it can be used to find simple mistakes. Understanding a real execution order in
presence of syntax sugar (e.g. goto, break) requires a different representation.

LLVM IR and similar intermediate codes resembling machine execution is the
usual solution for this issue. During the early evaluation the following problems
were observed for an environment without intermediate code between LLVM →
SMT/other verification means:

1. Loading/storing various analyzer-specific globals is impossible without mak-
ing an IR augmented with some other kind of instructions, or introducing
phantom variables.

2. Using third-party project limits parsing to what it supports. Interpreted lan-
guages have a good chance of being easier convertible to less hardware-like IR.

3. It doesn’t give a chance to introduce custom types not mimicking hardware
types.

Project’s IR is free of these problems and is bound to flat GST expressions
(their grammar is not enforced by IR). IR reveals expression’s key properties,
i.e. what does the expression actually mean to the analyzer. Part of possible
operation code kinds are listed in Table 1 (actually, more kinds are supported).
The IR is also bound to semantic storage behind: every referenced resource
has ID [19], making it possible to save or unload them dynamically, reducing the
memory footprint. This allows using a distributed technology stack and simplifies
the process for all consequent analyses.

4.2 Hypervisor and Virtual Machines

A hypervisor is on the top of hierarchy [19], it manages virtual machines running
the programs in VM language. When a flow-sensitive analysis is requested, the
Hypervisor inserts function summaries (generated using Craig interpolation [18])
or annotations instead of invoke calls. In context-sensitive case, a sequence of
enter/exit operations with function body unrolled to some extent is constituted
instead of invoke. While simplified extended GST mostly deals with constant val-
ues and references, the result of a function call is saved to a designated V ariable
set by enter command. By enumerating functions during the execution and flex-
ibility, the Virtual Machine-based framework is fairly effective in achieving flow
and context sensitivity.

5 Solver Architecture

The solver’s architecture is a core of the whole analyzer. The key to effective
operation lies in combining the abstract type system with the results of multiple
fairly different solvers.
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Table 1. Virtual Machine language operational codes

Command Description Example

declare Fetch a resource from semantic
storage and add it to the current
visibility area

declare resource

assign Assign a value to a variable assign x = y

branch end
branch

Add a condition for next
operational codes before enclosing
end branch

branch x > 5 assign z = 5
end branch

check A condition which is determined to
be always false. The body is never
processed

assign x = 0 check x > 0

constraint A condition which is determined to
be always true. The body is always
processed

assign x = 0 constraint x = 0

invoke Invoke a function with a given set
of parameters and save the result
to a variable

invoke res = f with
arguments (x, y)

system Invoke an internal command.
Similar to invoke, except that
internal functions are called by
name, not by resource handle

system assert with
arguments (x > 0)

enter exit Start a new visibility block, setting
where to save results. This function
is heavily used for inlining. Must
be finished with exit

enter store result \to z

5.1 Type System

Literals and variables have straight-forward types. Unary expressions mostly
resemble the type of their subexpression: parentheses, increments. Dereference
and address-of expressions change inner type indirection level. Ternary opera-
tions in C require second and third operands to be of the same type (but it is
not a strict requirement in other languages). The hardest are binary expressions
which have a very detailed description in C standard [1].

The GST contains a type field in each node whenever it is applicable. In
other cases, a static analyzer may deduce the type from expression’s semantic
meaning (defined by the target language) and subexpression types.

The other problem is that machine representation for unambiguous types
can be different (mostly varying by endianness in the real world), and compiler
chooses the most adequate representation for ambiguous types, e.g. plain int
might be signed or unsigned, 2n bit long. The CPU choice might limit the inte-
ger to 32 bit or any other target architecture register size. Any analyzer which
tends to be type-precise, not necessarily supporting type reinterpretations, has
to take this into account. For Equid, a variety of low-level types was created, as
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Fig. 2. Type conversions in the presence of cheap and expensive methods

well as their symbolic and numerical conversions to and from the widest types,
all glued together via CPU and Compiler classes for various vendors/versions.
Precise conversions are costly, so each solver might employ a different cheap
schema for trivial cases, e.g. CPU endianness means not much for properly coded
applications. Those which don’t obey the compatibility rules might enable costly
abstraction and decrease the efficiency of the whole analysis process.

The schema of type conversions is provided in Fig. 2. Mentioned tuples are
introduced in consequent paragraphs.

5.2 SMT Solver Backend

Theorem solver supporting major SMT features is essential to an analyzer: it is
used for contract violation checks. The project turns the whole function(s) to a
set of assert clauses and checks the negation of the goal.

The reason for choosing CVC4 [6] as the main solver is that it is robust
and provides a well-defined native C++ interface. The latter is notable since
intensive input/output operations may have an impact on performance. The
number of theories supported by CVC4 is impressive [4]. The infrastructure is
not limited to this solver, however, major efforts are put into separating CVC4
responsibilities from the rest of the analyzer. They include:

– Effective assignment access path generation must be done in target solver’s
framework. Access path in terms of our project is a variable with a collection
of transformations, required to actually assign a value to that variable. To
understand why is it important, consider the following example. array[x] =
y in terms of imperative languages is only suitable for initialization, the real
assignment is slightly different: array = old array WITH [x] := y. In more
complex left expressions, e.g. array[x].member1[y][z].member2, the need for
access path is more obvious.

– The generic type system doesn’t depend on the solver, but cheap casts must
reuse as many solver’s abilities as possible—they include truncation/widening
of bit vectors, built-in casts operation. Also, as there is no direct mapping
between C types and CVC4 types, so they are passed inside the analyzer in
tuples (ts, t), where ts ∈ Ts is a solver’s type and t ∈ T is a real type. This
way the cast operation can always perform the conversion from (Ts, T ) to
(Ts, T

′), choosing the most appropriate T ′
s.

– Predicate system is implemented entirely in solver’s terms mainly because
not all solvers actually need predicates.
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5.3 Abstract Interpreter

Built-in abstract interpreter augments the SMT formula of the main solver with
the knowledge retrieved in the form of abstract domains—interval or polyhedral
(still in development). At one hand, it interprets the Virtual Machine codes,
produces an over-approximation of the semantics. This over-approximation is
passed to the Model Checker, causing it to reduce the state space for SMT [11],
which results in improved precision. On the other hand, a secondary solver like
this is capable of detecting errors on its own, especially when combined with
a described type system and symbolic/numeric domains developed for these
purposes. A trivial abstract interpreter is also used for pointer analysis. The
abstract interpreter is actively participating in CEGAR [10]-like analysis. In our
tests, it doesn’t have any significant influence on analysis time.

5.4 The Multi Solver

The power of both solvers is combined in one Multi Solver (MS). The main idea
is that SMT solver and Abstract Interpreter collect their own data sets and save
it to MS context, which is extremely volatile because of its flow/context-sensitive
nature. The processing is as follows (Fig. 3):

Fig. 3. Multi Solver operation scheme

1. Each virtual machine creates a context based on rules provided by Hypervisor.
2. VM codes are processed by VM itself.
3. VM codes are passed to Multi Solver:
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(a) Branches, loops: MS processes such commands by wrapping the inner
commands into blocks, excluding them if they are unreachable. At the end
of branch/loop processing, MS wraps inner commands to the conditions
more correct from else if point of view.

(b) Other commands are passed to SMT/AI solvers. The SMT solver pro-
duces SMT formulas for each program statement and AI solver generates
abstract domains. This information is saved to the SMT/AI context both
of which are parts of MS context.

4. Goals are passed to Multi Solver:
(a) The MS chooses the most convenient interpretation of formulas for the

specific case. There are cases when unaltered abstraction is superior (e.g.
when analyzed program state space is reasonably small), in other cases,
like when the loop is potentially boundless or at least not proven to be
different, the overapproximation replaces it.

(b) The sat/unsat result is provided.

Our implementation may also refine the abstraction, but this part is not
ready for presentation. We found the described algorithm effective in real-world
applications.

6 Common Infrastructure

6.1 Detectors

Contracts for user-provided and standard library functions are among the pos-
sible ways to find real issues. The other feasible way is writing a detector. The
detector is largely an LTL formula defining flow-sensitive properties. Although
in the project formulas are encoded in a common fashion, a few detector types
can be outlined:

1. GST visitors. Such detectors make it possible to find duplicate operands, etc.
2. Resource/variable markup manipulators. malloc allocates data marked up as

allocated, fopen’s result is either null or an opened handle. A trivial detector
for memory or handle leak would simply check that any object which is not
passed outside the function is freed at the end of a function.

3. Sequence observers. User-provided script might present a template for a bad
sequence, e.g. fclose(x) followed by read(x).

The actual way to write out such scripts will be demonstrated in consequent
papers as the language is finalized.

6.2 Standard Library

A standard library for C and RuC is physically located in separate header files,
which are preloaded to a semantic context on each analyzer’s start. We have
a prototype recompiling annotations to C code with over sixfold faster load,
thanks to missing parser invocation. The processing of library functions is a
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MapReduce-like approach [21], in a sense that they are by default tagged as
non-existent and are replaced with real implementation if the user overrides it.

Annotations are provided in ACSL form1. The project features an
ANTLR [23]-based parser transforming the input to GST, therefore all
solver/virtual machine APIs can take advantage of the ACSL just like the anno-
tations are simply statements inside the code. The assert clauses are directly
mapped to assert VM commands and preconditions/postconditions turn to
check/constraint/nop commands based on the context: obvious omissions are
made for start entry points, a currently verified function, etc. The contracts
overall provide an extremely fast initial bug search.

7 Evaluation

In this section, we check the resulting framework synthetically and practically.

7.1 Syntax Construct Support

The syntax support requires teamwork of many modules, and the following syn-
tax constructions (beyond simple ones) work in the project:

1. The GST natively supports real functions and generally promotes their native
invocation. Self-modifying code is strongly prohibited, and call indirection
works only within visibility range, which might be set in globals, within a
single function or within investigated call chain. Thus, the analyzer is not
applicable for the cases with many accessors. There is a workaround for
the problem—a declarative pointer analysis, in which pointer targets are set
within ACSL comments.

2. Branches and loops are processed within the bounded model checking frame-
work, and when this is not enough to prove properties—abstract interpreter
provides a safe abstraction of them. Still, it is not precise and we aim at the
unbounded processing.

3. Array support involves a kind of shape analysis with array summaries. This
ensures the precision in the most common cases (e.g. sequential array reads)
but is extremely overapproximating in random access tests and large objects.
The abstraction might turn to a more precise one in case the object is rea-
sonably small (the actual size is configurable).

4. Unions are not supported properly. The support is generally provided (on the
basis of memory abstraction), but no major efforts had been put into making
it work properly.

5. The goto instruction is very widespread in C programs for safer resource
deallocation in error cases. It is supported by Fragments and transparently
propagated to all layers. Jumps (e.g. setjmp) are supported, but their use is
discouraged because they break the fragment model.

1 https://github.com/maximmenshikov/acsl-grammar.

https://github.com/maximmenshikov/acsl-grammar


688 M. Menshikov

7.2 Common Errors and Contract Violations

Significant efforts were put into testing software on real many-purpose industrial
projects. Our example included a 500 KLOC operating system management
application.

For the project, domain-specific rules were added in the form of ACSL func-
tion models. The following modifications were required:

1. It was determined that in such specific use cases it is required to add a
declarative pointer analysis. The core of the application is considered stable,
however, a number of ways to perform indirect function call complicate anal-
ysis. Declarative pointer analysis is based on the notion of function aliases,
e.g. /feature/x/enable tree-like name instead of cryptic internal names. After
such a modification analyzer was able to find common contract violations.

2. The tested project also had weaknesses undetected by any other analyzer
(e.g. uninitialized structure members) due to cryptic module structure. With
the verifier aware of it, all weaknesses were detected. While the efforts for
supporting such project were significant (a few days to support the whole
project), most of the modifications were needed due to the immaturity of the
analyzer.

Of course, numerous errors were found in the analyzer during the evaluation.
The project suffered from all sorts of null pointer dereferences and other unpre-
dicted situations, which is not uncommon [7]. For example, the project was not
expecting nested functions to appear that often and therefore lacked an entry
point selection for that case.

7.3 Toyota ITC Benchmarks

In the author’s master thesis, the analyzer was tested against a supported sub-
set of Toyota ITC benchmarks. The actual versions at the moment of writing
were Clang 3.9, Frama-C Silicon, cppcheck 1.76—for this test, we reused
the results from [20]. The w Defects part was analyzed and compared to other
analyzers. A solid percentage of detections was achieved—like 90% of bugs in
supported categories (Table 2). For all such cases, the project acts similarly to
Frama-C, sometimes worse, sometimes a bit better.

However, the test doesn’t include inter-procedural analysis and many other
aspects, so the evaluation is incomplete. A bigger evaluation is scheduled after
planned functionality improvements.
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Table 2. Error detection count with Toyota ITC benchmarks

Test Equid Frama-C Clang cppcheck Total

bit shift 17 17 14 11 17

buffer overrun dynamic 30 32 1 2 32

buffer underrun dynamic 35 39 2 3 39

data lost 19 3 — — 19

data overflow 25 16 — 9 25

data underflow 12 8 — 5 12

littlemem st 11 11 — — 11

null pointer 15 16 13 12 17

overrun st 47 54 2 21 54

ptr subtraction 2 1 — — 2

underrun st 13 13 2 5 13

uninit pointer 10 16 11 5 16

zero division 16 16 13 8 16

7.4 Querying Code

One of the project’s ongoing development processes is deep querying of soft-
ware properties. The querying language is not yet ready for public presentation,
therefore it is a subject for disclosing in consequent papers. By and large, the
language is an LTL which augments Virtual Machine codes, which are later
proven by Multi Solver.

The author managed to apply it to a limited scope of a large 3rd party Linux
kernel driver (500+ KLOC) and find reasons for errors in it. It required some efforts
to build proper models—but no automatic search tools were able to catch most of
the problems in such a badly structured code. It can be considered a success.

7.5 The Computational Cost of the Approach

At this early stage, we were unable to properly verify how the approach compares
with other analyzers in terms of computational cost, yet we estimated if the costs
are at least sane. Yet in our preliminary estimations, the time to analyze files is
comparable with Frama-C [16].

Looking through the process, there are a few basic steps. Source to GST trans-
formation doesn’t add up significantly because it is almost stateless (Resources are
the part of GST, but there are relatively little of them compared to expressions).
GST to VM code mapping is not cheap, although it is hard to find an analyzer
which doesn’t do this in any form (GCC/LLVM [17] IR, CIL [22]). So, this can be
considered as not harmful. The algorithm doesn’t overestimate SMT and tries to
reuse as many computations as possible. Thus the cost of the whole solution solely
depends on the abstraction, which can be refined.

The RAM/ROM usage may go higher when using distributed technology
stack [19]. This is expected and therefore not harmful.
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8 Related Work

There is no deficiency in this research area.
The CPAChecker [8] platform is by far the closest project ideologically. It

aims to make the analysis configurable just as our project does, additionally, it
provides interfaces to SMT solvers, interpolation, octagon and BDD libraries.
CPAChecker only supports C. It uses CIL [22] language as an intermediate rep-
resentation. Frama-C [16] is great regarding precision and informativeness [20],
and it is full of plugins. Also, our project uses the same format for annotations—
ACSL. SPIN [14] is specifically bound to checking models in the specific format.
We prefer a smaller and more readable format for industrial applications which
won’t result in writing a completely separate model, but it is impossible to
underestimate the contribution of this model checker to a verification field.

Svace [15] is an effort of the Institute of System Programming to make a
universal static analyzer for C/C++/Java/C#. A lightweight analysis is started
for each language, the main part generates a call graph and then a set of check-
ers test routines against known problems. We find the analyzer polished, with
incremental analysis and a web interface for results. The project is battle-tested
in Android and Tizen operating systems. Borealis [5] is one of the examples with
similar technical means—it features a Model Checking combined with Abstract
Interpretation, just like Equid. However, it is based upon LLVM IR, which is
closer to metal than our language. Absence of GST limits input languages yet
simplifies the initial development. The goal of our project is a bit shifted towards
industrial applications.

The intermediate representations have gone a long way. The most famous
IR is LLVM [17], which is essentially an assembler-like language. SAIL [12] is
providing a good IR-to-source mapping and is used for almost the same purposes
as our language—reducing the need to reason about complex expressions. The
good point about it is an integration with GCC which results in low overhead.
REIL [13] is more focused on disassembling input files. Frama-C [16] and CPA
Checker [8] use modified CIL (C intermediate language). Even judging by its
name, it is limited to C language. Roslyn [3] (.NET Compiler Platform) shares
ideas of GST (in a sense that common syntax nodes can be used for both C#
and Visual Basic.NET), and the Common Intermediate Language is a distant
analog for Virtual Machine Language, although not made specifically for static
analysis purposes. Overall, no project specifically aims at using separate semantic
storage, additionally simplifying the use of distributed technology stack.

9 Future Work

Although the first results are promising, there is still a lot of work to do.
The author is looking towards improving abstract interpreter. More advanced
domains are in progress, a stricter abstraction refinement for type system is also
being developed. The solver system requires a more complex pointer analysis
than implemented at the moment of writing. Further augmenting the Virtual
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Machine language with environment/resource model data is a way forward to
the whole proving process.

Another part to care about is threading support. It is important as is for all
languages, but is essential [25] for covering a complete set of RuC functionality.
It was done in the first version—a race condition finder but was largely forgotten
in the new version. In the end, the analyzer needs countless improvements on
library annotations, the full project runs, etc.

10 Conclusion

The paper introduced Equid, a static analyzer for industrial applications. Main
algorithms used in the analyzer are presented. The parsing approach is based
on the notion of Generalized Syntax Tree, which is a unification of C/RuC
abstract syntax trees. The Hypervisor/Virtual Machine framework for flow- and
context sensitivity is presented. We describe our solution for verifying function
contracts, a part of Multi Solver combining Abstract Interpretation and Model
Checking to one cooperating framework. The analyzer was successfully tested
in the telecommunications industry and compared to the known tools, with
reasonable success in supported categories. As there are not many frameworks
for industrial purposes, we believe that bringing a configurable solution benefits
the community and might draw attention to the functionality required for the
industry.
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Abstract. Currently, the volume of various information resources in the Turkic
languages is increasing. Processing of such resources requires thesauri and
corpora created using a single metalanguage (tagging language) and the
knowledge base of subject areas. This article proposes a meta-language of the
morphological concepts of the Turkic languages on the example of the Kazakh
language, which was used to create the knowledge base of the morphology of
the Kazakh language in the Protégé environment. The results of the work were
used to develop software applications for semantic search and knowledge
extraction, as well as an assessment of knowledge applications on the mor-
phology of the Kazakh language in the e-learning system.

Keywords: Kazakh language � Knowledge representation �
Knowledge extraction � Metalanguage � Morphological rules � Ontology �
Protégé

1 Introduction

To process natural languages, it is necessary to create a tagging system. The existing
metalanguages mainly contain the concepts of the Roman-Germanic and the Slavic
language groups. These metalanguages are not suitable for the description of the Turkic
languages, which have many concepts different from the mentioned language groups.
Therefore, the creation of the UniTurk meta-language for tagging up texts of the Turkic
languages, including the Kazakh language, is an urgent task. Such a metalanguage will
allow to unify tagging, facilitate their understanding and use common software, and
conduct various studies on linguistic-statistical comparative analysis among the Turkic
languages [1–3].

The metalanguage is needed to create a common resource with which all the
developers of the Turkic electronic corpora could work. Such a resource could serve as
a reference system for both developers and users of the Turkic electronic corpora. The
most appropriate components of such a resource that meet the required conditions are
ontological models of the grammar of the Turkic languages.

It is known that ontologies are used as data sources for many natural language
processing applications, they allow to process complex and diverse information in a
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more efficient way. When managing knowledge of subject areas, ontological models
are applied at the structuring stage and are considered as special knowledge bases. An
ontology can act as a knowledge base framework, that is, can create a framework used
to describe key concepts related to a specific subject area, and can formally be rep-
resented as the following triple [4, 5]:

O ¼ \X;R;F[ ð1Þ

where X is a finite set of concepts (terms) of the domain, which is represented by the
ontology O; R is a finite set of relationships between the concepts (terms) of a given
domain; F is a finite set of interpretation functions defined on concepts or relations of
ontology O. The role of the interpretation function can be played by a verbal expla-
nation of a term (annotation), a formula for calculating the meaning of a term, an
algorithmic description, and also a definition in the form of a logical formula.

Ontological modeling of the morphological concepts of the Kazakh language was
done in the Protégé environment, which allows simplifying the process of creating,
downloading, changing and transforming the knowledge base, and to provide it for
general use for joint viewing and editing [6, 7].

2 Related Works

The metalanguage is designed for tagging up the texts of natural languages and by
using its means, it is possible to express all that is expressible by means of the object
language and to designate all signs, expressions of the object language, which have
names. In the metalanguage, one can express the properties of the object language
expression and the relations between them. Here one can formulate definitions, nota-
tion, rules of formation and transformation for the objective language expressions [8].

There are well-known tagging systems, such as Penn Treebank [9] and CLAWS
tagging system [10], which is used for tagging the British Corpus [9], and the tagging
system of the Brownian Corpus in the US National Corpus [11, 12]. The tagging
systems are described in more details in [13, 14]. All these systems are mainly used for
tagging the English language.

Currently there are more than ten electronic corpora for Turkic languages: the
Kazakh language corpus [15–17]; the Tatar language corpus “Tugan tel” [18, 19], the
Turkish language corpus [20]; the Crimean Tatar language corpus [21], Chuvash
language [22], etc. One of the main components of these corpora is the system of
morphological, syntactic and semantic tagging. Morphological tagging systems vary in
some corpora.

There are various domain models based on ontology. For example, [23] considers
the ontological model of hotel services in order to compare actual reviews with
automatically generated ones. Some works [24, 25] present formal models for nouns in
the Kazakh language and the use of semantic graphs to describe ontological models.
The articles [26, 27] compare the ontological models on the example of the nouns in
the Kazakh language with the other Turkic (Kyrgyz and Uzbek) languages, and [28]
compares adjectives in the Kazakh and the Turkish languages.
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3 Metalanguage for Kazakh Morphology

Table 1 presents the UniTurk tags on the example of the morphology concepts
description for the Kazakh language. The first column of the table contains tag des-
ignations, the second - designations of the concepts as names in English, the third – tag
names in Kazakh.

Table 1. Tags of the concepts of the Kazakh language morphology.

Tag Name_English Name_Kazakh

N Noun Зат есім
ANIM Animate Noun Жанды зат есім
INAM Inanimate Noun Жансыз зат есім
CMMN Common Noun Жалпы зат есім
PRPR Proper Noun Жалқы зат есім
CNCR Сoncrete Noun Деректі зат есім
ABST Abstract Noun Дерексіз зат есім
CASES_category Cases Септік жалғауы
NOM Nominative case Атау септік
GEN Genitive case Ілік септік
DIR Direction- dative case Барыс септік
ACC Accusative case Табыс септік
LOC Locative case Жатыс септік
ABL Ablative case Шығыс септік
INST Instrumental case Көмектес септік
NUMBER_category Plural endings Көптік жалғауы
SG Singular Жекеше
PL Plural Көпше
PERSON_category Personal ending Жіктік жалғауы
P1SG1 1 personal singular 1 жақ жекеше
P2SG1 2 personal singular 2 жақ жекеше (анайы)
P2SG.P1 2 personal singular formal 2 жақ жекеше (сыпайы)
P3SG 3 personal singular 3 жақ жекеше
P1PL1 1 personal plural 1 жақ көпше
P2PL1 2 personal plural 2 жақ көпше (анайы)
P2PL.P1 2 personal plural formal 2 жақ көпше (сыпайы)
P3PL 3 personal plural 3 жақ көпше
POSS_category Possessive ending Тәуелдік жалғауы
POSS.1SG 1 possessive singular 1 жақ жекеше

(continued)
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The text part consists not only of the name of the concepts, but also the definitions,
questions, and examples in Kazakh language. As a result of the study, a tagging system
for morphological concepts of the Kazakh language was obtained (Fig. 1).

Table 1. (continued)

Tag Name_English Name_Kazakh

POSS.2SG 2 possessive singular 2 жақ жекеше (анайы)
POSS.2SG.P 2 possessive singular formal 2 жақ жекеше (сыпайы)
POSS.3SG 3 possessive singular 3 жақ жекеше
POSS.1PL 1 possesive plural 1 жақ көпше
POSS.2PL 2 possesive plural 2 жақ көпше (анайы)
POSS.2PL.P 2 possesive plural formal 2 жақ көпше (сыпайы)
POSS.3PL 3 possesive plural 3 жақ көпше
Suffixes Suffixes Жұрнақ
WF Word-formative Сөз тудырушы жұрнақтар
NNWF Suffixes that form the noun

from nouns
Зат есімнен зат есім тудыратын
жұрнақтар

VNWF Suffixes that form the noun
from verbs

Етістіктерден зат есім
тудыратын жұрнақтар

AdjNWF Suffixes that form the noun
from adjectives

Сын есімнен зат есім тудыратын
жұрнақтар

NumNWF Suffixes that form the noun
from numerals

Сан есімнен зат есім тудыратын
жұрнақтар

WC Word inflection Сөз түрлендіруші жұрнақтар
NWC Suffixes that change the

meaning of nouns
Зат есімнің рең мәнін тудыратын
жұрнақтары

HIP Hipocoristic Еркелету
DIM Diminutive Кішірейту
SIM Similative Келемеждеу, мысқылдау
HON Honorific Сыйлау, құрметтеу, үлкен тұту
PEJ Pejorative Менсінбеу, кемсіту
V Verb Етістік
Adj Adjective Сын есім
Num Numeral Сан есім
Pron Pronoun Есімдік
Adv Adverb Үстеу
FW Function words Шылау
Intrj Interjection Одағай
IW Imitative words Еліктеу сөздер
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4 Knowledgebase for Kazakh Morphology

4.1 Architecture

Morphology is a section of grammar, the main objects of which are words of the natural
languages, their significant parts, and morphological features. The tasks of morphol-
ogy, therefore, include the definition of a word as a special language object and a
description of its internal structure [29]. According to this definition, the following
concepts should be covered in the knowledge base architecture: word, morpheme, parts
of speech and morphological category.

Fig. 1. Fragment of a tagging system for morphological concepts of the Kazakh language.
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Word
A word is the central unit of a language.
Morpheme
In words, the minimum significant distinguished parts are morphemes. The main

morpheme is the root, which bears the main meaning of the word, and the other
morphemes are called affixes (suffix and ending).

1. Morpheme
1:1 Root
1:2 Affix

1:2:1 Suffix
1:2:2 Ending

Parts of Speech
Parts of speech are classes into which words are distributed according to their

grammatical properties. There are nine parts of speech in the Kazakh language:

1. Noun
2. Adjective
3. Numeral
4. Pronoun
5. Verb
6. Adverb
7. Conjunction
8. Interjection
9. Imitative words

All parts of speech have certain properties, and all these properties are implemented
in ontology.

Morphological Category
The morphological category is the affixal variations of words, which is an

expression of the grammatical category of this word pattern. In the Kazakh language,
there are different morphological categories, for example, for a noun (case category,
number, person and possessiveness), adjective (degree of comparison) and verb (mood
category, time, person, type, voice), etc.

1. The category of CASE
1:1. Genitive case
1:2. Direction-dative case
1:3. Accusative case
1:4. Ablative case
1:5. Locative case
1:6. Instrumental case

2. The category of NUMBER
3. The category of PERSON
4. The category of POSSESSIVE
5. Degrees of Comparison
6. The category of MOOD
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7. The category of TENSE
8. The category of VOICE

All the above-mentioned concepts of the morphology of the Kazakh language were
included into the applied ontology.

4.2 Implementation

Applied ontology “The morphology of the Kazakh language” consists of separate
individuals, properties and classes, as well as interpretation functions defined on the
ontology concepts or relations.

In this section, the ontology “Morphology of the Kazakh language” was imple-
mented in accordance with the architecture in the Protégé environment. This envi-
ronment is used to represent knowledge in the form of classes, individuals belonging to
classes, and properties between them. All classes of morphological concepts of the
Kazakh language are displayed in Fig. 2.

Fig. 2. Ontology “Morphology of the Kazakh language”.
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After the classes were created, the fields – properties – were written in them.
Properties of objects define some relationship between two objects (classes, individ-
uals). For example, the concept “Adj” (adjective) is characterized by the following
properties (Fig. 3): the type can be either “qualitative adjective” (Qual) or “relative
adjective” (Rel), in which the meanings of adjectives change. Therefore, we introduce
the property “hasSemanticType” (has a semantic meaning), and describe it by an
existential constraint (or limitation by a quantifier of existence):

9R:ðA [ BÞ ð2Þ

where R ¼ hasSemanticType, A ¼ Qual, B ¼ Rel.
It can also specify that the adjective has the category of comparison degree:

9R:A ð3Þ

where R ¼ hasMorphCategory, A ¼ DegComp.

The Fig. 4 shows some properties of nouns in the Kazakh language, which are
defined by the following formulae:

Fig. 3. Example of properties of adjectives in the Kazakh language.
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9addSuffixes:ðNNWFÞ ð4Þ
9addSuffixes:ðVNWFÞ ð5Þ
9addSuffixes:ðWCÞ ð6Þ

9added:ðNumber [POSS [Person [CasesÞ ð7Þ

9hasSemanticType:ðABST [CNCRÞ ð8Þ

9hasSemanticType:ðANIM [ INAMÞ ð9Þ

9hasSemanticType:ðCMMN [PRPRÞ ð10Þ

9hasMorphCategory:ðCASES category [NUMBER category

[PERSON category [POSS categoryÞ ð11Þ

Fig. 4. Example of the properties of nouns in the Kazakh language.
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There is also the considered concept of substantivization, which is a transition of
other parts of speech (adjectives, verbs, participles, numerals) to the category of nouns,
due to their ability to directly indicate the subject (which means it will answer the
question “who?” or “what?”). For the noun, the necessary condition is to add to it the
ending (Number, POSS, Person, Cases). In order to get the substantivization of other
parts of speech into a noun, we will convert the necessary conditions into necessary and
sufficient conditions (Fig. 5).

When starting the reasoner, we obtain the substantivization of the adjective (Fig. 6),
because in the process of word usage some adjectives lose their qualitative semantics
and acquire subject meaning, i.e. substantivate, go into the category of nouns, thereby,
replenishing vocabulary.

Fig. 5. Necessary and sufficient conditions for the noun.

Fig. 6. Substantivization of adjectives.
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For the morphological category NAbl (noun in the ablative case) there are neces-
sary and sufficient conditions:

NAbl � 9hasRootðroot \ 8hasPOS Nð Þð Þ \ 9hasEndingðAblEndÞÞ ð12Þ

This allows defining the word “дaлaдaн - from outside”, which is an individual of
the concept “word” in the category NAbl. The Fig. 7 presents the description of the
category NAbl and its implementation after launching the reasoner.

Thus, the created ontological model “Morphology of the Kazakh language” (Fig. 8)
includes all the concepts and relations between them that are associated with the
morphological features of the Kazakh language [30–32].

To formalize the morphological rules of natural languages, it is also possible to use
alternative models, such as formal grammars, and languages of functional, logical, and
production programming, and others.

Fig. 7. Description of the NAbl category.
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5 Conclusion

Based on the study of metalanguages and methods for ontological modeling of subject
areas, the metalanguage UniTurk was developed, it presented the notation of all the
concepts of the Turkic languages morphology on the example of the Kazakh language
and the ontology “Morphology of the Kazakh language” was built.

In the future, all syntactic concepts of the Turkic languages will be added to the
UniTurk metalanguage and Grammar of the Turkic Languages will be created.

The linguistic resources created allow, on the one hand, to promote mutual
understanding of terminology between the Turkic languages, and on the other hand, to
become a multilingual knowledge base that will be used in multilingual search systems,
machine translation between the Turkic languages, auto-referencing of the Turkic texts,
and in information and training systems.
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Abstract. Data processing techniques, such as mathematical formu-
las, statistical methods and machine learning algorithms, require a set
of tools for evaluating knowledge extracted from data. In unsupervised
learning it is impossible to use referential or predictive estimation. There-
fore, the only reliable way to evaluate results of unsupervised learning
is information estimation. Unfortunately, information estimation suffer
from underfitting and overfitting. We propose a new method for evaluat-
ing unsupervised learning results, which is based on the Bayesian crite-
rion for optimal decision and an objective prior probability distribution
of partitions. We illustrate the proposed method application on Fisher’s
iris data set by comparing original label distribution with results of clus-
tering with different numbers of clusters. We show the method prevents
underfitting and overfitting and verify it by comparing the recommended
value with posterior distribution.

Keywords: Unsupervised learning · Information estimation ·
Bayesian criterion · Objective prior

1 Introduction

Data processing techniques, such as mathematical formulas, statistical methods
and machine learning algorithms, require a set of tools for evaluating knowledge
extracted from data. There are several ways to perform such estimation. Based
on the research presented in [1], we consider the following estimation methods:
referential, predictive and informational.

In unsupervised learning it is impossible to use referential or predictive esti-
mation. Referential methods require some reference model which is believed to
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represent our best guess about the knowledge hidden in data. Predictive meth-
ods also have limitation as they require some outer evaluation of predictions.
Therefore, the only reliable way to estimate results of unsupervised learning is
information estimation.

1.1 Information Measures Underfitting/Overfitting

Unfortunately, information estimation, like many other methods for solving opti-
mization problems, suffer from overfitting. Overfitting is a situation where a
model corresponds not only to the relations between variables, but also to ran-
dom noise in data [2]. A model incompleteness can be caused either by a bias—an
error that occurs since the model used is not able to describe the dependencies
in the data or by a variance—an error that occurs due to increased sensitivity to
noise. Bias and variance, in turn, are related to model complexity—a quantity
derived from the type of the model, the amount of input data and the number
of parameters. A model that is too simple has high bias and vice versa—a model
that is too complex has high variance.

Let us show that informational measures suffer from overfitting. In order to
do it consider the Fisher’s iris data set [3] and estimate mutual information of
two random variables A and B [4], where A is the real class of an instance and
B is some unique identifier, with respect to the original probability distribution
of instances. This data set contains N = 150 instances of A = 3 different classes,
therefore, P (n) = 1

150 , P (a) = 1
3 and P (b) = 1

150 . Mutual information MI(Y,X)
of two discrete random variables is determined by the formula

MI(Y,X) =
∑

x

∑

y

P (x, y) log
P (x, y)

P (x)P (y)
. (1)

Therefore, MI(A,N) ≈ 1, 58 and MI(B,N) ≈ 7, 23.
One can use mutual information to compare a result of classification with

a reference model or to estimate the amount of knowledge gained after data
processing. We are interested in unsupervised learning, therefore, in the second
case. For estimating the amount of extracted knowledge mutual information
is used in some algorithms for constructing decision trees. In such algorithms,
preference is given to attributes with the highest mutual information. Therefore,
for a decision tree of the mentioned data set one should choose the attribute B
as the first node, but the resulting model, consisting of 150 classes, would be too
complicated. Therefore, it is an example of overfitting.

There are various ways of avoiding overfitting:

– Cross-validation,
– Regularization,
– Prior probabilities,
– Bayes factor et al. [1].
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One of the typical methods for solving the problem described above is the regu-
larization of mutual information MI(X,Y ) using the entropy H(X). The ratio

IGR(X,Y ) =
MI(X,Y )

H(Y )
(2)

is called the information gain ratio [9].
However, there are cases, where IGR is not applicable. One case is where Y

is completely determined by X, i.e. there is a function f : X → Y . In this case
H(Y |X) = 0. Then, as

MI(Y |X) = H(Y ) − H(Y |X) (3)

it holds that,
H(Y |X) = 0 ⇒ MI(Y,X) = H(Y ) (4)

therefore,
H(X|Y ) = 0 ⇒ IGR(X,Y ) = 1 (5)

Thus, if there is a function f : X → Y , IGR is useless. Classification task
is indeed a search of a function for assigning labels to data, therefore, IGR
is useless for estimating classification in unsupervised learning. The example
described above is an example of classification.

1.2 Objective Priors

In this paper we suggest to consider objective priors for preventing overfit-
ting/underfitting. A prior probability distribution of a random variable is a dis-
tribution that characterizes its value before obtaining experimental data. There
is informative and uninformative, or objective, prior distributions. An uninfor-
mative, or objective, distribution expresses vague or general information about
a variable and has the following advantages:

– invariance with respect to parameters structure;
– inverse dependence on model complexity;
– independence from subjective assumptions.

Nowadays, applications of objective priors in regression and classification tasks
are actively researched [5–8].

An example of objective prior usage is adjusted mutual information [10].
The idea of adjusted mutual information is to adjust mutual information of two
random variables with joint probability distribution of their partitions. Suppose
there are N points, two partitions U and V , and the number of points ai = |Ui|
for Ui ⊆ U, i = 1...R and bj = |Vj | for Vj ∈ V, j = 1...C, then the total number
of ways to distribute the set N over the two partitions U and V is Ω

Ω =
(N !)2∏

i ai!
∏

j bj !
(6)
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Every two joint partitions U and V can be represented as a contingency table M

M = [nij ]i=1...R
j=1...C (7)

Suppose there is some contingency table M , then there are w different ways to
distribute points so that this M is obtained

w =
N !∏

i

∏
j nij !

(8)

Thus, the probability P (M |a, b) for some M with respect to the set M of all
possible contingency tables is determined by the formula

P (M |a, b) =
w

W
(9)

Mutual information MI(M) of the contingency table M is determined by
the formula

MI(M) =
∑

i

∑

j

nij

N
log

Nṅij

aibj
(10)

then the average mutual information of all possible joint partitions of ran-
dom variables X and Y is defined as the expectation of mutual information
E(MI(M)|a, b)

E(MI(X,Y )) = E(MI(M)|a, b) =
∑

M∈M
MI(M)P (M |a, b) (11)

Finally, adjusted mutual information AMI(X,Y ) is defined as follows

AMI(X,Y ) =
MI(X,Y ) − E(MI(X,Y ))

max(H(X),H(Y )) − E(MI(X,Y ))
(12)

Thus, hypergeometric distribution of two joint partitions is used in adjusted
mutual information as an objective prior. The most natural way to use adjusted
mutual information is to estimate clustering result. But again it estimates simi-
larity of a resulting partition to a reference partition, while we are interested in
a method for estimating knowledge gain.

2 A Bayesian Information Criterion Based
on an Objective Prior

In this paper we propose a new method for information estimation, intended to
estimate knowledge, gained in result of data processing, that is useful in unsu-
pervised learning. The method is applicable to functionally dependent random
variables and based on the Bayes criterion for optimal decision and an objective
prior probability distribution of partitions.
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2.1 Basic Definitions

Suppose there is a function f : X → Y , then for every yi ∈ Y there is an inverse
image Xi ⊆ X

Xi = {x : f(x) = yi} (13)

We consider partition part(X) = X1 ∪ ...∪Xk as a resulting model of X, knowl-
edge gain of which we are going to evaluate. A structure of a partition is described
by a number of subsets k and a partition n̄ of a number n = |X|, such that
ni = |Xi| and n1 + ... + nk = n.

We use relative entropy, or Kullback—Leibler divergence [11], for basic infor-
mation gain estimation

DKL(X||Y ) =
∑

i

P (xi) log
P (xi)
Q(xi)

(14)

Considering P (xi) = |Xi|
|X| and Q(xi) = 1

|X| , we get

DKL(part(X)||X) =
∑

i

|Xi|
|X| log |Xi| (15)

But we propose to adjust relative entropy with an objective prior to prevent
overfitting/underfitting.

2.2 The Bayesian Criterion for Optimal Decision

Preventing overfitting/underfitting means to find an optimal structure of a
model. In decision theory various criteria are used to find the optimal choice.
Given a set of all possible actions A, a set of states of nature Θ, its probability
distribution P (θ) and a utility function U(a, θ) for an action a ∈ A and a state
of nature θ ∈ Θ, consider the Bayes criterion for choosing an optimal action
a∗ [12]

a∗
b = argmax

i

∑

j

P (θj)U(ai, θj) (16)

Given a set X, we consider the set of all possible functions XX on X,
which forms the set of all possible partitions Part(X) of X. Every partition
part(X) ∈ Part(X) has a certain structure ki, n̄j . Assuming A = {k}, Θ = {n̄}
and U(ai, θj) = DKL(partij(X)||X), we get expected relative entropy
E(DKL(partk(X)||X)), EDKL for short, of a partition partk(X) for given num-
ber of subsets k

E(DKL(partk(X)||X)) =
∑

j

P (n̄j)DKL(partkj(X)||X) (17)

and the Bayesian criterion for optimal number of subsets k∗
b

k∗
b = argmax

i

∑

j

P (n̄j)DKL(partij(X)||X) (18)

It only requires to define the probability distribution P (n̄).
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2.3 The Objective Prior Distribution of Number Partitions

Let us define the objective prior distribution P (n̄) for Bayes criterion of optimal
number of subsets k∗

b . Given a set X, we denote a set of all possible functions
on X as F = XX and a set of functions that result in some number partition n̄i

as Fi ⊆ F . Let |X| = n and m is a number of elements of n̄ with a given value
v, such that v1 + ... + vm = k, then

P (n̄i) =
|Fi|
|F | (19)

where |F | = nn and

|Fi| =
n!

n1!...nk!
n!

k!(n − k)!
k!

v1!...vm!
(20)

Objective prior P (n̄i) and, therefore, the criterion k∗
b is defined for every

set X.

2.4 Other Criteria

There are other criteria in decision theory. If probability distribution P (θ) is
unknown, one can assume states of nature Θ to be equiprobable

a∗
l = argmax

i

∑

j

1
|Θ|U(ai, θj) (21)

or minimize possible loss

a∗
w = argmax

i
min
j

U(ai, θj) (22)

Laplace and Wald criteria respectively.
Performing analogous substitutions, we get Laplace criterion for optimal

number of subsets k∗
l

k∗
l = argmax

i

∑

j

1
|{n̄}|DKL(partij(X)||X) (23)

and Wald criterion for k∗
w

k∗
w = argmax

i
min
j

DKL(partij(X)||X) (24)

However, the last criterion does not help with underfitting, as for any n it holds
that k∗

w = 1, because

min DKL(part1(X)||X) = max DKL(part(X)||X) = 1 (25)

while Laplace criterion k∗
l may be used, if probability P (n̄) is too complex to

calculate.
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3 Evaluating Unsupervised Learning Results

Consider the Fisher’s iris data set, mentioned above, to demonstrate the pro-
posed method. We compare the original labels distribution with k = 3 with more
or less numbers of classes, k = 2 and k = 4 respectively. We use k-means clus-
tering algorithm for k = 2, 4 to compare expected relative entropy of particular
partitions. The results are given in the Table 1. As we can see, partitioning a set
of 150 objects yields more expected relative entropy for k = 4 than for k = 3
and k = 2.

Table 1. Results of comparing

k n̄ DKL P PDKL EDKL

2 53, 97 0.85 1.20e-281 1.02e-281 5.30e-278

3 50, 50, 50 0.78 4.32e-252 3.37e-252 6.13e-250

4 50, 40, 28, 32 0.72 5.38e-233 3.87e-233 1.15e-229

However, this function has a global maximum, i.e. there is k∗
b such that for

k′ > k∗
b expected relative entropy decreases. To show that, let us consider another

experiment. The idea is to simulate numerous results of various unsupervised
classification and clustering instances to get posterior distribution and calculate
expected relative entropy for every possible k. Thus, we will get a posterior
number of subsets k∗

p with the maximum expected relative entropy and compare
it with k∗

b .
Due to complexity issues we consider n = 75. The plot of expected relative

entropy for k = 1, ..., 75 is given at the Fig. 1. As we see, max(EDKL) = 1.20e−
02 for k∗

b = 47.
To simulate posterior k∗

b distribution, we considered various clustering meth-
ods that do not require k as an input parameter, such as hierarchical cluster-
ing [13], affinity propagation [14], mean shift [15] and DBSCAN [16], but it
turned out that their results have subjective bias, caused by hyperparameter
values, set by a user, or by an algorithm logic itself, which may differ from
objective dependencies beneath data. Therefore, we suggest to assign labels ran-
domly, assuming that for large number of samples s the distribution would be
similar to real results.

The result of the experiment is given at the Fig. 2. As we can see, k∗
p

comes near to k∗
b and equals to it nearly after 1000 samples. Thus, we demon-

strated that prior criterion k∗
b has global maximum and correlates with posterior

distribution.
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Fig. 1. Expected entropy for n = 75 and k = 1, ..., 75

Fig. 2. k∗
p for n = 75 and s = 1, ..., 10000
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4 Conclusion

Summing up, we suggested that information estimation is the only reliable way
to evaluate results of unsupervised learning and demonstrated that information
measures, like mutual information, suffer from underfitting and overfitting. We
considered objective priors as a method for preventing underfitting/overfitting,
since they have particular advantages, and proposed a new method for evaluating
partition of a set, considered as unsupervised classification or clustering result. It
includes, on the one hand, the Bayesian criterion for optimal decision, considering
number of subsets as set of actions, corresponding number partitions as states of
nature and relative entropy as utility function, and, on the other hand, the objec-
tive prior probability distribution of number partitions with respect to a number
of all set partitions. We illustrated the resulting criterion application on Fisher’s
iris data set by comparing original label distribution with results of clustering with
different numbers of clusters and demonstrated that the criterion has a global max-
imum and correlates with posterior distribution for large numbers.
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Abstract. In this work we described the rule-based method, using dictionary
for sentiment analysis of texts in the Kazakh language related to the terrorist
threats. It provides an overview of the methods for analyzing polarity, parser,
which analyzes the pages on the content of keywords from the database, mor-
phological, syntactic and sentiment analysis of the texts in the Kazakh language.

Keywords: Sentiment analysis � Kazakh language � Classification �
Production rules � Rule-based method � Morphological rules � Syntax rules �
Forbidden content � Parser

1 Introduction

Sentiment analysis or opinion mining in natural languages is one of the fast growing
natural language processing technologies. Sentiment analysis, also called opinion
analysis, is a field of research that analyzes people’s opinions, suggestions, assess-
ments, attitudes and emotions in relation to such subjects as products, services, orga-
nizations, individuals, problems, events, topics and their attributes [1].

Many resources and systems have been developed for sentiment analysis of texts by
now for English [1, 2]. A number of researches are conducting on sentiment analysis
for Russian [3, 4], Turkish [5–7], Spanish [8], Arabic [9, 10] and other languages [8].
One approach was proposed for Spanish language to the subjectivity detection on
Twitter micro texts that explores the uses of the structured information of the social
network framework. For Arabic, there is a semantic approach to discover user attitudes
and business insights from Arabic social media by building an Arabic Sentiment
Ontology that contains groups of words which express different sentiments in different
dialects [13]. Currently, there are emerging semantic models that recognize emotions
and words and their expressions in different languages.

The work [11], which presents SEMO, a semantic model for recognizing emotions,
which allows users to identify and quantify the emotional load associated with basic
emotions hidden in short, emotionally saturated sentences (for example, news headli-
nes, tweets, signatures). The idea, assessing semantic similarity of concepts by con-
sidering the occurrences and coincidences of the terms describing them on the pages
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indexed by the search system, can be directly extended to emotions and words
expressing them in different languages.

Here are some works on the analysis of attitudes for dual languages, Kazakh and
Russian [12, 13]. The work [12] describes modern approaches for solving the problem
of analyzing the opinions of news articles in the Kazakh and Russian languages using
deep recurrent neural networks. Thus, studies show that good results can be achieved
even without knowing the linguistic features of a particular language. It also proposes a
model of deep neural network, which uses two-lingual embedding of words, to solve
effectively the problem of mood classification for a given pair of languages. They apply
this approach to two corpora of two different language pairs: English-Russian and
Russian-Kazakh. It shows how to train a classifier in one language and predict it in
another one. This approach ensures an accuracy of 73% for English and 74% for
Russian languages. There are methods, proposed to analyze the mood of the texts in
Kazakh, such as a baseline method, which reaches an accuracy of 60% and a method
for studying bilingual embedding from a large unlabeled corpus using bilingual word
pairs [13]. The analysis of the mood of the texts written in Kazakh is not sufficiently
studied. The studies were conducted in [14–16], for the Kazakh language.

Computers are beginning to acquire the ability to recognize emotions. In 1995,
Picard [17] reported on the key issues of “affective computing”, calculations that are
associated with emotions, arise from them or affect them. Since then, many studies
have been conducted. Many studies are related to the recognition of emotions from
texts. The work [18] proposes an approach for recognizing emotions using network
similarities. It also proposes a model for ranking emotions, based on semantic indi-
cators of proximity, for example, Confidence, PMI, PMING.

There are many mobile devices such as smartphones, tablets, cameras and PCs in
the world today. In addition, many applications for audio, video, chatting are being
introduced day by day. Accordingly, the amount of text, audio and video information is
increased. Therefore, the task of extracting emotions from textual, graphic, audio and
video information becomes an important task.

Emotions are extracted not only from texts, but also from audio and video content
[19, 20], from images [21]. Such applications can be used as marketing in social media,
brand positioning, elections and financial forecasting.

The term “threat” usually refers to a specific unlawful act with the intent of one
person to harm another one, which is expressed orally, in written or in another way. We
will consider only written threats, which we will call prohibited content. In [22, 23],
sentiment analysis is used to detect some prohibited content on the Internet. The
determination of prohibited content by means of sentiment analysis is a new direction
and works, that the authors of this article consider as useful for the further research,
were published in the last ten years. The next article discusses the use of data mining
techniques to detect prohibited terrorist activities on the network (Mahesh, Mahesh,
Vinayababu 2010) [22]. The work [23] describes a system that detects forbidden
statements with an accuracy of more than 80%, using natural language processing
techniques and machine learning.

This work can be considered as an introduction and an attempt to apply the lin-
guistic approach to identify texts containing prohibited content of a terrorist nature,
which is written in the Kazakh language with keywords in English and Russian
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languages. For this reason, this article describes the rule-based methods used in the
analysis of feelings, and the approaches used to determine moods through the for-
malization of morphological and syntactic rules.

2 Method for Analyzing Text Polarity

There are three main methods for determining the text polarity:
1. Analysis of a text using vector analysis methods (often using n-gram models),
comparing a text with the previously marked reference corpus on the chosen proximity
measure and classifying (classification) it as negative or positive based on the result of
the comparison.
2. Search for emotive vocabulary (lexical polarity) in the text according to pre-
compiled polarity dictionaries (lists of patterns) using linguistic analysis. Based on the
found emotive vocabulary, the text can be evaluated on a scale, which reflects the
number of negative and positive vocabulary. This method can use both lists of patterns
that are inserted into regular expressions, and rules for combining polarity vocabulary
within a sentence.
3. Mixed method (combination of the first and the second approaches).

The analysis of the text polarity, which we are implementing now, consists of
several stages (Fig. 1).

At the first stage, the processing of web pages is carried out by the special parser,
which analyzes the pages for the content of keywords from the database (in our case,
keywords of forbidden content).

At the second stage, the text of selected web pages is processed by a morphological
analyzer to determine the parts of speech and the characteristics of each parts of speech.

At the third stage, a simplified syntax analyzer works: words and phrases are
combined into polarity chains; the subject, predicate, and object are identified in the
sentence.

At the fourth stage, a simplified sentiment analyzer works, it determines the polarity
of the text.

Sentiment ana-
lyzer

Morphological 
analyzer Syntax analyzerParser

Fig. 1. Stages of the text polarity analysis
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3 Parser and Database

Parser is software for collecting and converting textual data into a structured format.
The processing of web pages is carried out by the special parser, which analyzes the
pages to determine if they contain the key words from the knowledge base (in our case,
keywords of forbidden content). The operation of the parser is simple, and its effec-
tiveness depends entirely on the knowledge base. The interface of the parser is shown
in Fig. 2.

WordNet [24] was used as a prototype of the database structure for the parser,
SENTIWORDNET [25] was used at the stage of sentiment analysis. The database was
filled completely symmetrically in three languages: Kazakh, English and Russian. This
is because, historically, Kazakhstanis often use a mixed language, for example, they
speak Kazakh, using terms or stable expressions from Russian and/or English.

WordNet is a large lexical database of the English language. Nouns, verbs,
adjectives and adverbs are grouped into sets of cognitive synonyms (synsets), each of
them expresses a distinct concept. Synsets are interlinked by means of conceptual-
semantic and lexical relations. The resulting network of meaningfully related words
and concepts can be navigated with the browser. WordNet is also freely and publicly
available for download. WordNet’s structure makes useful tool for computational
linguistics and natural language processing. WordNet superficially resembles a the-
saurus, in that it groups words together based on their meanings. However, there are
some important distinctions. First, WordNet interlinks not just word forms—strings of

Fig. 2. The interface of the parser
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letters—but specific senses of words. As a result, words that are found in close
proximity to one another in the network are semantically disambiguated. Second,
WordNet labels the semantic relations among words, whereas the groupings of words
in a thesaurus does not follow any explicit pattern other than meaning similarity [24].

The work [25] presented SENTI WORDNET 3.0, an enhanced lexical resource
explicitly devised for supporting sentiment classification and opinion mining applica-
tions (Table 1).

Table 1. Fragment of the table in the WordNet format

Noun Adjective Verb Definition Hyperonym Hyponym Holonim …

Wahhabism Religious - political trend in
Sunni Islam, the middle of
the XVIII century. It is
based on the teachings of
Muhammad al-Wahhab,
Salafis

Islam, a
radical
religious
and
political
movement

Islam

Gazavat War for faith is one of the
jihad aspects

Holy War,
Islam

Islam

Jihad The struggle for faith is
used by the organizers of
the terrorist activities for
involving Muslims in it

Holy War,
Islam

Islam

Islamism World outlook and practical
activities of fanatical
adherents of Islam, whose
faith its institutions
(dogmas) in culture, in
public, political and
economic life, applying
extreme measures to
achieve goals

Islam, a
radical
religious
and
political
movement

Islam

Pan-
Islamism

Religious and political
current in Islam, preaching
the idea of the unity of
Muslims around the world
and the need for their unity
in a single Muslim state.
Often it is used as a cover
for policy intervention in
the affairs of other states
and support for various
extremist and terrorist
structures

Islam,
religious
and
political
ideology

Islam

Religious
extremism

Intolerance towards people
who have other religions,
accompanied by calls for
committing or committing
antisocial, often unlawful,
including violent, acts
against citizens

Islam, a
radical
religious
and
political
movement

Extremism

(continued)
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Social networks “Vkontakte” and “Facebook”, and selected foreign Internet
resources distributing terrorist content were selected for the research and replenishment
of the database. To begin with, we directly reviewed the individual profiles of social
network users, mentioning prohibited words from the list provided by the US
Department of National Security in 2011, which is used to analyze networks for
prohibited content [26].

4 Morphological Analysis

The Kazakh language is a typical Turkic language, retaining most of the features
common to this group and possessing a number of typical Kypchak features. The
structural-typological characteristic of the Kazakh language is mainly related to its
membership in agglutinative languages. As a rule, a description of the aggutinative type
applies a features set, which takes into account not only phonetic, but also morpho-
logical and syntactic features. The order of the endings in the Kazakh language is
strictly defined. For example, for nouns, first the plural endings are added to the base of
the word, then the possessive endings (meaning the object belongs to a person), then
the case endings and then the conjugation form endings (added only to animate nouns).
In general, it can be said that the Kazakh language is a well formalized language. We
have developed a rule-based morphological analyzer, which is described in [27–29].

5 Syntax Analyzer

Visual analysis of prohibited content shows that it consists of only simple sentences,
that is, they do not have complex compound sentences. It follows that to build a
syntax analyzer of prohibited content, it is sufficient to formalize and implement

Table 1. (continued)

Noun Adjective Verb Definition Hyperonym Hyponym Holonim …

Salafism A direction in Islam that
unites Muslim religious
figures who, at different
periods of the history of
Islam, made calls to orient
themselves toward the way
of life and faith of the early
Muslim community, to
righteous ancestors (as-
salaf as-salihun). Salafia
means “understanding of
religion in the form in
which it was understood by
the prophet and his
companions”

Islam, a
radical
religious
and
political
movement

Tawhid
(monotheism)

…
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the syntax rules for simple sentences in the Kazakh language, that is, to build a
simplified parser.

There are 20 types of simple sentences in the Kazakh language. The formalization
of the syntax rules of simple sentences and the construction of the corresponding
syntactic analyzer are given in [30]. Some examples of simple sentences containing
forbidden fragments are provided below.

A simple sentence consisting of the subject will be represented as:

SS ðQðQ1ðSÞÞMðM1 NAdj PronAdvÞÞð Þ ð1Þ

Where SS – simple sentence
Q – structure
Q1– structure with the first index
S – Subject
M – semantics
M1 – semantics with the first index
N – Noun
Adj – Adjective
Pron – Pronoun
Adv – Adverb
Example: Bomb. Explosion.
A simple sentence consisting of the subject and the predicate will be presented as:

SSðQðQ2ðSPÞÞMðM2ðMS ðNAdvNumÞMP NVAdjAdvNumÞÞÞÞð Þ ð2Þ

Where SS – simple sentence
Q – structure
Q2 – structure with the second index
S – Subject
P – Predicate
M – semantics
M2 – semantics with the second index
MS – semantics of subject
N – Noun
Adv – Adverb
Num – Numeral
MP – semantics of predicate
N – Noun
V – Verb
Adj – Adjective
Adv – Adverb
Num – Numeral
Example: The bomb exploded. The explosion occurred. Set fire. The explosion is

terrible. The building was crushed. Four blew up. Infidels died.
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A simple sentence consisting of the subject, the complement and the predicate will
be presented as:

SSðQðQ3ðSOPÞÞMðM3ðMS NPronNumAdjð ÞMA NPronNumAdjð ÞMP ðNVÞÞÞÞ
ð3Þ

Where SS – simple sentence
Q – structure
Q3 – structure with the third index
S – Subject
O – Object
P – Predicate
M – semantics
M3 – semantics with the third index
MS – semantics of subject
N – Noun
Pron – Pronoun
Num – Numeral
Adj – Adjective
MA – semantics of object
N – Noun
Pron – Pronoun
Num – Numeral
Adj – Adjective
MP – semantics of predicate
N – Noun
V – Verb
Example: Terrorists crashed the city. Five soldiers got killed.
The complete list of formal syntactic rules for simple sentences is as follows:
SS (Q(Q1(S)) M(M1(N Adj Pron Adv)))
SS(Q(Q2(S P)) M(M2(MS (N Adv Num)MP (N V Adj Adv Num)))))
SS(Q(Q3(S O P)) M(M3(MS (N Pron Num Adj) MA(N Pron Num Adj) MP

(N V)))).
SS(Q(Q4(S C P)) M(M4(MS (N Pron Num Adj) MC(N Adv Num Adj) MP (V)))).
SS(Q(Q5(S A C P)) M(M5(MS (N Pron Num Adj) MA(N Adj Num Pron) MC (N

Adv) MP(V)))).
SS(Q(Q6(S A C P)) M(M6(MS (N Pron Num Adj) MC(N Adv Pron) MA (N Pron

Adj Num) MP(V)))).
SS(Q(Q7(S D A P)) M(M7(MS (N Pron Adj Num) MD(Adv Pron Num Adv) MA (N

Adj Num) MP(V)))).
SS(Q(Q8(A D S P)) M(M8(MA (N Pron Adj Num) MD(Adj Adv Num) MS (N Num

Adj) MP(V)))).
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SS(Q(Q9(A C S P)) M(M9(MA (N Pron Adj Num) MC(Adv Num) MS (N Pron Adj
Num) MP(V)))).

SS(Q(Q10(A S C P)) M(M10(MA (N Pron Adj Num) MS(N Pron Num Adv Adj) MC

(Adv Num) MP(V)))).
SS(Q(Q11(C S A P)) M(M11(MC (N Num Adv) MS(N Pron Num Adv Adj) MA

(Adv Num) MP(V)))).
SS(Q(Q12(D S A P)) M(M12(MD (Adj Num Adv Pron) MS(N Adj) MA (N Adj Adv

Num) MP(V)))).
SS(Q(Q13(D S C P)) M(M13(MD (Adj Num Adv Pron) MS(N Adj) MC (N Adj Adv

Num) MP(V)))).
SS(Q(Q14(S C D A P)) M(M14(MS (N Pron Adj Num) MC(N Adv) MD (N Adj Adv

Num) MA (N Adj Num) MP(V)))).
SS(Q(Q15(S D A C P)) M(M15(MS (N Pron Adj Num) MD(Adj Adv Num) MA (N

Adj Num) MC (N Adv Adj) MP(V)))).
SS(Q(Q16(C S D A P)) M(M16(MC (N Adv Num) MS(N Pron Num Adj) MD(Num

Adj) MA(N Num Adj) MP(V)))).
SS(Q(Q17(C A D S P)) M(M17(MC (N Adv Num) MA(N Pron Num Adj) MD(Num

Adj) MS(N Pron Num Adj) MP(V)))).
SS(Q(Q18(D S C A P)) M(M18(MD (Adj Adv Num) MS(N Pron Num Adj) MC(Adv

N) MA(N Pron Num Adj) MP(V)))).
SS(Q(Q19(D S A C P)) M(M19(MD (Adj Adv Num) MS(N Pron Num Adj) MA(N

Pron Num Adj) MC(Adv N) MP(V)))).
SS(Q(Q20(D A S C P)) M(M20(MD (Adj Adv Num) MA(N Pron Num Adj) MS(N

Pron Num Adj) MC(Adv N) MP(V)))).
The input of the syntactic analyzer is the text containing elements of forbidden

content with morphological tags.
At this stage, the initial syntax analysis is performed: words and phrases are

combined into polarity chains, the subject, predicate and object are distinguished in the
sentence. The result of the syntactic analyzer will be the text containing forbidden
content marked by morphological and syntactic tags.

6 Sentiment Analysis

At this stage, the polarity object is highlighted. It is set by the user or determined
automatically: in each sentence, a so-called named entity is searched, for example, a
proper name, animate real, etc. For a given object, the polarity of the text is calculated
[14–16, 31]. To work at the sentiment analysis stage, a database of words and phrases
that are emotional in color and refer to prohibited content (hereinafter - the prohibited
fragment) is used. In our case, we use database tables that have a SENTI WORDNET
database structure (Table 2).
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Table 2. Fragment of the table in the SENTI WORDNET format

#POS PosScore NegScore Terms Gloss

n 0 0,5 Ваххабизм#1 Уаһһабизм#1
Вахабизм#1 Уаһабизм#1
(Wahhabism)

XVIII ғасырдың ортасында
Мухаммад әл- Ваххаб оқытуларының
негізінде пайда болған сүнниттік
исламның радикалды-саяси ағын,
салафиттер (a Sunni Islamic doctrine
and radical-political movement founded
by Muhammad al-Wahhab in the XVIII
century, Salafi)

n 0 0,875 Газават#1 Жиһад#1
кәпірлерге_қарсы_соғыс#1
Аллаһтың_жолында_күресу#1
(Gazawat, war against infidels,
war in God’s path)

«Дін үшін соғыс», джихадтың бір
бөлігі (War for religion, a part of jihad)

n 0 0,875 Джихад#1 аль_Жиһад#1
Жиһад#1 Жиһат#1
исламдық_джихад#1
(jihad, al-jihad, Islamic jihad)

Дін үшін соғыс, мұсылмандарды
еліктіру үшін қолданылатын түсінік
(war for religion, a concept is used to
attract muslims)

n 0 0,5 Исламизм#1
(Islamism)

Исламның бірбеткей, ессіз
ұстанушыларының көзқарастары мен
тәжірибелік іс-әрекеттері, оның
(ислам) белгілерінің бастылығын
уағыздап жүрулері қоғамда, саясатта
және экономикалық өмір
қырларында, мақсаттарына жету
үшін шекті іс-әрекеттерді орындау
(views and practical actions of one-sided
and unconscious Islam followers,
preaching the unity of its signs,
executing ultimate actions to meet their
goals in society, politics and economic
life)

n 0 0,5 Панисламизм#1
(Panislamism)

XIX ғасырдың соңында пайда болған,
мұсылман реформаторы Джемал ад-
Дина ал-Афгани (1839–1897)
есімімен байланысты идеология және
қозғалыс; жер бетіндегі барлық
мұсылманқауымынын бірлігі
концепциясы мен олардын біртұтас
ислам мемлекетіне бірігу
қажеттілігіне негізделген діни-саяси
идеология және тәжирибе. Көбінесе
әртүрлі террористік және
экстремистік топтарды ақшалай
қолдау үшін “жаппа” ретінде
қолданылады
(ideology and movement related the
name of Islamic reformer Jemal al-Dina
al-Afgani (1839–1897) formed in the
XIX century; religious-political ideology
and practice which is based in the idea of
necessity of association for all Islamic
communities in the world; mostly used in
different terrorist and extremism groups
as “cover” to get financial support)

n 0 0,875 Діни экстремизм#1
(religious extremism)

Басқа дінді ұстайтын адардармен
есептеспеушілік, қоғамға қарсы,

(continued)
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Table 2. (continued)

#POS PosScore NegScore Terms Gloss

құқыққа қарсы, зорлықтық іс-
әрекеттерді жасауға үндеумен қатар
жүреді. діттеген саяси мақсаттарына
қол жеткізу үшін, дінді қалқан ете
отырып әрекет етуші, дінге ешқандай
қатысы жоқ іс-қимыл. Басқаша
атағанда - терроризм (лаңкестік).
Мұндай әрекеттер көбіне
мемлекеттің құрамын күшпен
өзгертуге немесе үкіметті басып
алуға бағытталады. Қауіпті жағдайға
айналған осындай әрекеттерді іске
асыру, көбіне қарулы топтар құрып,
өзара өшіктіру әдістерін қолдану
арқылы дін және ұлттық
қайшылықтарды қоздырумен,
сондай-ақ адам құқын жаппай
бұзумен қатар жүреді. (ignoring other
religion followers, goes together with a
call to do violent actions against society,
rights; actions which are not related to
religion but using it as a “cover”. In
other words, it is terrorism. Usually,
these actions are targeted to change a
state composition or take it over by
force; goes together with actions for
creating armed groups, unleashing
religious and national contradictions,
violating human rights)

n 0 0,5 Сәләфия#1 салафия#1
(salafia)

Ислам дінінің негізі боп
табылатын Құран мен Сүннетті «әс-
сәләф әс-салихун»,
яғни Мұхаммед пайғамбардың (салл
Аллаһу ғалейһи уә
сәлләм) сахабалары, олардың
ізбасарлары мен
Ислам үмметінің имамдары қалай
түсінсе солай түсіну дегенді білдіред
(means to understand Quran and Sunni,
which are the basis of the Islam religion,
as companions of the prophet
Muhammad and followers and Islam
community (ummah) understand)

…
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7 Evaluation of Results

Currently, methods for objective testing of textual markup systems have not yet been
developed. Therefore, the testing method currently used by us is based on periodic
subjective evaluations of small text collections by an expert [32].

8 Conclusion

In this paper, we have developed a method for analyzing the polarity of the Kazakh
texts related to terrorist threats. The database for the parser and sentiment analysis was
developed. The syntax rules of simple sentences in the Kazakh language, which are
sufficient for the presentation of texts related to terrorist threats, have been formalized.
The stages of morphological, syntactic and sentiment analysis of texts in the Kazakh
language are described.

The development of this work and the replenishment of the database and knowl-
edge base of the prohibited content will allow detecting sites leading to terrorist pro-
paganda. Currently, the database contains 1200 entries, which allowed us to detect
more than 50 similar sites. Content analysis of sites allowed expanding the database
with new keywords. Previously obtained results of determining the polarity of texts
made it possible to automatically determine the list of sites that have extremely neg-
ative content. We hope that this work will be developed by virtue of its practical
significance for society.
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Abstract. Kriging is one of the most used spatial estimation methods in real-
world applications. In kriging estimation, some parameters must be estimated in
order to reach a good accuracy in the interpolation process, however, this step is
still a challenge. Various optimization methods have been tested to find good
parameters to this process, however, in recent years, many authors are using bio-
inspired techniques and reaching good results in estimating these parameters.
This paper presents a comparison between well-known bio-inspired techniques
such as Genetic Algorithms, Differential Evolution and Particle Swarm Opti-
mization in the estimation of the essential kriging parameters: nugget, sill, range,
angle, and factor. We also proposed an improved cluster-based kriging method
to perform the tests. The results shows that the algorithms have a similar
accuracy in estimating these parameters, and the number of clusters have a high
impact on the results.

Keywords: Bio-inspired algorithms � Artificial Intelligence � Geostatistic �
Kriging

1 Introduction

Kriging is a geostatistical interpolation technique that predicts the value of observations
in unknown locations based on previously collected data. The kriging error or inter-
polation error is minimized by studying and modeling the spatial distribution of points
already obtained. This spatial distribution or spatial variation is expressed in the form
of an experimental variogram [1].

The experimental variogram can be considered as a graphical representation of the
data distribution and also expresses the data variance with the increment of the sam-
pling distance. The variogram is the basis for the application of the kriging method.
Thus, the kriging process is defined in three main steps. First, the experimental vari-
ogram is calculated. Then, the theoretical variogram is modeled to represent the
experimental variogram. Finally, the value of a given point is predicted using the built
theoretical model.
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The theoretical variogram can be modeled, for example, by estimating some
parameters: nugget, sill, range, factor, and angle in anisotropy problems, where the
spatial behavior is different in distinct directions.

Artificial Intelligence Techniques have been used with kriging technique to produce
better results as shown in [2–10], whereas it is still a challenge to determine what
method is better structured for a database.

As stated in [7] and applied in [8], bio-inspired algorithms, in general, are suited to
help define the theoretical variogram parameters. Furthermore, these types of algo-
rithms do not require a single initial value as input, but rather an interval. In [3], the
authors achieved good results adopting Genetic algorithm technique.

Various researches have been implementing bio-inspired algorithms to optimize
these parameters, such as Genetic Algorithms (GA) [6, 8, 9], Differential Evolution
(DE) [10, 11] and more recently PSO [12]. However, it is important to compare the
behavior of these algorithms when applied to the same problem and study their
effectiveness in optimizing variogram parameters.

In order to evaluate these algorithms, it is important to select the method to evaluate
the goodness of each solution. In [8], it is shown that the interpolation cost function,
which we use as the fitness function to evaluate the set of parameters, generally yield
better results at the expense of computational cost. Well-known cost functions, such as
Weighted Least Squares, Maximum Likelihood and variations were not considered in
this paper.

To apply state-of-art kriging methodologies, we use Cluster-Kriging method pro-
posed in [13]. In this method, the spatial data are divided into different sub-groups,
where each data is interpolated using only data from same group. A limitation of
Abedini methodology is a single variogram for all groups, we propose the estimation
and optimization of different parameters to each group. Some problems of this
improvement are solved using K-Nearest Neighbour method and data preprocessing as
shown in the next section.

In this context, the purpose of this paper is to evaluate well-known bio-inspired
techniques such as Genetic Algorithms, Differential Evolution and Particle Swarm
Optimization in the estimation of the essential kriging parameters. We also proposed an
improved cluster-based kriging method to perform the tests. The results show that the
algorithms have a similar performance, but the clustering algorithm and the number of
clusters might have a high impact on the kriging results.

This paper is organized as follows. Section 2 consists of the theoretical background
involving important concepts for the understanding of this paper. In Sect. 3, the steps
of the proposed method are detailed. Section 4 presents the databases used in this work
besides the results of the experiments performed. Finally, Sect. 5 presents final
considerations.

2 Background

This section presents a brief explanation of the main concepts discussed in this paper.
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2.1 Kriging

Let Z be a set of measurements of a target variable denoted as fzðs1Þ; zðs2Þ; :. . .; zðsNÞg,
where si ¼ xi; yið Þ is a data point in a spatial database; xi and yi are its coordinates
(primary locations); and N is the number of observations.

Values of the target variable at some new location s0 can be calculated using a
spatial prediction model. The standard version of kriging is called ordinary kriging
(OK), where the predictions are based on the model:

ẑOK s0ð Þ ¼
Xn

i¼1
wi s0ð Þ:z sið Þ ¼ kT0 � z ð1Þ

where k0 is a vector of kriging weights (wi), and z is the vector of N observations at
primary locations.

So, to estimate the weights, we calculate the semivariances c hð Þ based on the
differences between the neighboring values:

c hð Þ ¼ 1
2
E½ðzðsiÞ � zðsi þ hÞÞ2� ð2Þ

where z sið Þ is the observation of the target variable at some point location, and z si þ hð Þ
is the observation of the neighbour at a distance si þ h.

Suppose that there are N point observations, this yields Nx N � 2ð Þ=2 pairs for
which a semivariance can be calculated. If we plot all semivariances versus their
separation distances a variogram cloud is produced. For an easier visualization of this
variogram cloud, the values are commonly averaged for a standard distance called
“lag”. If we display such averaged data, then we get the standard experimental vari-
ogram, which can be seen in Fig. 1.

Fig. 1. Kriging variogram and parameters.
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Once we calculate the experimental variogram, we can fit it using a theoretical
model, such as linear, spherical, exponential, gaussian, among others. The variograms
are commonly fitted using a cost function (e.g. weighted least squares [15]). Hence, the
main objective is to minimize this cost function. The theoretical model used in this
work is the exponential one, given by

C hð Þ ¼ C0 þC1 hj j ¼ 0
C1:½e�ðhRÞ� hj j[ 0

�
ð3Þ

where R is the practical range, which is the coordinate where the model starts to flatten
out.

C0 is the “nugget effect” that is attributed to measurements errors or spatial sources
of variation at distances smaller than the sampling interval. C0 + C1 is the sill, which is
the value that the model attains at the practical range. These parameters, also called
coefficients, determine the theoretical variogram as illustrated in Fig. 1.

Once we have estimated the theoretical model, we can use it to derive semivari-
ances at all locations and solve the kriging weights. The ordinary kriging (OK) weights
are solved multiplying the covariances:

k0 ¼ C�1:c0; C hj j ¼ 0ð Þ ¼ C0 þC1 ð4Þ

where C is the covariance matrix derived for N � N observations and c0 is the vector of
covariances at a new location. Note that the C is in fact a Nþ 1ð Þ � Nþ 1ð Þ matrix if it
is used to derive kriging weights, since one extra row and column are used to ensure
that the sum of weights is equal to one:

C s1;s1ð Þ � � � C sN ;s1ð Þ 1

..

. . .
. ..

. ..
.

C sN ;s1ð Þ � � � C sN ;sNð Þ 1
1 . . . 1 0

26664
37775
�1

:

C s0;s1ð Þ
..
.

C s0;sNð Þ
1

26664
37775 ¼

w1 s0ð Þ
..
.

wN s0ð Þ
u

26664
37775 ð5Þ

where u is the Lagrange multiplier. After calculating the weights, the prediction is then
given by Eq. 1.

When the experimental variogram is distinct for two or more directions, we have an
anisotropic phenomenon, as can be seen in the ellipse drawn in Fig. 2. The anisotropy
is calculated considering a certain angle from 0 to 180°, and a factor given by

Factor ¼ a2
a1

ð6Þ

where a1 and a2 are the biggest and smallest radius of the ellipse, respectively. This
factor varies between 0 and 1, with 1 being an isotropic model. Therefore, in case of
anisotropy, five parameters are used to estimate the theoretical variogram model:
nugget, sill, range, angle, and the anisotropy factor.
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2.2 KNN

K-Nearest Neighbor (KNN) [14] is a supervised machine learning algorithm used for
both classification and regression problems. It is a non-parametric approach that uses
training data directly for classification. More specifically, the KNN algorithm classifies
a new point based on the training set points that are close to it.

Given a training data set s1; q1ð Þ; . . .; sN ; qNð Þf g, with N points, each point s; qð Þ
consists of a vector s 2 RL and a label q 2 1; . . .Qf g. Let s0 ¼ p1; . . .pLð Þ be a new
point not yet classified (i.e. without label). In order to classify this new point, the KNN
algorithm calculates the distance between s0 and the other points in the training set
using a measure of similarity. The K nearest points (i.e. with smaller distances) in
relation to s0 are then stored. In the sequel, it is verified which is the most frequent label
among the K neighbors, and this elected label q is associated with the new point.

A well-known measure of similarity and also used in this work is the Euclidean
Distance, which is defined by

d s; ŝð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXL

i¼1
pi � p̂ið Þ2

r
ð7Þ

where pi and p̂i are elements of vectors s and ŝ, respectively.

2.3 K-Means

K-means [14] is one of the simplest unsupervised learning algorithms that solve the
clustering problem. This clustering algorithm partitions the database into U clusters,
where the value of U is provided by the user.

The k-means algorithm starts by initializing a set of U centroids, one for each
cluster. A widely used initialization method is the random selection among the points in
the database. Each point is then associated with the nearest centroid based on a measure

Fig. 2. Example of anisotropy and its parameters.
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of similarity (e.g. Euclidean Distance) in order to build the groups. After that, the
centroids are recalculated. The “new” centroid is the average of the “old” cluster points.
This process is repeated until the centroids are no longer modified.

2.4 Genetic Algorithm

Genetic algorithm [15] is a bio-inspired optimization technique that uses natural evo-
lution theory as inspiration. It is structured by a set of possible solutions. This set is
called “population” and each possible solution contain a set of parameters, which we
call a “chromosome”.

Initially, a population with randomly generated individuals/chromosomes is cre-
ated. Then, we apply a fitness function to each chromosome to evaluate its goodness or
how well it solved the problem in analysis. Then, a selection operator chooses the
individuals who will pass to the next generation. Finally, the crossover and mutation
operators are applied to the individuals chosen by the selection operator. The algorithm
runs until a stopping criterion is fulfilled, such as the number of generations.

We used the R package “ga” [16] when performing tests.

2.5 Differential Evolution

The Differential Evolution algorithm is an optimization technique similar to genetic
algorithms in its structure. Similar operators like crossover, mutation and selection are
used, however this algorithm focus on the mutation operation to generate the popu-
lation of individuals/chromossomes. In other words, the DE perturbs the population
with of randomly selected chromosomes by using their components to construct trial
vectors. The recombination (crossover) operator efficiently shuffles information about
successful combinations, enabling the search for a better solution space [17].

We used the R package “DEOptim” [18] when performing tests.

2.6 Particle Swarm Optimization

The PSO uses similar structure from DE and GA algorithms to evaluate each individual
(also called particles), however, instead of using crossover, mutation, and selection
methods, new solutions are created by “moving” the particle around the search space
based on two factors: a) The best fitness achieved by the particle so far b) The best
fitness achieved by any particle in the neighborhood [19].

The structure of a particle consists of four parameters, current location (identical to
the GA chromosome), current velocity, best local fitness and best global fitness. For
every iteration, each particle is updated with a new location based on the other 3
parameters. Nowadays PSO has been successfully applied to various real world
problems and it represents current state of art nature inspired algorithm [19].

2.7 Cost Function and Evaluation Metric

The cost function used as the fitness function of all algorithms were the interpolation
error cost function [8]. We obtain the error by applying the Kriging at each data point
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(Leave-one-out Cross Validation) of the Train database using the parameters of the
solution, and calculating the Mean Squared Error after all points have been tested.

To evaluate and compare the algorithms, we applied the 10-fold cross validation,
where 10 iterations of tests are performed with 90% train data and 10% test data. Every
version of the test database is different from each other. After all iterations, we calculate
the mean of the MSE (Mean Squared Error) of each.

3 Methodology

The main objective of this research is to study the behavior and results of the three bio-
inspired algorithms, Genetic Algorithm, Differential Evolution, and Particle Swarm
Optimization in the optimization of the Kriging parameters: Nugget, Sill, Range,
Factor, and Angle.

In order to test the algorithms, we propose the application of Abedini’s Cluster
Kriging methodology but improving the technique by applying a solution to allocate
unknown points to the clusters obtained by the K-means clustering technique. In this
scenario, we first apply a preprocessing step using standardization algorithms and
treatment of outliers, after that the K-means is used to find k groups of the data, in this
clustering step, the KNN method is used to improve the clustering groups. For each k
group of data, the bio-inspired algorithms are used to find parameters of the Kriging
method. Lastly, the unknown points are allocated to the previously determined clusters
using also the KNN method, these points are then interpolated using the kriging
parameters and data of that given cluster.

To analyze the results, we applied the 10-fold cross-validation method. In each of
the 10 iterations of this method, the data is split into 90% train data, where we apply k-
means and the optimization methods (GA, DE, and PSO), and 10% test data (Each
iteration has different test data), where we classify using the KNN method into the
clusters to apply the kriging method. Summarizing, at each n-fold, we have these steps:

1. Preprocess Data;
2. Partition data into 90% train and 10% test;
3. Split train data into k clusters;
4. Select kriging parameters for each cluster individually via bio-inspired techniques;
5. Allocate each data from test database to a cluster via KNN method;
6. Apply kriging to each data from test database with their respective cluster and

parameters;
7. Calculate Mean Squared Error.

The complete flow chart can be seen in the Fig. 3.

3.1 Data Preprocessing

In the data preprocessing step, the spatial information x and y, and the target variable,
in this case zinc, were normalized between 0 and 1. This was important to ensure that
every variable has the same weight in the clustering process and to avoid cluster
overlapping. In the sequel, we used the Z-score test with 99% confidence to remove
outliers.
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3.2 Data Clustering

After we preprocess the data and partition the data, the train database is split into k
clusters using spatial information x and y, and the target variable. As shown in [13], the
clustering process often results into overlapped clusters. These overlapping cause
problems when allocating unknown (new) data into clusters. To minimize this, all data
were previously normalized between 0 and 1, then, each point were classified again
into one of the groups found by K-means. This process ensured that all groups were not
overlapped. In the following figures we illustrate this scenario, where in Fig. 4(a),
especially when the number of clusters are bigger than 4, we do not see a spatial
uniformity as observed in Fig. 4(b) where the normalization and KNN was applied.
The black circle highlighted in Fig. 4(a), demonstrate an overlapped clusters.

Fig. 3. Flowchart of the proposed method to evaluate the bio-inspired algorithms.

738 C. Yasojima et al.



3.3 Optimization Phase

For each cluster obtained by the K-means technique, we apply an optimization tech-
nique to find optimal parameters, nugget, sill, range, factor and angle of the Kriging
phase. The accuracy of the interpolation are directly correlated to how good these
parameters are.

Each bio-inspired algorithm was evaluated based on the best set of parameters
found. These parameters are tested when interpolating the test database and the
accuracy and error is calculated.

3.4 Classification and Kriging

After we obtain the clusters and their respective kriging parameters, each data of the
test database is allocated to a cluster based on KNN method. The KNN method receive
the spatial location of the new or unknown point (x and y) and set its cluster based on
the nearest neighbors, the most common cluster label found in these neighbors is set to
the new point.

In the kriging (interpolation) phase, this new point only takes account the data from
its cluster allocated in the previous step, and consequently the parameters found by the
optimization techniques for that group.

4 Tests and Results

In this section, we discuss configuration of the tests and show the results.

4.1 Database (Study Area)

The database selected in this research represents the mountainous region of Wolfcamp
Aquifer in West Texas/New Mexico. The area has been studied because of its potential
site for nuclear-waste disposal. In the wolfcamp aquifer, 85 measurements were col-
lected along this region, each representing piezometric wells. This study area has used

Fig. 4. K-means results (a) Without normalization, (b) With normalization step.
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in other works [13, 20] and been classified as an anisotropic data area and irregularly
spaced. In Fig. 5, the location of the collected data is shown.

4.2 Experiments

In order to evaluate and compare the results for the three bio-inspired algorithms, a
manual tuning was performed. The population size and number of iterations values
were the same for all algorithms, and other specific parameters of each algorithm were
tested manually. The best parameters found for each algorithm are shown in Table 1.

The chromosome (GA and DE) and particle (PSO) had the following configuration:

• Nugget;
• Sill;
• Range;
• Factor;
• Angle;

Some parameters of the experimental variogram were fixed for tests simplicity,
such as number of lags, model type and nugget effect with values 10, Exponential and 0
respectively.

The range of each parameter to be optimized were defined as shown in Table 2.

Fig. 5. Wolfcamp aquifer study area, color and size of points indicates the value of target
variable. (Color figure online)
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Table 1. Bio-inspired techniques parameters used in tests.

Algorithm Parameter Value

GA Population size 100
Iterations 10
Crossover probability 0.8
Mutation probability 0.1
Elitism 5% of population
Selection method Roulette
Crossover method Deep [21] real coded
Mutation method Deep [22] real coded

DE Population size 100
Iterations 10
Crossover probability 0.6
Differential weight 0.2
Method de/rand/1/bin

PSO Particles 100
Iterations 10
Social constant 2
Cognitive constant 2
Inertia range 0.4 to 0.8

Table 2. Lower and Upper bounds of variables.

Bound Nugget Range Sill Angle Factor

Lower
bound

0 0 0 0 0

Upper
bound

0 Max distance between
2 points

Variance of target
variable * 5

180 1

Table 3. MSE results for each bio-inspired algorithm for 2 to 5 clusters (test data).

Algorithm 2 Clusters 3 Clusters 4 Clusters 5 Clusters

GA Mean 0.091 0.062 0.114 0.138
Stand. Dev. 0.074 0.066 0.107 0.123

DE Mean 0.082 0.086 0.099 0.178
Stand. Dev. 0.063 0.078 0.109 0.209

PSO Mean 0.093 0.073 0.098 0.132
Stand. Dev. 0.081 0.059 0.097 0.116
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As stated earlier, we used the 10-fold cross validation method. Consequently, 10
tests were ran for each number of clusters for each algorithm. The results can be seen in
Table 3.

The best overall result for all algorithms were achieved using 3 clusters with GA.
With 5 clusters the algorithms achieved the highest MSE of all configurations. The GA
algorithm performed the best with 3 clusters, where the DE algorithm found the best
results with 2 clusters, with 4 or 5 clusters the PSO algorithm performed the best.

We can infer that a high number of clusters does not imply a better accuracy of the
method, since the worst result is obtained using 5 clusters for all tested algorithms.
Therefore, a step for choosing the best number of groups could be interesting for the
methodology. Some indicators of clustering goodness, such as Silhouette or Dunn,
could be applied to further study this behavior.

Analyzing the boxplot in Fig. 6, we can interpret that the error is sensible to the
clustering process, where some occurrences as the outliers found with 3, 4 and 5
clusters have high impact in the Kriging interpolation process.

Fig. 6. Boxplot of the obtained results for each algorithm and cluster from 2 to 5.
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5 Conclusions

The results obtained with the proposed methodology using data clustering, evolu-
tionary techniques demonstrated a similar behavior in all algorithms (GA, DE and
PSO). Some issues and improvements that must be highlighted:

• Computational cost is big with bio-inspired techniques and interpolation cost
function when optimizing kriging parameters.

• The algorithms can probably achieve even better results with more generations and
bigger population.

• A big standard deviation infer that the kriging process is sensitive to the cluster
obtained in the K-means process.

According to our findings, we conclude that the bio-inspired algorithms have
similar behavior when estimating parameters for this study case and parameters.
Nevertheless, it is obvious that further research is needed. Future works include
evaluating other clustering algorithms and evaluating them with some indicators,
adding figures of metric and kriging maps to measure the quality of the formed groups.
Evaluate others bio-inspired optimization methods is another important issue to be
addressed, considering the use of information visualization techniques to analyze the
evolutionary behavior and convergence curve.
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Abstract. To date, knowledge engineering researchers have proposed
a large number of ontology matching methods. In this paper, to solve
the ontology mapping problem, it is proposed to use a vector language
model based on the Word2Vec statistical model set. The vector model
is implemented using a neural network based on the TensorFlow frame-
work. The peculiarity of the method is the use of the baseline pre-trained
Wor2Vec model based on texts from the English Wikipedia and Google
News, which is consistently extended on the basis of relationships spe-
cific to the ontologies being matched. This approach allows the use of
semantics of the language bypassing situations in which, due to the form
of a word or a specific term, it is impossible to find a correspondence of
ontology concepts.

Keywords: Ontology matching · Neural network · Word2Vec ·
Ontology

1 Introduction

To date, knowledge engineering researchers have proposed a large number of
ontology matching methods. A large review of the methods was carried out in
the book by Shvaiko and Euzenat “Ontology matching” [4]. In the classification
of comparison methods proposed by them, two independent hierarchies are dis-
tinguished, the difference between which consists in considering the subject of
comparison and the source of data based on the analysis of context (semantic
and syntactic) and content (terminological, structural, extensional and seman-
tic). The method proposed in this paper relates to syntactic methods for the
investigation of ontology entities and according to another hierarchy, to the syn-
thesis of semantic methods of context analysis with terminological methods of
content analysis.

In the category of contextual matching methods, the main role is the analysis
of the meanings of the terms used to label the ontology entities and the connec-
tions between them. The analysis is carried out using the top-level ontologies,
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linked data, dictionaries and thesauri. Methods of processing natural language
are also used to bring the used forms of words to normal vocabulary forms,
allowing to simplify the interaction with thesauri and dictionaries.

The extension of the considered methods is the use of background sources of
knowledge, which include any information about the ontology and its individual
concepts. There are several categories of sources of background knowledge -
explicit (those that do not require additional processing of information used)
and implicit (requiring additional processing to extract knowledge). Examples
of explicit sources are Linked Data [7]; domain-specific ontologies [1]; common-
purpose ontologies; classifiers; dictionaries and thesauri (WordNet [9]); lexical
databases (WordNet, DANTE). Examples of implicit sources include ontology
design patterns and ontology matching patterns [6,15,16,20].

Also there exists a scheme of the method based on the use of the problem
area upper ontology as a source of background knowledge for ontology matching
[18,20]. The method includes two steps: (1) anchoring the source and target
concepts of the matched ontologies to the background knowledge ontology; (2)
defining if the relationship between the source and target concepts exists by
searching for a similar relationship in the background knowledge ontology. Paper
[21] extends the results of previous works of the authors, considering the use of
several ontologies as sources of background knowledge.

Background knowledge can also be used to train the neural network used in
the ontology matching. Such networks most often refer to the type of classifying
networks, as in the study of ontology concepts, it is necessary to cross-define
the degree of proximity of the concepts of matched ontologies. For example,
in [13], a neural network is proposed for ontology matching that expands the
ability to represent and display complex relationships in a neural network for
identical elements searching (Identical Elements Neural Network). The network
can learn the high-level properties of concepts in various tasks and use them to
find a correspondence between tasks. This allows to train the network to find
correspondence for specific concepts between different problem areas.

The transformation of the task of mapping ontology concept instances into
the problem of binary classification and its solution using machine learning meth-
ods is proposed in [14]. To reach this goal, a similarity vector was developed,
independent of the presence of coinciding properties in the instances of con-
cepts. The training of neural network to classify pairs of concepts for the sets
of matches and mismatches is carried out based on this vector. To improve per-
formance, it is suggested to use information about already existing alignments.
As a classification mechanism, a random decision tree was chosen to construct
weak classifiers, which are combined using the AdaBoost algorithm.

In this paper, it is proposed to use the neural network based on the Ten-
sorFlow framework implementing the Word2Vec model for comparing ontology
concepts. Previously, this model was used in similar tasks, in particular, to build
a common taxonomy of several [18,21], for research ontologies in different lan-
guages [5]. The original is the additional training of a pre-trained model to
take into account the peculiarities of the semantic links between the names of
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concepts in specific ontologies in order to more accurately match the semantics
of the ontology problem domain.

The paper is structured as follows. Section 2 briefly describes Word2Vec
model and how it can be used for ontology matching. Section 3 provides structure
of neural network to implement Word2Vec model in terms of neural networks.
In Sect. 4 the ontology matching method based on the Word2Vec neural network
is described. Section 5 provides implementation of proposed method and Sect. 6
describes some experiment results.

2 Word2Vec Model

As a source of background knowledge for ontologies matching, it is proposed to
use the vector word space, reflecting the semantics of the problem domain. This
approach is part of the natural language processing associated with distributional
semantics.

The main idea of distributional semantics is the mapping of each word of
text to a contextual vector of large dimension, the components of which are
represented by real number. A set of vectors forms a vector space of words in
which semantically close words will be located closer than words not related by
semantics (see Fig. 1).

Fig. 1. Example of vector space
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One of the main groups of models used to implement the vector representa-
tion of words is Word2Vec [10–12]. Its use allows both to predict a word depend-
ing on a context (continuous bag-of-words architecture), and to predict a context
by a word (skip-gram architecture) using single vector model. Moreover, the word
order in the context is not an important parameter (due to the so-called “bag
of words” principle).

The vector space of words is represented by a matrix whose dimensions are
determined by a dictionary size (the number of words that can be recognized)
and the dimension of the vector. The greater the dimension of the vector used
to display the word, the more accurately the semantic meanings of the words
can be separated. To determine the parameters of the vector, training based on
the analysis of the context of the word is used. For this, latent semantic analysis
is used. [2,8], softmax using the Huffman tree (to reduce calculation) or the
inverse problem of maximizing the objective likelihood function, minimizing log-
likelihood of samples. During the training, the semantic proximity between words
is calculated on the basis of their positions in the text and/or ontology graph
and an assessment is made of the hidden factors that make up the components
of word vector. In this case, semantically close words in the vector space will
be located side by side, which allows the use of the vector space of words when
comparing ontologies to define semantically close ontology concepts. The task
of the neural network in this case is to find the closest concepts of compared
ontologies in the vector space on the basis of a trained vector model of names of
ontologies concepts after the learning process.

3 Neural Network Description

This section describes the neural network that implements the Word2Vec model
and the basic principles on which the ontology concepts matching is built.

3.1 Structure

The purpose of using a neural network is to analyze ontology concepts and cross-
search for similar concepts in matching ontologies. The neural network work is
based on the vectorization of ontology concepts and the subsequent training of
a neural network in the search for correspondences between new concepts and
familiar ones. The basis is the group of statistical word2vec models and the
corresponding neural network that implements these models.

The neural network can be divided into three layers: the input layer, the
hidden layer and the output layer. The input layer corresponds to the dimension
of the word vector. The hidden layer of the neural network stores a vector model
of titles, and can be represented by a matrix of size [m,n], where m is the
number of words in the model dictionary, and n is the size of the word vector.
The dimension of the output layer corresponds to the size of the dictionary. The
neurons of the output layer contain the sigmoid activation function [3], which
activates neurons depending on the value of the vector in hidden layer. Neurons
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with the maximum value of the activation function will contain the names of
the concepts that are as close as possible to the name of the ontology concept,
which is input to the neural network. The result of the neural network are the
values of similarity coefficients for each of the elements of the output layer.

3.2 Learning

Learning for a hidden layer of a neural network requires processing of a large
corpora of natural language texts. Examples of such cases are encyclopedias arti-
cles, electronic libraries, and news or messages archives. An obvious advantage
of this approach is control over the learning process, which consists in using only
domain-specific texts. However, the learning process takes a significant amount of
time (from 12 h when using one device with CPU and without graphics accelera-
tors) or requires significant computational resources (with graphics accelerators,
or parallelization of computations on several devices).

The learning process can be skipped when using a previously trained vector
word model containing the semantics of the problem areas of the ontologies
under consideration. Such a model will contain a large number of words, but
due to the dimension of the vector space it will require very large volume and
RAM size. The model used can be further trained on the context of ontology
concepts (neighboring concepts, relationships between concepts, characteristics
of concepts), so that it most fully reflects the semantics for a specific ontology.
During training, the presence of ontology terms in the vector model is checked. If
the word vector is present in the vector model, then for neighboring concepts and
ontology properties, the elements of the corresponding vectors are adjusted to
bring them together in vector space. Adjustment is carried out by the backward
propagation method by calculating the difference between the expected output
of the neural network and the real output, and applying the difference to the
vectors of the hidden layer inside the neural network. In the case of the absence of
a vector in the vocabulary, it is added to the model along with the corresponding
output neuron, after which the elements are calculated for the new vector also
on the basis of the back propagation of the error. The use of a pre-trained vector
word model is necessary in order to exclude a situation in which there is no vector
representation of the concept label from the compared ontology. If the label of
the concept is not in the model, then it will be ignored, since the capabilities of
the neural network are limited to the names included in the dictionary. One of
the possible solutions to this problem is the stemming (search for the basis of the
word) and lemmatization (bringing the word form to the normal (vocabulary)
form) of words, followed by the search for the corresponding forms in the vector
model. The trained vector model of words can also be saved for future use in
order to reduce the learning time of the neural network for the ontology studied.

4 Ontology Matching Model

The general scheme of the developed method is based on expanding the ontology
matching process developed by the project team earlier by adding background
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knowledge hidden in the vector space of words. The input method accepts the
ontologies O1 and O2 in the OWL format and returns the result of the compar-
ison in the form of an alignment matrix for ontology concepts A as well as its
visualization in the form of a bipartite graph. The basic scheme of the method
is based on the use of entities labels and the context of the concepts of these
ontologies.

The work of the method can be divided into three stages (see Fig. 2). The first
stage is related to the processing of initial ontologies, during which the abstract
and operational contexts are identified, as well as the problem area of each
ontology is extracted. At the second stage, the mapping of processed ontologies
based on methods using matching patterns and concept contexts takes place.
To improve the quality of comparison methods different sources of background
knowledge are used. The work of the matching methods at the second stage
is performed in parallel and independently with the formation of intermediate
matrices of ontology concepts. At the third stage of work, the composition of
intermediate correspondence matrices is carried out with the formation of the
final matrix, which is the final result of the work of the developed ontology
matching method.

Consider in detail each of the stages. The first stage is the processing of
the initial ontologies. During the processing, abstract and operational con-
texts are allocated for each ontology F (Oi) = (AKi, OKi), reflecting the struc-
ture and instances of ontology concepts, respectively. The abstract context is

Fig. 2. The scheme of ontology matching method
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represented using the object network of constraints [17], which allows to store
more information about the structure of concepts and the ontology itself, which
is subsequently used in the search for matching concepts. The operational con-
text includes instances of ontology concepts, taking into account the values of
their properties, the type and nature of links. For the pair of ontologies, the
problem area is determined by the operational context using topic modeling
methods [19]. Since these methods are used primarily to build topic models of
texts, ontologies need to be converted into a textual representation, for which
information from the operational context is used. The texts in this case are all
the labels of the concepts of ontologies and the text parameters of the entity
instances, collected in the so-called “bag of words”.

The second stage is the comparison. Due to the fact that the proposed method
implies cross-matching of ontologies, at the second stage two sub-stages can be
distinguished, associated with the matching of each ontologies.

When searching for correspondence between concepts, the matching ontolo-
gies O1 and O2 are transmitted in the processed format of abstract and opera-
tional contexts to the neural network. From each ontology, the string character-
istics of the concepts are retrieved - the labels of the concepts, their properties,
relationships. A pre-trained vector word model is loaded into the hidden layer of
the neural network. Then the neural network is additionally trained using first
O1 ontology concepts to recognize their belonging to a given ontology. The train-
ing based on the fact that for each ontology concept its semantic proximity with
neighboring concepts and links with them is checked. If the value of the output
neurons does not correspond to the context of the concept, the corresponding
vectors are recalculated. Upon completion of the learning process, concepts from
the O2 ontology are fed to the input of the neural network and are checked to
which concepts from the O1 ontology they most fully correspond (the value of the
activation function is checked, which lies in the range [0, 1], where 0 is the lack
of correspondence, 1 is full compliance). The maximum value of the activation
function and its corresponding concepts are recorded in the intermediate matrix
of ontology correspondence A1. After checking all the concepts from the ontol-
ogy O2 in a similar way, the ontologies are replaced - the network is retrained to
recognize the concepts from the ontology O2 and checks the consistency of the
concepts from the ontology O1.

At the third stage, the intermediate comparison results are combined in the
final alignment matrix by calculating the average value of each coefficient A =
1/2A1+1/2A2. The choice of simple arithmetic average is due to the equivalence
of matching procedures.

5 Ontology Matching Model Implementation

To implement the Word2Vec model in the neural network, the TensorFlow library
was used. The training was based on English Wikipedia texts (dump from 2017, 4
billion words with a vector space dimension of 300 - the size of the trained model
is about 8 GB), which were pre-processed to eliminate service words, unions and
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words that are not part of the problem area. The last is required in order to
reduce the dimension of the embedding matrix during training and use. Also
used pre-trained model on the news texts from Google News. The size of the
pre-trained model dictionary is about 3 million words and phrases, and the
vector space dimension is 300 components (the file size of the trained model
requires about 3 GB of HDD space to store).

Python v3.7 was chosen as the main programming language for the develop-
ment of the prototype. The main advantage of using it for the presented task is
the availability of powerful modules for processing science data with large data
arrays, such as numpy, scikit, etc. which have a simple interface and C kernel
implementation, as well as the TensorFlow library for configuring and evaluation
a neural network.

Ontologies in OWL are loaded and processed using the owlready2 library.
This library allows to convert ontology classes into Python objects of the and
vice versa, which greatly simplifies their processing.

For the convenience of displaying the found matches, visualization based on
a weighted bipartite graph was used. The vertices of the graph are the concepts
of ontologies, arcs are correspondence between concepts and the weights of the
arcs are the coefficient of conformity of the concepts. The networkx library was
used for visualization.

The software architecture of the ontology matching module is presented in
the Fig. 3.

Fig. 3. Software architecture of ontology matching module
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6 Evaluation

To test the proposed approach, a set of data used in the competition on ontology
comparison - OAEI was used. Each year, several data tracks are formed from
various problem areas in which developers offer their methods for comparison
and determine the best estimated precision, recall and F-Measure. The proposed
approach was tested on the Conference track data set of 2018.

Conference track contains 16 ontologies united by the domain of conference
organization. These ontologies are developed to be suitable for ontology matching
task because of their heterogeneous character of origin (see Fig. 4).

Ontologies have been based upon three types of underlying resources:

– actual conference and its web pages,
– actual software tool for conference organization support,
– experience of people with personal participation in organization of actual

conference.

Fig. 4. An example of an ontology from the conference suite
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Fig. 5. The result of comparing two ontologies

Table 1. Evaluation metrics

Metric Proposed approach ALOD2Vec StringEquiv AML

Precision 0.79 0.71 0.8 0.84

Recall 0.65 0.5 0.43 0.66

F1-measure 0.36 0.59 0.56 0.74

All experiments were performed on a test bench with the following con-
figuration: CPU Intel(R)Core(TM)i7-4770K 3.1 GHz, RAM 16G, and GPU
NVidia(R)GeForce 770. The matching of ontologies was carried out in pairs,
C2

m = 120 matching procedures were made. Figure 5 presents examples of match-
ing results for the random ontologies from the set.

According to the results of the proposed method tests, the accuracy of the
work was evaluated. Traditionally, ontology comparison problems were estimated
by parameters precision (the fraction of retrieved documents that are relevant
to the query), recall (percent of all relevant documents that is returned by the
search) and F-measure. The results are presented in Table 1 with comparison of
other approaches from ra1-M3 evaluation modality that is ontologies that can
be downloaded and compared by using both classes and properties [22].
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Low F-measure can be explained by the number of all ontology concepts
exceeds the number of coinciding ones. In addition, the proposed method requires
additional configuration in the part of the neural network learning process for
ontology concepts to account for more background knowledge sources.

7 Conclusion

The results of the work show that the use of background knowledge, enclosed
in the semantics of the problem area, really allows to process for the ontology
matching task. The use of a neural network that implements the model of the
vector space of words allowed to partially extract the background knowledge and
utilize it to analyze the names of ontology concepts. The results obtained can be
improved by analyzing the structure of the ontology: characteristics of concepts,
instances, domains of characteristics, analysis of types of links.

As directions for further work, we can highlight the study of existing pre-
trained models and different implementations of word vector space on their
completeness and accuracy of semantic separation, which is important when
comparing ontologies from similar problem areas. Another focus is the creation
of corpuses of texts and the training of models for frequent problem areas. The
main goal in this case is to reduce the dimension of the embedding matrix, by
eliminating concepts that are not correspond to used problem area without los-
ing the semantic connectedness of the remaining concepts. In addition, reducing
the size of buildings for training will speed up the learning process.
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Abstract. Different fields of science use network representation as a
framework to model their systems. The analysis of network structure
can give us essential information about the system. However, the size
of such a network can limit the applicability of some fundamental tech-
niques like mathematical programming. Thus, here we propose a novel
network size reduction technique based on a clique filtering approach.
Our goal is twofold: (1) reduce the network size and speed up the com-
munity detection process, and (2) preserve the modularity of the original
partition in the context of the exact model. Conducted experiments show
the feasibility and correctness of the proposed technique.

Keywords: Community detection · Integer linear programming ·
Preprocessing technique

1 Introduction

Network representation is being used to model systems in different fields of
science, like computer science, physics, chemistry, biology, and sociology [2,13,
18]. The goal is to uncover meaningful information about the system by analyzing
the structure and dynamic of the network.

One particular network structure, relevant in different contexts of science, is
the community or modular structure. A community can be defined as a group
of nodes densely connected. Finding the communities of a network is an actively
studied problem, and several techniques have been proposed in the literature,
from heuristic to exact methods [5,6].

A great number of techniques are based on the optimization of a quality
function. Newman’s modularity [12] is the most popular quality function used
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to estimate the goodness of a partition obtained by a community detection tech-
nique. High values of modularity indicate good partitions. Hence, modularity-
based techniques try to obtain partitions that maximize such quality function.

This work focus on solving the community detection problem via the
modularity-based Linear Programming (ILP) formulation proposed by Argawal
et al. [1]. This approach, however, may create models that are large and time-
consuming to solve. The size of the models may restrict the use of such technique.
Hence, here we are interested in strategies that can reduce such computational
burden.

Recent research aims to reduce the number of edges and/or nodes of a net-
work while maintaining some of its structural properties. Such properties may
include shortest paths and connectivity, cuts, source-to-sink flow, spectral prop-
erties and modularity [3,4,7,8,10,17,20]. The work of Arenas et al. [3] is par-
ticularly interesting in the context of modularity maximization. It shows that
some peripheral cliques can be filtered from the network, creating a smaller net-
work representation. By using this reduced network, they achieved a speedup in
their community detection heuristic while preserving the quality of the obtained
solutions.

Arenas et al. [3] technique, however, is limited to cliques composed by two
or three nodes. Hence, here, we waive this restriction by proposing a technique
capable of filtering larger cliques. Our goal is to speed up the community detec-
tion process and to preserve the quality of the obtained solutions, in the context
of the exact model.

The computational experiments shows that, by reducing the size of the net-
work, we are able to obtain ILP models that have a reduced number of variables
and constraints. Such models require less memory and computation time to solve.

This work is organized as follows. First, community detection via ILP is
presented in Sect. 2, highlighting its properties and limitations. In Sect. 3 the
clique filtering approach proposed by Arenas et al. [3] is presented, and a rele-
vant property discovered in their work is discussed. Section 4 introduces the new
clique filtering algorithm. The computational experiments are reported in Sect. 5.
Finally, conclusions are discussed in Sect. 6, along with future work directions.

2 Modularity Maximization via ILP

The following notation will be used throughout this paper. A network is rep-
resented by an undirected weighted graph G = (V,E), consisting of n = |V |
nodes and m = |E| edges. The edge weights are stored in an adjacency matrix
A composed by |V | × |V | elements.

Newman [14] proposed modularity as a measure to evaluate the quality of
a partition obtained by a community detection method. It takes values in the
interval [− 1

2 , 1]. High values of modularity indicate good partitions. To calculate
modularity, we assume P = {C1, C2, . . . , Cp} as the partition obtained by a
community detection method. P represents a collection of p disjoint subsets of
nodes C (communities). In the context of G it is defined as follows
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Q(P) =
1
2s

n∑

i=1

n∑

j=1

(
Aij − sisj

2s

)
δij (1)

where

xij =
{

1 if i and j are in the same community
0 otherwise

and Aij is the weight of the edge {i, j}. Expressions si and sj represents the
strength of node i and j, respectively. The strength of a node is the sum
of the edge weights incident to it, and it is calculated as si =

∑n
j=1 Aij .

Finally, s represents the sum of all edge weights in A, and it is calculated as
s = 1

2

∑n
i=1

∑n
j=1 Aij .

Modularity maximization can be formulated as an ILP by following the steps
provided by Agarwal et al. [1]. The objective function is derived from modularity
formula presented in Eq. 1. Binary variables xij are introduced, assuming a value
equal to 1 if i and j belong to the same community and 0 otherwise.

1
2s

n∑

i=1

n∑

j=1

(
Aij − sisj

2s

)
xij

The expression inside the parentheses is the modularity matrix Mij defined
by Newman et al. [15]. Consequently, the objective function can be simplified to

1
2s

n∑

i=1

n∑

j=1

Mijxij

Variables xii can be replaced by a constant in the objective function, since
xii = 1 for all nodes i:

C =
1
2s

n∑

i=1

Mii

Since xij = xji for all nodes i and j, variables xij where i > j can be removed
from the model by doubling the objective function. Hence, the following ILP
model is obtained:

Maximize
1
s

n−1∑
i=1

n∑
j=i+1

Mijxij + C

subject to

xij + xjk − xik ≥ 0, Mij ≥ 0 ∨ Mjk ≥ 0 (2)
xij − xjk + xik ≥ 0, Mij ≥ 0 ∨ Mik ≥ 0 (3)

−xij + xjk + xik ≥ 0, Mjk ≥ 0 ∨ Mik ≥ 0 (4)
xij ∈ {0, 1}, i, j ∈ [1..n]
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where

xij =
{

0 if i and j are in the same community
1 otherwise.

The transitivity constraints (2–4) assures that: if node i is in the same com-
munity as j, and j and k are in the same community, then i must be in the same
community as k.

The original model by Agarwal et al. [1] has O(n2) variables and O(n3) tran-
sitivity constraints, and tends to grow fast as the size of the network increases.
A recent work by Miyauchi et al. [11] showed that some of the transitivity con-
straints are redundant and can be eliminated during model construction. They
provided conditional clauses that check for redundant constraints and prevent its
creation. We use such strategy here to extend original ILP model. This explains
the conditional Mij ≥ 0 ∨Mjk ≥ 0 introduced in constraint (2). If the conditional
is not respected the constraint is not inserted in the model.

The major drawback of the ILP approach is the size of its model. It is heavily
affected by the number of nodes of the network being modeled. Consequently, any
technique that could reduce the number of nodes in the network while maintain-
ing some of its structural properties would be of great value. In the next section,
a technique with such capabilities is discussed. This technique was used as the
base to create the new filtering algorithm proposed in this work.

3 Clique Filtering

Some basic concepts are important in the context of the topic discussed in this
section. A clique is a subset of V , such that every two distinct nodes are adjacent.
A node whose removal disconnects a connected graph is called an articulation
point.

In this work we focus on a particular type of clique, denoted here as Ks,
where s = |Vs| represents the number of elements in the clique. This clique is
peripheral and have one specific node, denoted here as v∗, that is an articulation
point. Figure 1 show examples of cliques K2 and K3.

(a) Clique K2. (b) Clique K3.

Fig. 1. Type of cliques filtered by Arenas et al. [3].

Arenas et al. [3] proposed a filtering technique for reducing the size of a
network while preserving modularity. It is able to filter cliques K2 and K3 (Fig. 1)
by collapsing such structures into a smaller network representation.
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Their experimental results shows that their technique can reduce the size of
networks, speed up the community detection heuristic and preserve the quality
of the obtained solution.

In [3] a relevant property of modularity is used to reduce the size of the
network: nodes forming a community in the optimal partition can be represented
by a unique node in the reduced network. The basic idea is that each node
and edge removed during the filtering process contributed to the original graph
modularity value. Hence, to preserve this value, such contribution needs to be
taken into account while calculating the reduced graph modularity. Figure 2
shows how this property can be used to create a smaller network representation.

Fig. 2. Reducing a network size by collapsing nodes and edges.

In Fig. 2, node v∗ will store in the weight of its self-loop the info about the
filtering process that will be relevant for the modularity computation. The self-
loop weight will accumulate the weight of the collapsed edges that were incident
to v∗. The remaining s − 1 clique nodes and respective edges are collapsed into
a smaller network representation.

The following section presents the algorithm to identify and filter larger
cliques Ks. The strategy to reduce the size of the network presented in this
section will be employed to create a smaller network representation.

4 Clique Filter (CF) Algorithm

The proposed filter is based on the identification of cliques Ks (Fig. 3). Cliques
K2 are easily identified by the degree of the node incident to the articulation
point v∗. However, to identify cliques with s ≥ 3 we follow a different approach
based on the local clustering coefficient of a node.

Fig. 3. Example with three cliques Ks.
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The local clustering coefficient (LCC) [19] of a node quantifies how close
its neighbors are to being a complete graph (clique). This measure assumes its
maximum value (1.0) when every neighbor of i is connected (clique), and its
minimum (0.0) when there are no connections between the neighbors of i.

By using the LCC, we can observe in Fig. 4 that cliques with s ≥ 3 are
composed by s − 1 nodes with LCC equal to 1.0. The only node with a different
LCC is the articulation point v∗. This property was used as a starting point to
create the new clique filtering algorithm.

1.0

0.33
0.33

0.67

1.0

0.0

1.0

1.0

1.0

1.01.0

0.52

Fig. 4. Identifying larger cliques Ks.

Algorithm 1 presents the proposed clique filtering algorithm (CF). The objec-
tive is to receive a network as input G and output a reduced network representa-
tion G′. The algorithm is composed of four steps. Figure 5 depicts the behavior of
each step of Algorithm 1 on a sample network. In the first step of the algorithm
all nodes of G are assigned to its own group (Fig. 5a). The group ownership will
guide the construction of the reduced network in the final step of the algorithm.

Algorithm 1. Clique Filter (CF).
input : A weighted graph G = (V,E)
output: A weighted graph G′ = (V ′, E′)

1 Assign each node of G to its own group
2 Calculate the LCC of each node in G
3 For all nodes in G, check if it has degree 1 or all its neighbors except one has

LCC equal to 1.0. If so, assign the node and its neighbors to the same group of
the articulation point v∗

4 Create a smaller network representation G′ based on the group ownership of G

In the second step, the LCC of the nodes in G is calculated (Fig. 5b). Step
three test if each node in G belongs to a clique Ks (Fig. 5c). Nodes with degree
one are participants of cliques K2 and nodes where all its neighbors except one
has LCC equal to 1.0 are participant of a larger clique Ks. Such nodes and all
its neighbors are assigned to the group of the articulation point (v∗) of Ks.
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Finally, at step 4, the strategy discussed in Sect. 3 is used to create a reduced
network representation G′ (Fig. 5d). Nodes that belongs to the same group in
G are collapsed into a single node in G′, the edges connecting nodes in the
same group are collapsed into a self-loop whose weight will be the sum of the
weight of the collapsed edges. Groups composed by individual nodes in G remains
unchanged, preserving their structural properties in the reduced network G′.

The worst-case time complexity for Algorithm 1 is O(m
3
2 ). The local clus-

tering coefficient algorithm used on step 2 is the dominant factor of this time
complexity. The remaining steps have linear time complexity.

The reduced network representation obtained by CF algorithm can be used
directly in the ILP formulation described in Sect. 2. In the following section, the
experimental results show how the reduced network can benefit the exact model.

(a) Step 1 - Initialize groups.

1.0

0.67

0.33
0.33

1.0

0.0

1.0

0.0

1.0

1.0 1.0

1.0 0.39

(b) Step 2 - Calculate LCC.

0.67

0.0

1.0
0.391.0

1.01.0

1.0

0.33

0.0

0.33

1.01.0

(c) Step 3 - Identify cliques Ks. (d) Step 4 - Create a reduced network.

Fig. 5. Example illustrating each step of Algorithm 1.

5 Experimental Results

In this section, experiments were conducted in order to verify the validity of
the CF algorithm. The experiments and algorithms were coded in C++14 and
executed on a computer with the following configuration: Intel Core i7-6770HQ
(3,5 GHz) with 32 GB RAM running Windows 10 64-Bit. The commercial solver
IBM ILOG CPLEX [9] 12.7.1 was used to solve the ILP models.

Table 1 presents the datasets used in this work. Only the giant components
of the networks were used in the experiments. All datasets were downloaded
from the Network Repository website [16]. Each dataset received a unique id
(first column). The second column presents the dataset name in the Network
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Table 1. Benchmark datasets used in the experiments.

ID Dataset n m

1 lemis 77 254

2 GD00-A 83 125

3 ca-sandi-auths 86 124

4 rt-retweet 96 177

5 netscience 379 914

6 bio-DM-LC 483 997

7 power-494-bus 494 586

8 bio-diseasome 516 1188

9 bio-grid-mouse 791 1098

10 ca-CSphd 1025 1043

Repository website, the remaining columns in this table represents the number
of nodes (n) and the number of edges (m) of the network.

The first experiment evaluates the performance of the CF algorithm against
the benchmark network datasets in terms of computational time and network
size reduction. The results of this experiment are presented in Tables 2 and 3.

Table 2 reports the performance of the CF algorithm in ten independent
runs and the total cliques filtered. It can be observed, from Table 2, that the
computational time of CF algorithm is low, specially when compared to the
computational time we expect to achieve by solving the ILP model. The algo-
rithm is able to filter cliques with more than 3 elements in the datasets with ID
3, 5 and 8.

Table 2. Computational time and cliques filtered by CF algorithm.

ID Time Cliques

1 4.8 × 10−5 (1.3 × 10−6) K2(17) K3(1)

2 3.9 × 10−5 (4.7 × 10−7) K2(19)

3 4.2 × 10−5 (1.7 × 10−6) K2(24) K3(5) K4(1)

4 4.1 × 10−5 (1.8 × 10−6) K2(53)

5 6.5 × 10−5 (9.9 × 10−7) K2(27) K3(16) K4(6) K5(4)

6 5.8 × 10−5 (2.5 × 10−6) K2(143)

7 5.3 × 10−5 (1.6 × 10−6) K2(146) K3(2)

8 8.2 × 10−5 (1.4 × 10−6) K2(90) K3(25) K4(8) K5(4) K6(2)

9 6.8 × 10−5 (1.4 × 10−6) K2(409) K3(1)

10 1.2 × 10−4 (4.1 × 10−6) K2(693)
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Table 3. Size of the original and reduced network.

ID G G′ %Reduction

n m n′ m′ %n %m

1 77 254 58 242 24.68 4.72

2 83 125 64 118 22.89 5.60

3 86 124 57 98 43.02 20.97

4 96 177 43 95 55.21 46.33

5 379 914 286 803 24.54 12.14

6 483 997 340 935 29.61 6.22

7 494 586 344 544 30.36 7.17

8 516 1188 326 992 36.82 16.50

9 791 1098 380 843 51.96 23.22

10 1025 1043 332 588 67.61 43.62

Table 3 presents a comparison between the original (G) and filtered network
(G′) regarding its size. The percentage of network size reduction is presented in
column %Reduction. It can be observed, from Table 3, that there is a reduction
in the number of nodes in G′ that goes from 22.89% up to 67.61%. The reduction
in the number of edges goes from 4.72% up to 46.33%.

The next experiment was conducted to test the main hypothesis of this work,
which states that the ILP technique can obtain a performance improvement and
retain its quality by using the smaller network obtained by the CF algorithm.
The results of this experiment are presented in Tables 4 and 5.

Table 4. Optimal solution and size of the original and filtered network ILP models.

ID Q #Variables #Constraints

G G′ G G′

1 0.56000 2926 1653 34685 23110

2 0.53091 3403 2016 18434 11581

3 0.73683 3655 1176 20369 7085

4 0.67966 4560 903 21511 4954

5 0.84858 71631 40755 682739 428071

6 0.77869 116403 57630 946606 566353

7 0.85999 121771 58996 575323 295959

8 0.83199 132870 52975 1211786 578838

9 0.80101 312445 72010 1716725 510436

10 0.92558 524800 54946 2128786 230136
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Table 5. Computational time and memory consumption of the original and filtered
network ILP models.

ID Time Memory %Reduction

G G′ G G′ %Time %Memory

1 0.61 0.42 23.44 15.88 31.15 32.24

2 2.23 1.46 13.72 8.90 34.53 35.11

3 0.41 0.15 14.59 6.18 63.41 57.68

4 0.64 0.18 16.54 4.42 71.88 73.28

5 43.40 20.67 415.71 269.53 52.37 35.16

6 5315.57 1692.86 636.14 361.01 68.15 43.25

7 90419.51 17586.84 392.28 199.97 80.55 49.02

8 22966.99 3046.39 761.88 364.17 86.74 52.20

9 26551.02 390.40 1139.08 341.81 98.53 69.99

10 2512.05 86.39 1522.37 169.82 96.56 88.85

Table 4 presents the modularity (Q) and the size of the ILP models of the
original (G) and reduced network (G′). It can be observed, from Table 4, that the
modularity of the obtained solutions is preserved for both ILP models. However,
the ILP models created for the reduced networks (G′) are smaller in terms of
the number of variables and constraints.

Table 5 reports the computational time and the memory consumption of the
ILP models of the original (G) and reduced network (G′). It can be observed that
the size reduction granted an improvement in performance of the ILP technique.
There is a considerable percentage of reduction in terms of computational time
and memory consumption. The percentage of reduction in time ranged from
31.15% up to 98.53%. For the datasets 6, 7, 8 and 9 it was possible to reduce
the computational time from hours to minutes. For dataset 7, it was required
one day to solve the ILP model for G, whereas the G′ ILP model was solved in
approximately five hours. The percentage of reduction in memory consumption
was above 32.24% for all datasets. It achieved its highest value of 88.85% for the
dataset 10, reducing the memory consumption from 1.5 GB to 169 MB.

Finally, Fig. 6 presents a comparison between the partitions obtained for
the dataset with ID 5 (netscience). Figure 6a shows the partition obtained by
solving the ILP model based on the original network (G), cliques filtered by the
CF algorithm are highlighted in black. Figure 6b presents the partition obtained
in the context of the reduced network (G′), the black color highlight nodes that
received the cliques collapsed by the filtering algorithm. It can be observed that
the groups obtained for the original network are preserved.
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(a) Original network optimal solution. (b) Filtered network optimal solution.

Fig. 6. Comparing the optimal solution obtained for the original and filtered network
of the dataset with ID 5.

6 Conclusions

Finding communities in networks is an actively studied topic, and several tech-
niques were proposed in the literature. Modularity maximization via ILP is an
interesting approach to obtain exact solutions for this problem. However, this
technique is heavily affected by the size of the network because the resulting ILP
models tends to grow fast as the number of nodes in the network increases.

Hence, this work proposed an algorithm, denoted here as CF, capable of
reducing the size of the network by filtering peripheral cliques. The aim is to
reduce the size of the network so it increases the performance of the ILP tech-
nique and the quality of its solution. The algorithm is based on the work by
Arenas et al. [3], which showed that some peripheral cliques can be filtered from
the graph, creating a smaller network representation without losing information
relevant in the context of community detection. Their technique, however, is
limited to cliques composed of two or three nodes.

The CF algorithm extends [3] work, by providing an approach to identify
larger peripheral cliques via the local clustering coefficient of their members.
The worst-case time complexity for CF is dominated by the local clustering
coefficient calculus, however, the computational effort is relatively small when
compared with computational time required to solve the ILP model based on
the reduced network obtained as an output from the CF algorithm.

The proposed algorithm was validated in benchmark network datasets used
in scientific literature. The experimental results shows that CF was capable of
reducing the size of all the networks in a small computational time. The reduction
in network size granted a considerable improvement in the performance of the
ILP technique in terms of computational time and memory consumption. The
quality of the solution obtained, measured via modularity, was preserved as well.
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In this work we focused on solving community detection via an exact method,
however, the gain in reduction provided by the CF algorithm can be useful to
accelerate community detection heuristics. Therefore, as future work, we plan to
adapt some community detection heuristics to work with the reductions intro-
duced in this paper. The CF algorithm has its worst-case time complexity limited
by the clustering coefficient algorithm. So, we plan to improve the algorithm used
to identify the peripheral cliques.
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Abstract. When architecting Software-intensive Systems-of-Systems (SoS) on
the Internet-of-Things (IoT), architects face two sorts of uncertainties. First, they
have only limited knowledge about the operational environment where the SoS
will actually be deployed. Second, the constituent systems which will compose
the SoS might not be known a priori (at design-time) or their availability (at run-
time) is affected by dynamic factors, due to the openness of the IoT. The
consequent research question is thereby how to deal with uncertainty in the
design of an SoS architecture on the IoT. To tackle this challenging issue, this
paper addresses the notion of uncertainty due to partial information in SoS and
proposes an enhanced SoS Architecture Description language (SosADL) for
expressing SoS architectures on the IoT under uncertainty. The core SosADL is
extended with concurrent constraints and the concept of digital twins coupling
the physical and virtual worlds. This novel approach is supported by an inte-
grated toolset, the SosADL Studio. Validation results demonstrate its effec-
tiveness in an SoS architecture for platooning of self-driving vehicles.

Keywords: Architectural design uncertainty �
Software architecture description � Systems-of-Systems (SoS) � Digital twins �
Internet-of-Things (IoT)

1 Introduction

Uncertainty [29] is an intrinsic characteristic of complex systems, may it be human,
natural, or engineered systems [33]. Indeed, complex systems are by essence unpre-
dictable, thereby raising different types of uncertainties. This is particularly the case in the
design of engineered systems, where uncertainty has been a major complicating factor.

Uncertainty may be classified as aleatory or epistemic. Aleatory uncertainty (a.k.a.
as stochastic or objective uncertainty) results from uncontrollable phenomena that are
uncertain by nature. Uncertainty is due to the inherent randomness of these phenomena.
It is irreducible, and is generally expressed, in probability theory, by random variables
or stochastic processes. Epistemic uncertainty (a.k.a. systematic or subjective uncer-
tainty) results from the lack of knowledge about identified phenomena. Uncertainty is
due to partial information. It is reducible, i.e. can be reduced by acquiring more refined
data about the phenomenon.
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In the last three decades, research on design under uncertainty has received
increasing attention, especially in Systems Engineering [1], and in recent years in
Software Engineering [35]. Both types of uncertainty have been addressed, in particular
aleatory uncertainty has been extensively studied.

Regarding Software Engineering, uncertainty is mainly associated to the design of
software-intensive systems, and more recently of Software-intensive Systems-of-
Systems (SoS) [15, 23] on the Internet-of-Things (IoT) [32]. Indeed, due to the open
and very dynamic nature of the IoT, when architecturally designing an SoS on the IoT,
an architect does not know which will be the actual IoT systems that will become
constituents of the SoS, these being predominantly discovered at run-time. Thereby, the
architecture description needs to deal with the uncertainty of the presence or absence of
the required constituent systems. Furthermore, even for those that are present, their
inherent independence magnifies uncertainty.

Moreover, the correct SoS architecture on the IoT depends not only on the con-
stituent IoT systems but also, largely, on the operational environment where the SoS is
deployed. Actually, an operational environment enabled by the IoT, where an SoS will
perform at run-time, is inherently incompletely known at design-time [12], thereby
information available at design-time is only partial.

The challenge, in the description of an SoS architecture on the IoT, is to be able to
handle the uncertainty raised by partial information on the constituent systems which
will concretely operate in the SoS at run-time as well as on the characteristics of the
concrete operational environment where the SoS will actually operate.

Therefore, from the perspective of the software architecture, the key research ques-
tion is how to deal with uncertainty in the description of an SoS architecture on the IoT.

This is particularly a hard question to answer because IoT is an open-world, thereby
it is not feasible to exhaustively anticipate and resolve all possible situations that an
SoS will face. These open environments expose the SoS to a myriad of cases that are
impossible to predict.

To address this challenging issue, this paper examines the notion of uncertainty in
SoS and presents the features that we have added to SosADL, a novel formal SoS
Architecture Description Language (ADL), to be able to deal with uncertainty in the
architectural design of SoSs on the IoT, enabling the description of SoS architectures
that operate with only partially known IoT constituent systems in partially known
environments on the IoT. In particular, in the released SosADL for IoT under Uncer-
tainty, we leveraged the notion of digital twin [9] (replica of the physical counterpart of
an IoT system or “thing” on the IoT) as the core architectural concept for representing
SoS architectures on the IoT at design-time, and self-managing the SoS architectures
once deployed on the IoT at run-time. In our approach, digital twins of “things” on the
IoT coordinate their operation with other digital twins on the IoT in a shared opera-
tional environment based on the expression and enforcement of concurrent constraints.

This paper relies on previous publications on SosADL, which presented its con-
cepts and notation [19] and its underlain formal theory [20]. It builds on the approach
for copying with uncertainty in SoSs [26], on the mechanisms for raising emergent
behaviors [22, 24], and on principles for self-organization [25].
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This paper adds to these, the presentation of the SosADL enhancements bringing
contributions beyond the state-of-the-art for dealing with uncertainty when architecting
SoSs on the IoT, resulting in the novel SosADL for IoT under Uncertainty.

The remainder of this paper is organized as follows. Section 2 introduces a moti-
vating case study for dealing with uncertainty in SoS on the IoT. Section 3 presents the
enhancements to SosADL that enables the handling of uncertainty on the IoT. Sec-
tion 4 demonstrates how the enhanced SosADL can be applied for describing SoS
architectures on the IoT under uncertainty. In Sect. 5 we briefly present the imple-
mentation of SosADL Studio, now supporting uncertainty. In Sect. 6, we position our
proposal for dealing with uncertainty in SoS architectural design with related work. To
conclude, we summarize in Sect. 7 the main contributions of this paper and outline
future work.

2 Motivating Case Study for Dealing with Uncertainty in SoS

For motivating the problematics of architectural design under uncertainty of SoSs on
the IoT, let us introduce hereafter an excerpt of a pilot study [21] we have carried out to
concretely present the issues of uncertainty and set the basis for the presentation of
SosADL for IoT under Uncertainty.

We will focus on the Platooning SoS, part of emergency response, and its intended
emergent behavior to create and maintain platoons of self-driving vehicles through self-
organization under uncertainty in the framework of the IoT for Vehicles, a.k.a. Internet-
of-Vehicles (IoV) [32]. Platooning is the process of automated vehicles (in this case
self-driving vehicles) autonomously forming road convoys.

2.1 Essentials for Architecting Platoons of Self-Driving Vehicles
on the IoT

The constituent systems of the Platooning SoS are self-driving vehicles, which embody
radars (in particular lidars, light detection and ranging), sensors, driverless steering, and
Vehicular Ad-hoc Networks (VANETs), depicted in Fig. 1 (left). Using these devices,
the self-driving vehicle can sense information from the physical operational environ-
ment and from other vehicles, process this information, communicate it to other
vehicles through VANETs as well as feed it to drivers (if any).

Fig. 1. Automated vehicles: (left) radars/lidars, sensors and VANETs; (middle) min safe
separation and max perception range; (right) velocity in terms of speed and heading

772 F. Oquendo



As also depicted in Fig. 1 (middle), there are two critical zones around a vehicle:
the minimal safe separation from vehicles in front or behind it and in general for any
kind of obstacle (the min safe distance) and the maximal separation (the max per-
ception range of the radars/sensors and of VANETs enabling to communicate with
other vehicles in front or behind it).

As again depicted in Fig. 1 (right), each vehicle is equipped with GPS for posi-
tioning and with controls for heading and speed to determine and steer its velocity.
These data may be transmitted via VANETs to the neighboring vehicles. In addition to
real time position in terms of GPS coordinates, a connected vehicle may also share the
GPS coordinate of its destination.

When platooning, a group of vehicles can safely travel closely together like in a
convoy [13], as shown in Fig. 2.

More precisely, platooning is the process of vehicles autonomously following a
leader to form a road convoy. It requires that each vehicle in the platoon control its
velocity and the relative distance to the vehicle in front of it, and possibly also to the
one behind of it. This is performed by interacting through radars/sensors as well as
coordinating through VANETs.

2.2 Uncertainty in the Self-Driving Vehicle Platooning SoS

Let us now address an uncertainty that must be dealt with in Platooning SoSs, i.e.
uncertainty due to imprecision (a form of partial information): on-board sensors in a
vehicle have limited sensing capability and range, thereby providing imprecise mea-
sures. Also, environmental noise can alter the precision of the sensed information.
Also, in VANETs, communication delay may affect the accuracy of the transmitted
information.

It means that an SoS architect, while designing an SoS architecture for platooning
needs to take into account that the sensed distance from a self-driving vehicle to the
platoonmate in front of it is approximate. The SoS architect also needs to take into
account that the min safe separation distance and the max perception range (shown in
Fig. 1) may vary according to road surface and weather conditions (therefore they are
uncertain). Moreover, the min safe separation distance varies with the speed. For
instance, a vehicle needs ca. 14 m to fully stop (avoiding collision with the vehicle in
front of it) if its speed is of 50 km/h once brakes are pressed down in dry weather on a
well-maintained road pavement. It is of ca. 38 m if the speed is of 80 km/h and is of ca.
75 m if the speed is of 110 km/h and so on.

Fig. 2. Vehicles in a platoon: virtual leader and followers
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Indeed, for guaranteeing collision avoidance in the platoon, i.e. no collision at any
time, the platoonmates must follow each other in a distance that is safe for braking to
avoid the vehicle that is driving in front of it (considering the different uncertainties in
sensed or received information). Moreover, in platooning, the distance between a
platoonmate and the vehicle in front of it must be sufficient to discourage interference
from other vehicles, i.e. avoiding to have other vehicles (not participating in the pla-
toon) entering in-between two platoonmates causing the undesired split of the platoon.

The architecture of the Platooning SoS needs thereby to specify how different self-
driving vehicles (unknown at design-time) will form platoons (different platoons may
be formed), while coping with these different uncertainties, in particular related to the
distance of neighboring self-driving vehicles. The platoon must make coordinated
movements correctly and safely, being guaranteed collision free.

3 Extending SosADL for IoT Under Uncertainty

Over the years, many ADLs have been conceived for precisely describing software
architectures where every aspect is known at design-time regarding both its constituents
and the operational environment. As studied in [14], no current ADL is able to handle
the uncertainty required for describing SoS architectures.

To fill this gap, we extended SosADL with new conceptual abstractions and con-
structs for describing SoS architectures on the IoT while dealing with uncertainty,
resulting in the novel SosADL for IoT under Uncertainty.

3.1 Enhancing SosADL with Digital Twins for Architecting SoS
on the IoT

To fill the identified gap, the first question to investigate is: what are the architectural
abstractions suitable for architecting SoS on the IoT?

Conceptually, the IoT is essentially the Internet of “things” which exist in the
physical world and are represented in the virtual world. A “thing” is formed of devices
(sensors and actuators) which interact with the physical world through sensing and
actuating as well as of a controller for managing its own behavior based on its devices,
including networking devices (which may be for connecting to wireless or wired
networks, mobile ad hoc or fixed, local or global). In fine, a “thing” or IoT system
provides the basic functionalities or services of the IoT.

There are different notions and reference architectures for designing and imple-
menting software-intensive systems or SoSs on the IoT. Among these, we adopted the
notion of digital twin [9], which fits well the needs for coupling the physical and virtual
worlds in terms of “things” or IoT systems, as required in SoSs on the IoT.

In fact, the notion of “twin” has been applied since the seventies by the NASA in
the Apollo Program, which replicated the spacecrafts in order to solve technical
problems during their mission. Recently, the technological progress has made possible
the creation of an evolved “twin” notion, i.e. the “digital twin” (sometimes also called
digital shadow). A digital twin provides a digital replica (in the Edge, Fog, or the
Cloud) of its physical counterpart which is virtually indistinguishable from its physical
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twin (in the sense that it dynamically replicates the behavior and properties of the
physical twin as well as enriches the replica with additional information about the
physical counterpart). The digital twin is indeed the dynamic digital representation of
its physical counterpart. It can thereby be used to represent the physical counterpart
during the design and operation of the SoS architecture on the IoT. In the virtual world,
the digital twin represents the physical twin, which resides in the physical world. The
digital twin is thereby a relevant architectural abstraction that is virtually indistin-
guishable from its physical counterpart.

The conceptual model of a digital twin contains three main parts: (i) physical twin
in the real world; (ii) digital twin in the virtual world; and (iii) the connections of input
data and output command that ties the digital and real counterparts together.

In general, the digital twin monitors the physical twin through data provided by
sensors as well as information coming from human domain experts to maintain a utility
replica of the physical entity. It acts back on the physical twin through actuators.

Digital twins have mostly been applied in the context of Industrial IoT [7]. In
particular, in Industry 4.0, digital twins generally support simulation of the behaviors of
their physical twins, in real-time, and sometimes are supported by augmented reality.

Also note that digital twin is a notion that has variation in terms of meaning and
scope, which often depend of their purpose.

In SosADL for IoT, we apply the notion of digital twin as a concept for the
architectural design of an SoS as well as a concept to dynamically reconfigure the
architecture during the operation of the SoS.

Architecturally speaking, in SosADL for IoT, a digital twin is a digital replica of a
real-world “thing” on the IoT aiming to provide a dynamic virtual representation of its
physical counterpart. The concept of digital twin thereby drives the design of SoS
architectures on the IoT by coordinating the digital twins of their constituent systems.

In the SoS architecture description, what are represented are therefore digital twins.
In an SoS architecture description with SosADL for IoT:

• digital twins of IoT constituent systems are SoS architectural elements defined by
intention (declaratively in terms of abstract systems) and instantiated at run-time
(concretized);

• digital mediators are connectors of SoS architectural elements in the virtual world,
defined by intention (declaratively in terms of abstract mediators) and created at
run-time (concretized by the SoS) to achieve a goal, part of an encompassing
mission (note that their architectural role is to mediate the interaction of digital
twins of IoT constituent systems for creating emergent behavior);

• digital coalitions are SoS architectural compositions in the virtual world of mediated
digital twins of IoT constituent systems, defined by intention (declaratively in terms
of possible systems and mediators as well as the policies for their on-the-fly
compositions) and evolutionarily formed at run-time (concretized) to achieve an
SoS mission in an operational environment.

Coming back to our motivating case study, the SoS architecture description on the
IoT of Vehicles (IoV) will specify how an SoS architecture is able to create, on the fly,
and maintain emergent behaviors from elementary connected vehicles (represented by
their digital twins), where the actual vehicles are not known at design time.
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The connected vehicles (which are mobile “things” on the IoT) are represented and
managed in the virtual world while casually connected with the real world. Through
digital coalitions, mediations among “things” are architected to produce emergent
behaviors, as it is the case in platooning of self-driving vehicles.

In this way, the proposed digital twin notion supported by SosADL for IoT pro-
vides the basis to formally architect evolutionary SoS on the IoT. In particular, it
supports reasoning of platooning properties in the virtual world and its control-
command in the real world through the IoV.

3.2 Handling Uncertainty for Architecting SoS on the IoT

Now, the second question to investigate is: which theory is suitable for addressing the
needs for dealing with uncertainty in IoT-enabled operational environments.

There are in fact several theories for handling uncertainty. Regarding the design of
systems, the main ones are the theories of probability (associated to statistics and
usually applied to address aleatory uncertainty), of possibility (related to fuzziness and
usually applied to address epistemic uncertainty), and the interval mathematics (as-
sociated to imprecision, and that can also be applied to address epistemic uncertainty)
[1]. As the research issue we are addressing in this work is essentially the one of
imprecision due to uncertainty in the physical measures of the physical environment
where the constituents of an SoS are operating, the theory that suits is the one of
intervals.

There are in fact different interval mathematics [11]. The underlying principle of the
interval theories is that of enclosing uncertain measured values in intervals. In our
approach, we express intervals through constraints, e.g. to express the distance for the
braking of a self-driving vehicle. Thereby, if the speed of a self-driving vehicle is
50 km/h, knowing that 14 m are needed to fully stop it (avoiding collision with the
vehicle in front of it) in case of dry weather on a well-maintained road pavement, we
represent the uncertainty related to road surface conditions by the constraint: “the min
safe distance is between 12 m (in excellent-maintained road surfaces) and 18 m (in
poorly-maintained road surfaces)”. As weather also influences the min safe distance, if
raining it becomes “between 14 m and 22 m” (ranging from excellent-maintained road
surfaces to poorly-maintained ones).

More precisely, our approach to deal with uncertainty in SoS architecture
description on the IoT is grounded on the constraint interpretation of intervals based on
process algebra, the p-Calculus [16], and concurrent constraints [17].

Therefore, for dealing with uncertainty in SoS architectural design and especially in
the description of designed SoS architectures on the IoT, SosADL was enhanced to
enable the representation of partial information as well as to enable to reasoning on
partial information to affect the emergent behavior of SoSs. By the decentralized nature
of SoSs, these representation and reasoning mechanisms are expressed from the
viewpoint of each digital twin of an IoT constituent system and of the digital mediators
enabling their interactions (thereby influencing individual behaviors as well as the
raising of emergent behaviors).
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Based on the representation of uncertainty in terms of constraints, the subsequent
question now is how these constraints can be manipulated by the concurrent IoT
constituent systems of an SoS on the IoT.

Our approach to solve this question is two-fold: first, we extended the formal
foundation of the core SosADL which is grounded on the p-Calculus [16] with con-
current constraints for representing and reasoning about partial information; second, we
integrated three sorts of architectural abstractions to SosADL for IoT, i.e. digital twins,
digital mediators, and digital coalitions, which manipulate concurrent constraints.

The novel p-Calculus for SoS [20], which extends the original p-Calculus with
concurrent constraints, generalizes the p-Calculus with the notion of computing based
on partial information.

In the p-Calculus for SoS, a behavior (of a digital twin of an IoT constituent system
or of a digital mediator) is described by the actions that it can carry out as well as the
constraints that it enforces or copes with. Two constructs have been added to SosADL
to manipulate constraints: one is the tell construct which enables a digital entity to add a
constraint to its operational environment in the virtual world, and the other is the ask
construct which enables a digital entity to query if a constraint can be inferred from its
operational environment in the virtual world. Other constructs have been extended to
handle concurrent constraints, in particular the compose construct was enhanced to deal
with concurrent composition of behaviors and constraints, and the connection construct
to restrict the interface that a behavior can use to interact with others while enforcing
constraints. The untell construct is also provided for removing a constraint from the
digital environment.

Intuitively speaking, based on p-Calculus for SoS, a digital entity can tell to the
digital environment about the pieces of information that it knows, while maintaining
private information internally. A digital entity can also ask information from the digital
environment that influences its own behavior or even untell previously told constraints.

4 Describing SoS Architecture for IoT Under Uncertainty

To demonstrate how SosADL for IoT under Uncertainty can be applied to architec-
turally describe SoS architectures on the IoT under uncertainty, we will present
hereafter the architecture description of the Platooning SoS of self-driving vehicles
introduced in the motivating case-study.

4.1 Emergent Behavior for the Platooning SoS of Self-Driving Vehicles

Fundamentally, in a Platooning SoS of self-driving vehicles, the emergent behavior of
platooning results from three micro-scale behaviors of platoonmates (vehicles that are
members of a platoon), as shown in Fig. 3, which together enforce the constraints that
are required for enabling platoons (see [25] for details of self-organizing SoSs).
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The micro-scale behaviors for guaranteeing platooning are:

• Cohesion behavior: every platoonmate must steer to follow the platoonmate just in
front of it (if any) while not losing the near platoonmate behind it (if any), thereby
maintaining liaison;

• Separation behavior: every platoonmate must steer to avoid the near platoonmate in
front of it, thereby avoiding rear collision;

• Alignment behavior: every platoonmate must steer to move towards the platoon-
mate in front of it, or towards the destination if no near platoonmate is in front of it
while attempting to match velocity (heading and speed) with nearby platoonmates.

These micro-scale behaviors (cohesion, separation, and alignment), combined together
determine the acceleration vector that drives a platoonmate. From the point of view of a
vehicle, each micro-scale behavior engenders an independent request for a steering
maneuver to be carried out by the self-driving vehicle.

Note that these micro-scale behaviors governing cohesion, separation, and align-
ment, constrained by the relative positions of nearby platoonmates, were demonstrated
sufficient to guarantee the formation of platoons [31].

4.2 SoS Architecture Description with Uncertainty for UGV-Based
Platooning

Now that we have introduced the three micro-scale behaviors providing the necessary
and sufficient conditions to create and maintain the emergent behavior of vehicle
platooning, let us demonstrate how to apply SosADL for IoT under Uncertainty to
describe the SoS architecture of vehicle platooning under uncertainty using digital
twins as well as explain the operational semantics of the resulting SoS architecture
during the formation and maintenance of platoons. Recall that each self-driving vehicle
has its own autopilot and may drive in autonomous mode to a destination.

We will first focus on the digital mediators enforcing the micro-scale behaviors
required for creating and maintaining platoons (we will not present the interface of the
digital twins of the IoT constituent systems of the platooning SoS, i.e. the self-driving
vehicles, due to page limit). Then, we will describe the abstract architecture of the SoS
on the IoT as a whole in terms of a digital coalition for achieving the macro-scale
platooning behavior.

Fig. 3. Cohesion, separation, and alignment behaviors
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Let us now declare, in SosADL for IoT under Uncertainty, the digital mediator
Platooning which will make possible the emergence of the platooning macro-scale
behavior of the SoS of self-driving vehicles.

As shown in Listing 1, Platooning is described as a digital mediator abstraction: we
declare the duties of the mediated self-driving vehicle in terms of position and com-
mand and the mediation among self-driving vehicles participating in the platoon as the
steering behavior. By creating concretions, a digital mediator will be synthesized for
each digital twin of a self-driving vehicle that participates in the fleet.

By the application of the three micro-scale behaviors, i.e. separation, alignment,
and cohesion, commanding the digitally mediated vehicle, every self-driving vehicle in
the platoon, will stepwise behave to align and get closer to neighboring self-driving
vehicles, while avoiding collision.

//use user-defined library for route information
with RouteInformation
//declaring the platoon mediating behavior
digital mediator Platooning(max:Distance,min:Distance) is { 
//determining the position of the mediated vehicle
duty position is{
//inputting vehicle’s latitude and longitude
connection coordinate is in{Coordinate}
//inputting vehicle’s direction with heading angle
connection heading is in{Heading}
//inputting vehicle’s velocity
connection speed is in{Speed}}
duty command is{
//commanding for steering the mediated vehicle
connection drive_ctrl is out{[heading:Heading,speed=Speed]}}
abstraction separation(…) is {…}
abstraction alignment(…) is {…}
abstraction cohesion(…) is {…}
behavior steering(…) is {…}

}

Listing 1. Digital mediator declaration in SosADL for IoT under Uncertainty 

Note that a platoon may increase of size by having vehicles (which are not in the
platoon) maneuvering to join the platoon or decrease of size by having vehicles in the
platoon maneuvering to leave it.

Let us now describe the digital mediating behavior in Listing 2. Once the steering
behavior receives the position of the mediated self-driving vehicle (firstly getting its
coordinate, and secondly its heading), the tell construct asserts the received position
into its local environment, enabling sharing with other digitally mediated self-driving
vehicles. Next, the ask construct is used to ask for the positions of platoonmates that are
in the perception range of the digitally mediated self-driving vehicle. With the result of
the query stored, the digital mediator first checks if there is any. If not, i.e. if no other
self-driving vehicle is in the neighborhood of the digitally mediated self-driving
vehicle, the mediated self-driving vehicle continues to drive in the same direction,
moving forward. If there are self-driving vehicles in the neighborhood of the digitally
mediated self-driving vehicle, the platooning mediator behavior looks for the nearest
platoonmate. It then checks whether the distance to the mediated self-driving vehicle is
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less than the minimum separation value (min, passed in parameter). If it is the case, the
steering behavior applies the separation micro-scale behavior. If it is not, the steering
behavior commands the digitally mediated self-driving vehicle applying the alignment
micro-scale behavior and then the cohesion micro-scale behavior based on the positions
of the neighboring platoonmates.

Let us now describe the SoS architecture for forming the platooning in Listing 3. It
is described by declaring first, the digital twins of SoS constituent systems (they are the
digital entities of the IoT constituent systems that can participate in the SoS), second,
the digital mediators (they are created and managed for coordinating the constituent
systems via their digital twins), and third, the digital coalitions that can be formed to
achieve the SoS emergent behavior of vehicle platooning.

behavior steering() is {
repeat { 
//get the coordinate of the mediated self-driving vehicle
via position::coordinate receive vehicle_coordinate
//get the heading of the mediated self-driving vehicle
via position::heading receive vehicle_heading
//get the speed of the mediated self-driving vehicle
via position::speed receive vehicle_speed
//tell the position to other digital mediators
tell vehicle is [coordinate=vehicle_coordinate, 

  heading=vehicle_heading,speed=vehicle_speed]
//ask if any vehicle is in the neighborhood
value neighbors is ask vehicle suchthat { 
//in the radar range of the self-driving vehicle, i.e. < max
vehicle::coordinate::distance(vehicle_coordinate)<max}

//if there are vehicles in the radar range
if (neighbors::notEmpty()) then {
//identify nearest neighbor in front
value front_mate is neighbors::nearest_in_front()
//identify nearest neighbor in back
value back_mate is neighbors::nearest_in_back()
//if too close in front, i.e. < min separation
if (vehicle_coordinate::distance(front_mate::coordinate)<min)
then //separate to avoid collition
separation(vehicle,front_mate) 
else {//align by velocity matching
alignment(vehicle,front_mate,back_mate) 
//maintain nearest mates in range
cohesion(vehicle,front_mate,back_mate)}

} 
} 

Listing 2. Platoon mediating behavior in SosADL for IoT under Uncertainty 

The SoS architecture description, shown in Listing 3, comprises the declaration of a
sequence of digital twins of IoT constituent systems complying with the system
abstraction of self-driving vehicle and a sequence of digital mediators conforming with
the mediator abstraction of Platooning (as declared in Listing 1).

Based on the digital twins of these systems and mediator abstractions, the digital
coalition for creating emergent behavior is declared, named as platoon, as shown in
Listing 3. In particular, the digital coalition of self-driving vehicles is described as a
sequence of digital twins of self-driving vehicles where each digital twin has an
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associated steering digital mediator created in the digital coalition, with the specified
perception range distance (max) and minimum separation distance (min) as parameters.
The emergent behavior of the digital coalition, i.e. platoon, is produced by the macro-
scale behavior created by supervenience from the mediating behaviors, which apply the
micro-scale behaviors according to each situation.

It is indeed by the application of the mediating behaviors, commanding the digitally
mediated self-driving vehicles by applying the defined micro-scale behaviors, that
every self-driving vehicle in the fleet, will stepwise behave to align and get closer to
neighboring vehicles, while avoiding collision. At the macro-scale level, the fleet of
self-driving vehicles will progressively form and maintain the platoon.

It is worth noting that the platoon which is formed is the result of the application of
the micro-scale behaviors to each self-driving vehicle in the platoon via its digital twin.

//use the IoV system abstraction and Platooning mediator abstraction

with SelfDrivingVehicle,Platooning

architecture PlatooningSoS(max:Distance,min:Distance) is {

coalition platoon is compose{

fleet is sequence{SelfDrivingVehicle()}

platooning is sequence{Platooning(max,min)}

 } binding {

forall {vehicle in fleet suchthat

exists{one steer in platooning suchthat

unify one{steer::position} to one{vehicle::position} 

unify one{steer::command} to one{vehicle::command}}}}

}

Listing 3. SoS architecture description for platooning in SosADL for IoT under Uncertainty

Each self-driving vehicle is not aware of the rest of the platoon, except for its own
neighbors, generally composed of the platoonmates in front of and behind itself. For
instance, the self-driving vehicle in the platoon is not aware of the size of the platoon,
i.e. of how many members has a platoon.

Besides, it is worth pointing out that it is the locality of the rules that ensures the
scalability of the emergent behavior of platoon in terms of digitally mediated twins.

5 Implementation of SosADL Studio for IoT with Uncertainty

The complexity inherent to SoS architectures on the IoT under uncertainty calls for the
automated support of SoS architectural design by software tools. Indeed, for supporting
the architecture-centric formal development of SoSs using SosADL for IoT under
Uncertainty, we have developed an SoS Architecture Development Environment,
named SosADL Studio [27].

This toolset is constructed as plugins in Eclipse. It provides a model-driven
architecture development environment where the SosADL meta-model is defined in
EMF/Ecore (http://eclipse.org/modeling/emf/), with the textual concrete syntax
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expressed in Xtext (http://eclipse.org/Xtext/), the graphical concrete syntax developed
in Sirius (http://eclipse.org/sirius/), and the type checker implemented in Xtend (http://
www.eclipse.org/xtend/), after having being proved using the Coq proof assistant
(http://coq.inria.fr/) [28].

The type-checked architecture is then converted in terms of input-output Symbolic
Transition Systems to feed UPPAAL (http://www.uppaal.org/) for model checking.

At that point, the SoS architecture is guaranteed well-formed (through the type
checker) and well-behaved (through the model checker).

To support uncertainty in SoS architecture descriptions by the resolution of con-
current constraints of the checked SoS architecture, a constraint solving mechanism
was implemented on top of the Kodkod Solver (http://alloy.mit.edu/kodkod/). It is used
to solve the system of architectural constraints formulated in the architectural model at
run-time (based on tell, ask, untell constructs) and to “find” (i.e. dynamically create)
mediated structures that satisfy these constraints. It operates thereby as an architectural
model finder, enabling to discover SoS concrete architectures which comply with the
given SoS abstract architecture and operational environment, based on Propositional
Satisfiability Theory (SAT) [10]. The concretization of the SoS architecture is incre-
mental and based on the discover of digital twins on the IoT. Each time a digital twin of
a constituent system become known by the SoS, a better SAT solution may be com-
puted, reconfiguring the digital coalition of the SoS. Kodkod Solver indeed support
model finding in partially defined models, which can be incrementally instantiated.

The remaining issue is thereby to guarantee that the architected emergent behaviors
are able to be produced and to guarantee that they will behave correctly under
uncertainty, as required.

To provide this guarantee, SosADL Studio supports simulation of SoS architec-
tures. It takes as input the SoS architecture description in terms of digital twins, its
operational environment (via concrete specifications of environmental gates given how
constituent systems sense local environments), and produces different simulation
models in Discrete Event System Specification (DEVS, http://www.ms4systems.com/).

For supporting verification of the emergent behaviors of SoS architectures under
uncertainty, we have conceived a novel logic, named DynBLTL [30], for expressing
properties of SoS architectures under a multivalued logic and verifying these properties
with statistical model checking using PLASMA (http://project.inria.fr/plasma-lab/) [4].

Through the different features of the SosADL Studio, an SoS architect is able to
guarantee different SoS architectural properties on the IoT in the presence of uncer-
tainty, in particular enforcing safety [28].

6 Related Work

Uncertainty is a topic of research in different disciplines, including social sciences,
natural sciences, and engineering [33]. In engineering, uncertainty is intrinsically
related to design, termed “design under uncertainty”. The notion of uncertainty has not,
however, the same meaning in these different disciplines, encompassing, as a matter of
fact, a multiplicity of concepts.
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Recently, uncertainty has been the subject of research in software-intensive systems
engineering [6]. In particular, [35] proposes a taxonomy of uncertainty for dynamically
self-adaptive software-intensive systems, focusing on cyber-physical systems and their
operation in unpredictable physical environments.

Since the rise of IoT, the nature of SoS has evolved, and uncertainty has become a
critical issue, increasingly been cited in SoS roadmaps for the coming years, e.g. the
European Roadmap for SoS Engineering [5], which expresses the needs for con-
structing Cyber-Physical SoSs on the IoT. Notably, the INCOSE Systems Engineering
Vision for 2025 [12] highlights the need to cope with uncertainty at analysis, archi-
tectural design, and operation of SoSs.

More recently, the OMG (an industrial standard organization) has highlighted the
importance of dealing with uncertainty during the lifecycle of a software-intensive
system or SoS, and launched an initiative for supporting uncertainty modeling in its
model engineering standards [18].

Over the years, in Software Engineering, various techniques were studied for doc-
umenting, specifying, and managing uncertainty in software-intensive systems [6, 8].

More particularly in software-intensive systems or SoS, uncertainty has been pre-
dominantly studied in requirements engineering. In particular, the RELAX require-
ments specification language [34] was defined to express requirements under
uncertainty based on fuzzy branching temporal logic. RELAX supports the explicit
specification of environmental uncertainty in requirements statements. FLAGS [2]
extended KAOS [3] using possibility theory to mitigate the uncertainty of the goals.
RELAX and FLAGS do not address architectural design, but are able to express
requirements under uncertainty that are relevant to be used for architectural design.

While uncertainty is inherent to SoS [15] and has been addressed in requirements
engineering, the study of uncertainty in SoS architecture is still highly unexplored [14].

Indeed, if the importance of dealing with uncertainty when designing software-
intensive systems and SoS architectures is widely recognized, only a dearth of tech-
niques having been proposed for handling uncertainty in software architecture
description [26]. Notably, none has proposed a formal Architecture Description Lan-
guage (ADL) enabling to deal with uncertainty in SoS architecture description [14].

Actually, many researches were conducted to address the issue of formally
describing the architecture of single software-intensive systems. However, no existing
ADL is able to describe even single systems architecture under uncertainty, being
limited by their formal foundations which require complete information at design-time.

The significant difference of the formal basis of ADLs for single systems and the p-
Calculus for SoS underlying SosADL for IoT under Uncertainty is the treatment of
partial information (i.e. each SoS constituent has incomplete information on the state of
the operational environment). While in single systems, all components have access to
complete information, in SoS, all constituents have access to imperfect information by
nature. In SoSs, partial information contributes to systematic uncertainty.

In summary, based on the study of the state-of-the-art, SosADL for IoT under
Uncertainty is positioned as a pioneering ADL, being the first formal ADL enabling the
expression of systematic uncertainty in SoS architecture description relying on con-
current constraints and constraint solving mechanisms, being specialized for IoT
relying on digital twins and digital mediators and coalitions.
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7 Conclusion and Future Work

In this paper we have raised the issue of uncertainty in the architectural design of SoSs,
and identified the major sources of uncertainty for architecting SoSs on the IoT. In
particular, we faced up the research challenge of how to deal with uncertainty in the
design of an SoS architecture on the IoT. To solve this issue, this paper proposed
enhancements to SosADL. On the one hand, the underlying theory of SosADL was
enhanced with concurrent constraints for expressing uncertainty due to imprecision
(partial knowledge) and on the other hand, novel architectural abstractions were inte-
grated into SosADL for treating the duality of “things” on the IoT, through the notion
of digital twin, synchronously coupled with its physical counterpart, and their coor-
dination using digital mediators, for forming digital coalitions to produce the required
SoS emergent behaviors.

Using the enhanced SosADL presented in this paper, SosADL on the IoT under
Uncertainty, SoS architectures on the IoT are abstractly described by declaring the
constraints which must be satisfied when the concrete architecture is synthesized in a
specific operational environment where “things” are IoT systems communicating via
the IoT. The behavior of digital twins of constituent systems as well as the behavior of
digital mediators are specified by handling constraints representing and reasoning about
partial information.

SosADL and more recently this enhanced SosADL have been applied in several case
studies and pilots where the suitability of SosADL and the supporting toolchain has been
validated, including SoS architecture descriptions under uncertainty on the IoT.

On-going and future work is mainly related with the application of SosADL for IoT
under Uncertainty in industrial-scale projects. They include in particular joint work
with SEGULA for applying the extended SosADL to architect SoSs in the domain of
the Industrial IoT. Description of SoS architectures on the IoT under uncertainty, and
their validation and verification using the SosADL toolchain, are main threads of these
pilot projects.

References

1. Ayyub, B., Klir, G.: Uncertainty Modeling and Analysis in Engineering and the Sciences.
Chapman & Hall, Boca Raton (2006)

2. Baresi, L., Pasquale, L., Spoletini, P.: Fuzzy goals for requirements-driven adaptation. In:
18th IEEE RE, Sydney, Australia, September 2010

3. Cailliau, A., van Lamsweerde, A.: Handling knowledge uncertainty in risk-based
requirements engineering. In: 23rd RE, Ottawa, Canada (2015)

4. Cavalcante, E., Quilbeuf, J., Traonouez, L.-M., Oquendo, F., Batista, T., Legay, A.:
Statistical model checking of dynamic software architectures. In: Tekinerdogan, B., Zdun,
U., Babar, A. (eds.) ECSA 2016. LNCS, vol. 9839, pp. 185–200. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-48992-6_14

5. CPSoS: European Research and Innovation Agenda on Cyber-Physical Systems-of-Systems
2016–2025 (2016). http://www.cpsos.eu/roadmap/

784 F. Oquendo

http://dx.doi.org/10.1007/978-3-319-48992-6_14
http://www.cpsos.eu/roadmap/


6. Esfahani, N., Malek, S.: Uncertainty in self-adaptive software systems. In: de Lemos, R.,
Giese, H., Müller, H.A., Shaw, M. (eds.) Software Engineering for Self-Adaptive Systems II.
LNCS, vol. 7475, pp. 214–238. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-
642-35813-5_9

7. Tao, F., Zhang, M., Nee, A.Y.C.: Digital Twin Driven Smart Manufacturing. Academic
Press, Cambridge (2019)

8. Garlan, D.: Software engineering in an uncertain world. In: ACM Future of Software
Engineering Research, Santa Fe, NM, USA, November 2010

9. Grieves, M.: Virtually Perfect: Driving Innovative and Lean Products through Product
Lifecycle Management. Space Coast Press, Cocoa Beach (2011)

10. Guessi, M., Oquendo, F., Nakagawa, E.Y.: Checking the architectural feasibility of systems-
of-systems using formal descriptions. In: 11th IEEE SoSE, Kongsberg, Norway (2016)

11. Hubbard, D.W.: How to Measure Anything, 3rd edn. Wiley, Hoboken (2014)
12. INCOSE: SE Vision 2025 (2014). www.incose.org/AboutSE/sevision
13. Jia, D., Lu, K., Wang, J., Zhang, X., Shen, X.: A survey on platoon-based vehicular cyber-

physical systems. IEEE Commun. Surv. Tutor. 18(1), 263–284 (2016)
14. Klein, J., van Vliet, H.: A systematic review of system-of-systems architecture research. In:

9th ACM QoSA, Vancouver, Canada, June 2013
15. Maier, M.W.: Architecting principles for systems-of-systems. Syst. Eng. J. 1(4), 267–284

(1998)
16. Milner, R.: Communicating and Mobile Systems: The p-Calculus. Cambridge Press,

Cambridge (1999)
17. Olarte, C., Rueda, C., Valencia, F.D.: Models and emerging trends of concurrent constraint

programming. Int. J. Constraints 18, 535–578 (2013)
18. OMG: Precise Semantics for Uncertainty Modeling, Request For Proposal, OMG Document

ad/2017-12-01, December 2017
19. Oquendo, F.: Formally describing the software architecture of systems-of-systems with

SosADL. In: 11th IEEE SoSE, Kongsberg, Norway, June 2016
20. Oquendo, F.: The p-calculus for SoS: novel p-calculus for the formal modeling of software-

intensive systems-of-systems. In: Communicating Process Architectures (CPA), vol.
69 (2016)

21. Oquendo, F.: Case study on formally describing the architecture of a software-intensive
system-of-systems with SosADL. In: 15th IEEE SMC, Budapest, Hungary, October 2016

22. Oquendo, F.: Formally describing the architectural behavior of software-intensive systems-
of-systems with SosADL. In: 21st IEEE ICECCS, Dubai, UAE, November 2016

23. Oquendo, F.: Software architecture challenges and emerging research in software-intensive
systems-of-systems. In: Tekinerdogan, B., Zdun, U., Babar, A. (eds.) ECSA 2016. LNCS,
vol. 9839, pp. 3–21. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-48992-6_1

24. Oquendo, F.: Architecturally describing the emergent behavior of software-intensive system-
of-systems with SosADL. In: 12th IEEE SoSE, Waikoloa, Hawaii, USA, June 2017

25. Oquendo, F.: Formally describing self-organizing architectures for systems-of-systems on
the internet-of-things. In: Cuesta, C.E., Garlan, D., Pérez, J. (eds.) ECSA 2018. LNCS, vol.
11048, pp. 20–36. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-00761-4_2

26. Oquendo, F.: Coping with uncertainty in systems-of-systems architecture modeling. In: 14th
IEEE SoSE, Anchorage, Alaska, USA, May 2019

27. Oquendo, F., Buisson, J., Leroux, E., Moguérou, G., Quilbeuf, J.: The SosADL architect
studio. In: SiSoS 2016, Copenhagen, DK. ACM, November 2016

28. Oquendo, F., Buisson, J., Leroux, E., Moguérou, G.: A formal approach for architecting
software-intensive systems-of-systems with guarantees. In: 13th IEEE SoSE, Paris, France,
June 2018

Dealing with Uncertainty in Software Architecture on the Internet-of-Things 785

http://dx.doi.org/10.1007/978-3-642-35813-5_9
http://dx.doi.org/10.1007/978-3-642-35813-5_9
http://www.incose.org/AboutSE/sevision
http://dx.doi.org/10.1007/978-3-319-48992-6_1
http://dx.doi.org/10.1007/978-3-030-00761-4_2


29. Oxford Dict. https://en.oxforddictionaries.com/definition/uncertainty
30. Quilbeuf, J., Cavalcante, E., Traonouez, L.-M., Oquendo, F., Batista, T., Legay, A.: A logic

for the statistical model checking of dynamic software architectures. In: Margaria, T.,
Steffen, B. (eds.) ISoLA 2016. LNCS, vol. 9952, pp. 806–820. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-47166-2_56

31. Reynolds, C.W.: Flocks, herds, and schools: a distributed behavioral model, in computer
graphics. In: 14th SIGGRAPH, Anaheim, USA (1987)

32. Roca, D., Nemirovsky, D., Nemirovsky, M., Milito, R., Valero, M.: Emergent behaviors in
the internet-of-things: the ultimate ultra-large-scale system. In: IEEE Micro, vol. 36, no. 6,
November–December 2016

33. Thunnissen, D.P.: Uncertainty classification for the design and development of complex
systems. In: 3rd Predictive Methods Conference (PMC), Newport Beach, CA, USA, June
2003

34. Whittle, J., Sawyer, P., Bencomo, N., Cheng, B.H.C., Bruel, J.-M.: RELAX: a language to
address uncertainty in self-adaptive systems requirement. Requir. Eng. J. 15(2), 177–196
(2010)

35. Zhang, M., Selic, B., Ali, S., Yue, T., Okariz, O., Norgren, R.: Understanding uncertainty in
cyber-physical systems: a conceptual model. In: Wąsowski, A., Lönn, H. (eds.) ECMFA
2016. LNCS, vol. 9764, pp. 247–264. Springer, Cham (2016). https://doi.org/10.1007/978-
3-319-42061-5_16

786 F. Oquendo

https://en.oxforddictionaries.com/definition/uncertainty
http://dx.doi.org/10.1007/978-3-319-47166-2_56
http://dx.doi.org/10.1007/978-3-319-42061-5_16
http://dx.doi.org/10.1007/978-3-319-42061-5_16


A Big-Data-Analytics System
for Supporting Decision Making Processes

in Complex Smart-City Applications

Alfredo Cuzzocrea(B), Massimiliano Nolich, and Walter Ukovich

DIA Department, University of Trieste, Trieste, Italy
{alfredo.cuzzocrea,mnolich,walter.ukovich}@dia.units.it

Abstract. Water is a fundamental element for the life of the ecosystem
and of the human beings. Seas and oceans consist in the vastest avail-
able space on the planet. Water management is thus a critical issue in the
context of smart-city applications, which maybe addressed via consoli-
dated big data analytics methodologies. In addition to this, monitoring
the quality of the water in order to decide current and future policy for
having a high-quality ecosystem is today possible using connected and
distributed devices. In such context, the relevant amount of data that can
be acquired can be classified in order to create a big-data analytics-based
Decision Support System (DSS) that represents a useful tool towards
multiple purposes ranging from environmental monitoring and spatial
planning to leisure activities, fishing and bathing. In this paper we pro-
pose a general design of a DSS for water quality management and we
present several use cases that show how the system can be helpful to
face operational, tactical and strategical decisions.

Keywords: Big data analytics · Smart city applications ·
Decision support systems · Water management

1 Introduction

Water is a fundamental element for the life of the ecosystem and of the human
beings, thus becoming a global issue. Share water and identify it as a precious
good it is unavoidable for all humankind. As the World Water Council [7] remem-
bers “Together we make water a global priority”, and this goal can be achieved by
mobilizing actions on critical water issues at all levels and focusing on the polit-
ical dimension of water security, adaptation and sustainability. Sharing water is
non-questionable, but it is how to share the information related to it, because
they are strictly connected to environment’s and at the end to our health. The
scientific knowledge tells us that water is the most widespread substance in our
Planet. Water covers about the 71% of the Earth surface, the total amount of
water resources is approximately of 1,386 million cubic kilometers, with more
than 1,338 million cubic kilometers covered by Oceans, Seas, & Bays. A reliable
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evaluation of the global water resources was collected by Soviet scientists and
presented by Igor Shiklomanov in a summarizing table called “Water reserves on
the earth” [21], that follows, proposed in graphical version [1]. These are accu-
rate but only approximate estimations, since water is a substance in continuous
dynamism and in permanent motion. Increase and enhance the knowledge of
this substance, which has a special role with respect to the others, is an arduous
but essential mission, due to water vital influence on the natural environment.

Fig. 1. Sea environment to be monitored

The World Meteorological Organization (WMO) [6], in order to satisfy the
need of knowledge and consciousness relating to the water resources, proposes
the “The Guide to Hydrological Practices” [5,9], that is almost the major output
of the activities of the WMO Commission for Hydrology (CHy); the first edition
of the Guide to Hydrometeorological Practices was published in 1965. This is just
an example of document edited on the purpose to offer methodical guidelines to
brave the challenge of the water issue. Another example is the one presented in
the framework of the International Hydrological Programme [22] that focuses on
the freshwater aspects proposing, at the same time, some basics consideration
regarding water resources in general, some of them touched upon also in this
article. A lot of conferences and activities in general focused in the water issue are
promoted by many local and international, governmental and non-governmental
organizations. Some of which have made a significant breakthrough in convincing
humankind to tackle climate change as the agreement on the climate of Paris in
2015 promoted by Jen Schwartz. This put in evidence how the interconnection
offered by the new devices and instruments of communication can sensitize and
improve knowledge, transposing a local problem into a global issue, where every
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person, with regard to his skills and social role, can intervene. The question
needs to be faced from all possible points of view, and the progress towards
better water quality must be shared in a constructively competitive research
race. The quality of the water can be monitored, in order to decide current
and future policy for having a high-quality ecosystem, by using connected and
distributed devices. Nowadays we have an enormous quantity of studies but also
new technologies, that can make a further leap forward towards future actions to
be taken. Due to the modern technology, for example, it is possible to compare
a very extended amount of data, as NASA exalt “Big Data Helps Scientists Dig
Deeper”, with the phenomenon known as “big data”, computers crunch vast
quantities of information to identify useful patterns [1]. Another emerging use of
the relevant amount of data that can be acquired, is to classify them in order to
create a Decision Support System (DSS), which represent a useful tool towards
multiple purposes.

In this paper, we will focus on purposes that range from environmental mon-
itoring and spatial planning to leisure activities, fishing and bathing, like in
so-called Marine Protected Areas (MPA) (Fig. 1). In particular, we propose a
methodology to manage water quality that can be helpful to face operational,
tactical and strategical decisions, putting in evidence the ones strictly related to
surface water quality. In doing this, we recognize water management as a critical
issue in the context of smart-city applications (e.g., [15,28,31]), which maybe
addressed via consolidated big data analytics methodologies (e.g., [18,24,29]).
We present a general architecture for a big-data analytics-based Decision Sup-
port System for surface water monitoring. Surface water are those that collect on
the surface of the earth; waterways, lakes, wetlands, seas and oceans constitute
surface water. The main goal of the proposed DSS is allowing to collaborate and
reuse data inputs according to different business models, sharing and improving
the data needed for different decision makers insisting on the same surface water
facility. The main characteristic is the fusion of different data sources in order
to enhance both the temporal sampling and the spatial sampling.

The rest of the paper is structured as follows. In Sect. 2 a literature review
on existent decision support systems for water management is presented. Then,
Sect. 3 introduces the Environmental parameters typically used to define water
quality and the related KPI used to measure it. Section 4 describes the general
architecture of the proposed DSS. Section 5 describes actors, business cases and
related KPI, and Sect. 6 presents some preliminary experimental results. Finally,
Sect. 7 outlines conclusion and future developments.

2 Literature Review

Decision Support System has been widely studied and applied in different field,
as for example in logistics [16], mobility [13,17], security [14,19], comfort [20,26],
etc. In the management of water and ecosystems, the concept of sustainability
nowadays often named as a goal for businesses, nonprofit organizations and gov-
ernments. Sustainability is the need of a constant and preferably growing well-
being and the prospect of leaving future generations with a quality of life that
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is not inferior to the current one. From this type of approach arises the devel-
opment of the Triple Bottom Line (TBL) framework that involves three macro
spheres of influence: social, environmental and financial [25]. This approach can
be developed in different specific contexts and integrated in a Decision Support
System. An example of the integration between biological information and mod-
elling with the TBL approach will be briefly exposed in section V, in relation to
the increasing complexity of fishery management [2]. Increasing the possibility
of investigation increases also the complexity of the model used to understand a
specific problem. The U.S. Geological Survey National Water Quality Assessment
Program [3] uses the calibrated SPAtially Referenced Regression On Watershed
attributes (SPARROW) models to investigate in stream-water quality in rela-
tion to human activities and natural processes [4]. The high level of experience
necessary for its use has meant that this model could only be accessed through
a DSS that simplified the processing and re-presented in tools that were easier
to interpret [11]. Different approaches and methods of investigation are useful to
describe the condition of the water and the environment in general. The tools
for measuring, collecting and processing data improve in precision, quantity and
quality, as the parameters of investigation. What is fundamentally essential to
be more efficient and effective in terms of time and resources, and also up with
the times and consistent with the efforts made is to be, as much as possible,
collaborative.

3 Environmental Water Quality Parameters

To cope with quality of surface water, a wide set of parameters can be observed to
evaluate the state of the water. In literature, the water pollutants can be classified
into broad categories [10]. In Table 1 we have extended the broad categories
of [10] to include also visual pollution and other perception based parameters.
The resultant broad categories are marked in Table 1 with a letter for practical
identification in the following:

The parameters introduced in Table 1 are variables that can be measured.
Such measures can represent directly a Key Performance Indicator (KPI) to
evaluate the quality of water or they can be combined to obtain more complex
KPI. For example, in literature [10] several sets of KPI are defined to monitor
the water quality, as for example:

– water stress index;
– total faecal coliforms;
– days of operation at required standards;
– repair times for high priority inoperative lines;
– percentage of total suspended solids;
– amount of potentially dangerous organisms (i.e., e. coli, naked amoebae, etc.);
– compliance in quality when compared to legal standards;
– dissolved air floatation performance;
– total cost of operations;
– metrics that measure specific systems and support vital to consistent

operations.
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Table 1. Water pollutant categories

Categories Parameters (some examples) General use

A Basic variables Water temperature, pH, salinity,
dissolved oxygen, and discharge

Used for a
general
characterization
of water quality.

B Organic pollution
indicators

Dissolved oxygen, Biochemical
Oxygen Demand (BOD), Chemical
Oxygen Demand (COD),
ammonium

C Organic
micropollutants

Such as pesticides and the
numerous chemical substances used
in industrial processes. PCB, HCH,
PAH

D Specific major ions Chloride, sulphate, sodium,
potassium, calcium and
magnesium. As essential factors in
determining the suitability of water
for most uses (eg. public water
supply, livestock watering and crop
irrigation)

E Microbiological
indicator organism

Total coliforms, fecal coliforms and
fecal streptococci bacteria

F Biological indicators of
the environmental
state of the ecosystem

Phytoplankton, zooplankton,
zoobenthos, fish, macrophytes and
birds and animals related to
surface waters

G Suspended particulate
matter

Suspended solids, turbidity and
organic matter (TOC, BOD and
COD)

H Metals Cadmium, mercury, copper, zinc

I Indicators of
eutrophication

Nutrients (eg. nitrogen and
phosphorus), and various biological
effect variables (eg. chlorophyll a,
Secchi disc transparency,
phytoplankton, zoobenthos)

J Indicators of
acidification

pH, alkalinity, conductivity,
sulphate, nitrate, aluminium,
phytoplankton

K Indicators of
radioactivity

Total alpha and beta activity,
137Cs, 90Sr

L Visual pollution Tarry residues, glass, plastic,
rubber

M Perception based
parameters

Color, turbidity, smell
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In general, KPI are not static and unchanging. Moreover, they strictly depend
on the business context that they are applied.

4 DSS Architecture

The aim of this work is to propose a Collaborative DSS capable of aggregate and
integrate different data sources regarding the measurement of the parameters
affecting water quality (see Table 1) in order to produce added value in different
application scenarios. The proposed Collaborative DSS can improve data to
generate new information for a specific application domain using the related
scientific knowledge.

Data Warehouse

Decision Support System

Data Analy cs

Data Model

Data Aggrega on

Data Sources

Data Valida n

Fig. 2. DSS main features

The main objectives of the proposed Collaborative DSS are depicted in Fig. 2
and are described as follows:

1. Share information regarding data quality already acquire from public
authorities;

2. Share information regarding specific measurement campaign in specific
region;

3. Aggregate information around different data sources;
4. Provide evaluation and KPI for different specific application sectors;
5. Stimulate the citizen to evaluate the state of surface water and signal problems

to the authorities by using the DSS.

The structure of the proposed Collaborative DSS, suited for managing the
environmental quality of both salt and fresh water, is the following. The system
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consists of a platform with which you can interact both via web pages and via
smartphone Apps. Every user has to register to the Collaborative DSS giving
his/her references. After the registration, typical power usage of the system can
be guaranteed via log in. According to user liability assigned during the registra-
tion phase, the information he/she sends will have a different degree of reliability.
The DSS can manage data coming from institutional bodies and individual cit-
izens, from research areas and from economic bodies (for example, aquaculture
companies) or even data from the marinas or managing institution, tour opera-
tors or from the tourists themselves. The collected data is geo-referenced. Some
of the collected data are already certified if acquired from certified entities, some
other are not certified if collected by causal users. Those data is managed by the
Collaborative DSS taking into account the different degrees of reliability. Each
user can send its own data to the Collaborative DSS: measurements made with
expensive professional tools or with portable instruments or subjective percep-
tion and visual information related to the quality of the water. The Collaborative
DSS can be tailored to different applicative scenarios. For each scenario, the plat-
form provides an indication of the water status in the area of interest. The output
of the Collaborative DSS aim at reducing the workload of the decision makers by
providing a semaphore indicating the status of the water in the given scenario.
The semaphore will be green if the quality in high, it is yellow if the quality is
medium and it is red if the water quality is not acceptable. The best practices,
derived from experts knowledge in the specific field, will drive the choice of the
best decision-making policies to be realized.

5 Business Cases

5.1 Stakeholders Involved

For the Collaborative DSS a wide set of stakeholders can be outlined. We propose
to consider the following categories of actors, that can include all the possible
involved stakeholders:

1. Citizen: people that interact with surface water;
2. Active citizen: citizen that actively produces data to update data relative the

region he/she is moving;
3. Private Company: private firm that operates near/on surface water, for exam-

ple fishing company, maritime transport company, etc.;
4. Public Company: private firm that operates near/on surface water, for exam-

ple environmental research company, wastewater management company, etc.;
5. Public Authority: police, territorial entity, etc.

5.2 Business Models

The actors introduced above can operate in different operative scenarios. In the
following we define three business cases that point out that the same water
parameter can have different evaluation in different scenarios. The business cases
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considered in the following are Bathing, Fishing and Aquaculture, and Protected
Natural Area. In Fig. 3 is represented the interconnection among the measured
parameters (Table 1) and the applicative business cases considered. Note that in
Fig. 3 the same parameter can be involved in different business cases with different
evaluation criteria. The aim of Fig. 3 to show how the interconnection at different
granularity levels can identify and characterize the specific business case.

Fig. 3. Mind map of parameters for different business cases

Business Case 1: Bathing. In this case (see Fig. 4), we consider the typical
behaviour of a tourist that during summer would like to have a bath at the
sea/lake/river and he/she guesses about the status of the water of the region
they are attending. The most observed parameters that prove the quality of
bathing water are the presence of enterococci and escherichia coli, or the presence
of cyanobacteria or microalgae but also other parameter could be taken into
account. As European Commission directives remembers the waters are classified
according to their level of quality: poor, sufficient, good or excellent. We knows,
for example, that the activities to guarantee that the citizens are adequately
informed are yet supervised.

Especially during the summer seasons warnings of danger to bathing are
easily identifiable and they are managed by authorities. One of the possible
way to extend the capability to prevent water quality contamination is enlarg-
ing the area of observation. The covered area can be improved by collecting
different sources. The tourists can become a citizen science providing, for exam-
ple, himself/herself with simple measuring instruments or engaging monitoring
instruments to pleasure crafts. This kind of measure have to be evaluated by
the proposed Collaborative DSS to appropriately enforce the knowledge of the
surface water quality.

Relevant parameters to evaluate the water quality for bathing can be derived
according to the Bathing Water Directive [8] and considering other relevant
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Total Quality

Citizen

Pollutant Absence Quality

Subjective Quality

Physical Quality

<<include>>

<<include>>

<<include>>

Fig. 4. Business Case 1 use case

Table 2. Water parameters for Business Case 1: BATHING

Categories Parameters BC1

A Temperature

A Salinity

G M Turbidity

E Intestinal enterococci

E Escherichia coli

F Macro-algae

F I J Phytoplankton

L Tarry residues, glass, plastic, rubber

M Color, smell

human perception as shown in Table 2. Note that in Table 2 we have introduced
some parameters belonging to visual pollution an perception based parameters.

Business Case 2: Fishing and Aquaculture. This business case (see Fig. 5)
is considered due to the importance of the aquatic environment for fishing and
aquaculture. The water quality requirements have different range for different
fish species and this aspect has a strong impact on the fish under culture [27]
(Table 3).
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Table 3. KPI for Business Case 1: BATHING

KPI BC1 Name Meaning

BC1 KPI1 Water quality Evaluation of the parameters described by the
European legislation

BC1 KPI2 Water perception Perceived comfort of the water

BC1 KPI3 Environment Context in which the measurement is made

Total Quality

Fisher

Pollutant Absence Quality

Nutritive Quality

Physical Quality

<<include>>

<<include>>

<<include>>

Fig. 5. Business Case 2 use case

In Table 4 relevant parameters to evaluate the water quality in case of Fishing
and Aquaculture are presented. It is worth to note that, analyzing Table 4, the
parameters considered are related to presence of pollutants and the nutritional
characteristics of the water and that visual and perceptional parameters are not
considered.

Starting from the measured parameters of Table 4 we propose the relevant
KPI for the Fishing and Aquaculture business case. In Table 5 we propose to
consider water quality, nutritional proprieties and abundance of fish KPI.

Business Case 3: Protected Natural Areas. With the term protected nat-
ural area (see Fig. 6) we include all those natural areas characterized by het-
erogeneous landscapes and of particular importance regarding wildlife, flora and
fauna, including anything that makes them of special environmental interest. Due
to their beauty and uniqueness the tourism is promoted but always in respect
to the preservation of the environment. Protected natural areas can be designed
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Table 4. KPI for Business Case 2: FISHING and AQUACULTURE

Categories Parameters BC2

A Temperature

A J pH

A Salinity

G M Turbidity

A B Dissolved oxygen

B Other dissolved gasses: carbon dioxide, nitrogen, ammonia

J Alkalinity

I Essential nutrients: Nitrogen, Phosphorus, Potassium

Table 5. KPI for Business Case 2: FISHING and AQUACULTURE

KPI BC2 Name Meaning

BC2 KPI1 Water quality Presence pollutants in the water

BC2 KPI2 Nutritional properties Presence of nutrients

BC2 KPI3 Abundance of fish Presence of organisms influencing fish life

by public institutions or private individuals, such as charitable or research insti-
tutions. Coastal protected areas are constantly monitored in regards of water
quality to be sure that the eligible standard values of quality are not exceeded,
then compromising the status of all the investigated area. Those values can be
shared to all the people interested in, because it is usually an information of pub-
lic domain. Conversely, the measures analyzed and elaborated from researchers
can be shared with the legal entity responsible of the protected area and, after
validation, shared in the appropriate form to all the people interested in the
results. At the same time a tourist can stumble upon some evident anomaly
in the water surface quality, for example an oil stain, and alert immediately
the authority sending some simple kind of messages to the Collaborative DSS.
When the tourist identifies some generic anomalous event, the Collaborative DSS
decides on the status of the water and what kind of action has to be taken. The
warning can be of different kinds and starts from different users with different
reliability. For this reason, in a such delicate context, the communication inter-
face of the Collaborative DSS has to be adequate for different users. This permits
to weight at the same time the warning and the information in relation to their
origin. In such context the measures taken by researchers, with a high level of
reliability, can effectively turn from local into global consistency and collaborate
to the aim of the global environment issue.

In Table 6 relevant parameters to evaluate the water quality in case of Pro-
tected natural area are proposed. Note analyzing Table 6 that visual pollution
and perception based parameters are considered relevant to define the KPI for
this business case.



798 A. Cuzzocrea et al.
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Fig. 6. Business Case 3 use case

Table 6. Water parameters for Business Case 3: PROTECTED NATURAL AREA

Categories Parameters BC3

A B Dissolved oxygen

F I J Phytoplankton

G M Turbidity

F Birds and animals related to surface waters

L Tarry residues, glass, plastic, rubber

M Color, smell

Table 7. KPI for Business Case 3: PROTECTED NATURAL AREA

KPI BC3 Name Meaning

BC3 KPI1 Water quality Presence pollutants in the water

BC3 KPI2 Water affinity Congruence with the environmental attitude of the
neighborhood

BC3 KPI3 Flora and fauna Well-being and biodiversity of the environment
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Starting from the parameters listed in Table 6 we have defined relevant KPI
for the protected area business case. In Table 7 we propose to consider water
quality, water affinity and flora and fauna KPI.

6 Preliminary Experimental Results

The proposed system has been tested by feeding in information from different
data sources. Business Cases presented in Sect. 5 have been considered. In the
preliminary experimental results presented in this Section, the Gulf of Trieste
region of the Adriatic Sea in Italy has been analyzed.

More precisely, in Fig. 7 an example of quality evaluation of the water for
bathing is reported.

Figure 8 shows an example of aquaculture water quality evaluation is pre-
sented. In this example, some artificial problematic values of pH of the water
has been added, in order to show that the proposed DSS generates warning in
case of water parameters out of ranges.

Finally, Fig. 9 illustrates the water quality analysis of reserved areas.

Fig. 7. Business Case 1: experimental results
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Fig. 8. Business Case 2: experimental results

Fig. 9. Business Case 3: experimental results
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7 Conclusions and Future Work

In this paper we have analyzes the potentiality of a Collaborative DSS approach
in order to face the problem of the reuse of water quality data in different
applications. DSS input variables have been collected into broad categories to
simplify their interpretation. Starting from the parameters belonging to such
broad categories we have outlined three relevant business cases and related KPI
that reuse and reinterpret the meaning of the common parameters adapting them
to the specific application. Note that the same parameter can affect mere than
one KPI and can be interpret in different way in different business cases. Future
work will be conducted for implementing this approach using real data collecting
from public institution and voluntary measurement from citizen scientist. Also,
performance issues in the context of the underlying big data processing layer
will be considered (e.g., [12,23,30]).
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Abstract. The generalized self-shrinking generator is a sequence gener-
ator that produces binary sequences with good cryptographic properties.
On the other hand, the binomial sequences are a well-defined class of
sequences that can be obtained considering infinite successions of bino-
mial coefficients modulo 2. In this work, we see that the generalized
sequences can be computed as a finite binary sum of binomial sequences.
Moreover, the cryptographic parameters of the generalized sequences can
be studied in terms of the binomial sequences.

Keywords: Generalized generator · Binomial sequence ·
Binomial characterization · Decimation · Cryptography

1 Introduction

Protection of confidential information uses an encryption function called cipher
to convert the original message or plaintext into the ciphered message or cipher-
text. In symmetric cryptography, there is a single piece of secret information
called key that is shared by both communicating parties.

Inside the symmetric cryptography, stream ciphers are the simplest and
fastest among all the encryption procedures so they are in widespread use and
can be found in different technological applications e.g. the encryption system E0
in Bluetooth network specifications [6], the SNOW 3G Generator [12] in wireless
communication of high-speed data with 4G/LTE (Long-Term Evolution) tech-
nology or the algorithm RC4 in Microsoft Word and Excel spreadsheet [17]. The
conjunction of simplicity and speed in a single process preserves the leading part
of the stream ciphers in any cryptographic application.

The main concern in stream cipher design is to generate from a short and
truly random key a long and pseudorandom sequence called keystream sequence.
For encryption, the sender performs the bitwise XOR (exclusive-OR) operation
among the bits of the plaintext and the keystream sequence. The result is the
ciphertext that is sent to the receiver. For decryption, the receiver generates the
c© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 803–816, 2019.
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same keystream sequence, performs the same bitwise XOR operation between
the received ciphertext and the keystream sequence and recovers the original
message. Recall that both encryption and decryption procedures use the same
XOR logic operation, that is a simple and balanced operation.

Most keystream generators are based on maximal-length Linear Feed-
back Shift Registers (LFSRs) [10] whose output sequences, the so-called PN-
sequences, are combined in a nonlinear way to produce pseudorandom sequences
for cryptographic application. Nonlinear filters, combinational generators, clock-
controlled generators or irregularly decimated generators are some of the most
popular keystream generators. See [9,15,16] for a comprehensive introduction to
this topic.

Inside the family of irregularly decimated generators, we can enumerate: (a)
the shrinking generator [5] that involves two LFSRs, (b) the self-shrinking gener-
ator [14] involving only one LFSR and (c) the most representative element of this
family, the generalized self-shrinking generator or family of generators [11], that
includes the self-shrinking generator as one of its members. Irregularly decimated
generators produce sequences that exhibit good cryptographic properties: long
periods, excellent run distribution and self-correlation, balancedness [7], sim-
plicity of implementation, etc. The underlying idea of this type of generators
is the irregular decimation of a PN-sequence according to the bits of another.
The decimation result is a sequence that will be used as keystream sequence
in the encryption/decryption procedure. This work focuses on the generalized
self-shrinking generators and their output sequences the so-called generalized
self-shrunken sequences (GSS sequences) or simply generalized sequences.

On the other hand, the binomial sequences are a family of binary sequences
whose terms are binomial numbers reduced modulo 2. More precisely, the bino-
mial sequences correspond to the diagonals of the Sierpinski’s triangle modulo
2. In this way, the binomial sequences exhibit many attractive properties that
can be very useful in the analysis and generation of keystream sequences. In this
work, it is shown the close relationship between generalized sequences and the
class of binomial sequences, in the sense that these binomial sequences can be
used to analyse the cryptographic properties of those generalized sequences.

The work is organized as follows. Fundamental and basic concepts used
throughout the work are introduced in Sect. 2. Next in Sect. 3, the character-
istics of the binomial sequences are discussed in detail. The representation and
computation of generalized sequences in terms of binomial sequences is the sub-
ject of Sect. 4. Finally, conclusions in Sect. 5 end the paper.

2 Preliminaries

In this section, we present some basic concepts about sequences that we need to
know before introducing the main results.
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2.1 Binary Sequences

Let F2 be the Galois field of two elements. We say {an} = {a0, a1, a2 . . .} is a
binary sequence if its terms an ∈ F2, for n = 0, 1, 2, . . .. The sequence {an} is
periodic if and only if there exists an integer T such that an+T = an, for all
n ≥ 0.

Let r be a positive integer, and let d1, d2, d3, . . . , dr be constant coefficients
with di ∈ F2. A binary sequence {an} satisfying the relationship

an+r = dran +dr−1an+1 + · · ·+d3an+r−3 +d2an+r−2 +d1an+r−1, n ≥ 0, (1)

is called a (r-th order) linear recurring sequence in F2. The terms {a0, a1, . . . ,
ar−1} are referred to as the initial values (or initial state) and determine the rest
of the sequence uniquely. A relation of the form given by the Eq. (1) is called a
(r-th order) linear recurrence relationship.

The monic polynomial

p(x) = dr + dr−1x + · · · + d3x
r−3 + d2x

r−2 + d1x
r−1 + xr ∈ F2[x]

is called the characteristic polynomial of the linear recurring sequence and {an}
is said to be generated by p(x).

The generation of linear recurring sequences can be implemented on Linear
Feedback Shift Registers (LFSRs) [10]. These structures handle information in
the form of binary elements and they are based on shifts and linear feedback.
In fact, a LFSR is an electronic device with r memory cells (stages), shift to
the adjacent stage and linear feedback to the empty stage. If the characteristic
polynomial of the linear recurring sequence is primitive [10], then the LFSR is
said to be maximal-length and its output sequence has period T = 2r − 1. Such
an output sequence is called PN-sequence (pseudonoise sequence).

Linear complexity, LC, is a much used metric of the security of a keystream
sequence [16]. Roughly speaking, LC measures the amount of sequence bits
needed to reconstruct the rest of the sequence. In a more precise way, LC of
a sequence {an} is defined as the length of the shortest LFSR that generates
such a sequence or, equivalently, as the lowest order linear recurrence relationship
that generates such a sequence. In cryptographic terms, LC must be as large
as possible; the recommended value is approximately half the sequence period,
LC � T/2.

2.2 The Family of Generalized Sequences

The more representative element in the class of irregularly decimated generators
is the generalized self-shrinking generator (or simply generalized generator) [11],
a particularization of the shrinking generator [3,5] that includes the sequences
generated by: the self-shrinking generator [1,14], the modified self-shrinking gen-
erator [2,13] and the t-modified self-shrinking generator [4]. The family of gen-
eralized sequences is described as follows:
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Definition 1. Let {an} (n = 0, 1, 2, . . . ) be a PN-sequence generated by a maxi-
mal-length LFSR with an L-degree characteristic polynomial. Let p be an integer
and {vn} (n = 0, 1, 2, . . . ) be an p-position left shifted version of {an} with
(p = 0, 1, 2, . . . , 2L − 2). The decimation rule is very simple:

1. If an = 1, then vn is output.
2. If an = 0, then vn is discarded and there is no output bit.

Thus, for each p an output sequence {s0 s1 s2 . . .} denoted by {S(p)n} (n ≥ 0)
is generated. Such a sequence is called the generalized self-shrunken sequence
(GSS-sequence) (or simply generalized sequence) associated with the shift p.

Recall that {an} remains fixed while {vn} is the sliding sequence or left-
shifted version of {an}. When p ranges in the interval p ∈ [0, 1, 2, . . . , 2L − 2],
then the family of 2L − 1 generalized sequences is obtained. For each possible
sequence {vn} and after the application of the decimation rule, a new generalized
sequence is generated. The GSS-sequence family includes the 2L − 1 generalized
self-shrunken sequences plus the identically null sequence. Some important facts
extracted from [8,11] are enumerated:

1. This family always includes [8] the sequence {111111 . . .} for p = 0 and the
sequences {101010 . . .} and {010101 . . .} for p = q, q +1, respectively, where q
is an integer corresponding to the power αq ∈ F2L satisfying αq+1 = αq + 1.

2. All the sequences in this family are balanced except for sequences {0000 . . .}
and {1111 . . .}, [11, Theorem 1].

3. By construction, the family of generalized self-shrinking sequences consists
of 2L sequences of 2L−1 bits each of them [11, Section I]. Consequently, the
period of each one of these sequences is a factor of 2L−1.

4. The family of generalized self-shrinking sequences has structure of Abelian
group whose group operation is the bit-wise addition mod 2, the neutral
element is the sequence {0000 . . .} and the inverse element of each sequence
is the own sequence, [11, Theorem 2].

5. The self-shrinking sequence is a member of the GSS-sequence family [11,
Section I] with shift p = 2L−1.

Example 1. For an LFSR with characteristic polynomial p(x) = 1 + x + x4 and
initial state {1 1 1 1}, we get the generalized sequences (GSS-sequences) shown
in Table 1. The bits in bold in the different sequences {vn} are the digits of
the corresponding GSS-sequences associated to their corresponding p. The PN-
sequence {an} with period T = 24 − 1 is written at the bottom of the table.
Note that the sequences corresponding to p = 2, 8 are the same but starting at
different terms. The same holds for the sequences corresponding to p = 1, 5, 6, 14
and p = 3, 4, 10, 13. In brief, inside the family of generalized sequences there are
shifted versions of the same sequence.

Next a new class of binary sequences that allow one to analyze the GSS-
sequences are introduced.
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Table 1. GSS-sequences for p(x) = 1 + x + x4

p {vn} sequences GSS-sequence

0 1111111111110001110011111101110 11111111

1 1111111110000010000111100010001 11100100

2 1111110000000100001100011101111 11000011

3 1110000000001001111011100011111 10001101

4 0000000001110011110100011111111 00011011

5 0000001110000110001011111111110 00100111

6 0001110000001101110111111110000 01001110

7 1110000001111010001111111100000 10010110

8 0000001111110101111111100000001 00111100

9 0001111110001011111100000001110 01101001

10 1111110001110111111000000010000 11011000

11 1110001110001111110000011100001 10101010

12 0001110001111110000011100001111 01010101

13 1110001111111100000100000011110 10110001

14 0001111111111000001000011110001 01110010

1111111111110001110011111101110

Table 2. Binomial coefficients, binomial sequences, periods and complexities

Binomial coeff. Binomial sequences Period Linear complexity
(
n
0

)
1 1 1 1 1 1 1 1 T0 = 1 LC0 = 1

(
n
1

)
0 1 0 1 0 1 0 1 T1 = 2 LC1 = 2

(
n
2

)
0 0 1 1 0 0 1 1 T2 = 4 LC2 = 3

(
n
3

)
0 0 0 1 0 0 0 1 T3 = 4 LC3 = 4

(
n
4

)
0 0 0 0 1 1 1 1 T4 = 8 LC4 = 5

(
n
5

)
0 0 0 0 0 1 0 1 T5 = 8 LC5 = 6

(
n
6

)
0 0 0 0 0 0 1 1 T6 = 8 LC6 = 7

(
n
7

)
0 0 0 0 0 0 0 1 T7 = 8 LC7 = 8

3 Binomial Sequences

The binomial coefficient
(
n
i

)
is the coefficient of the power xi in the polynomial

expansion of (1 + x)n. For every positive integer n, it is a well-known fact that(
n
0

)
= 1 and

(
n
i

)
= 0 for i > n. Moreover, it is worth noticing that if we arrange

these binomial coefficients into rows for successive values of n = 0, 1, 2, . . .,
then the generated structure is the Pascal’s triangle (see Fig. 1a). The most-
left diagonal is the identically 1 sequence, the next diagonal is the sequence of
natural numbers {1, 2, 3, . . .}, the next one is the sequence of triangular num-
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Fig. 1. Pascal’s and Sierpinski’s triangles

bers {1, 3, 6, 10, . . .}, etc. Other interesting sequences (tetrahedral numbers, pen-
tatope numbers, hexagonal numbers, Fibonacci sequence, etc.) can be found over
the diagonals of this triangle. On the other hand, if we color the odd numbers
of the Pascal’s triangle and shade the other ones, we can find the Sierpinski’s
triangle (see Fig. 1b).

The binomial coefficients reduced modulo 2 allow us to introduce the concept
of binomial sequence.

Definition 2. Given a fixed integer k ≥ 0, the sequence
{
bkn

}
n≥0

given by:

bkn =

{
0 if n < k

(
n
k

)
mod 2 if n ≥ k

is known as the binary k-th binomial sequence.

Table 2 shows the binomial sequences and the values of their periods and
linear complexities, denoted by Tk and LCk, respectively, for the first binomial
coefficients

(
n
k

)
, k = 0, 1, . . . , 7. In AppendixA, one can find the first 32 binomial

sequences. Moreover, we can see the pattern and repetitive structure of such
sequences.

Recall that the successive binomial sequences correspond to the successive
diagonals of the Sierpinski’s triangle (see Fig. 1b) reduced modulo 2.

Next, the relation between binomial sequences and every binary sequence
with period a power of 2 appears in the following result.

Theorem 1. Let {zn} be a binary sequence with period T = 2L, L being a
positive integer. Then, every binary sequence {zn} can be written as a linear
combination of binomial sequences.

Proof. Since the period of {zn} is a power of 2, then the next equation holds:

(E2L + 1)zn = (E + 1)2
L

zn = 0,
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Table 3. GSS-sequences for p(x) = 1 + x + x4

p αp {S(p)} p αp {S(p)}
0 1 1 1 1 1 1 1 1 1 8 α8 = 1 + α2 0 0 1 1 1 1 0 0

1 α 1 1 1 0 0 1 0 0 9 α9 = α + α3 0 1 1 0 1 0 0 1

2 α2 1 1 0 0 0 0 1 1 10 α10 = 1 + α + α2 1 1 0 1 1 0 0 0

3 α3 1 0 0 0 1 1 0 1 11 α11 = α + α2 + α3 1 0 1 0 1 0 1 0

4 α4 = 1 + α 0 0 0 1 1 0 1 1 12 α12 = 1 + α + α2 + α3 0 1 0 1 0 1 0 1

5 α5 = α + α2 0 0 1 0 0 1 1 1 13 α13 = 1 + α2 + α3 1 0 1 1 0 0 0 1

6 α6 = α2 + α3 0 1 0 0 1 1 1 0 14 α14 = 1 + α3 0 1 1 1 0 0 1 0

7 α7 = 1 + α + α3 1 0 0 1 0 1 1 0

where E is the shifting operator that acts on the terms of a sequence {an}, that
is: Ekan = an+k for all integer k ≥ 0.

The characteristic polynomial of the previous equation is (x + 1)m with
m = 2L, that is x = 1 is the unique root of the polynomial (x + 1) but with
multiplicity m. Therefore, the binary solutions of this equation are given [9] by
the expression:

zn = c0

(
n

0

)
+ c1

(
n

1

)
+ · · · + cT−1

(
n

T − 1

)
for n ≥ 0, (2)

where the coefficients ci ∈ F2 and
(
n
i

)
are binomial coefficients reduced modulo

2. When n takes successive values n = 0, 1, 2, . . ., then each binomial coefficient
modulo 2 defines a different binomial sequence. Thus, the sequence {zn} is just
the bit-wise XOR of such binomial sequences weighted by binary coefficients ci.

Different choices of ci will produce different sequences {zn} with distinct
characteristics and properties, but all of them with period 2l, 0 ≤ l ≤ L.

Since the generalized sequences have periods that are powers of 2, then the
previous theorem can be directly applied to the GSS-sequence family. In this way,
every generalized sequence can be written as a linear combination of binomial
sequences as shown in the Eq. (2).

4 Binomial Characterization of Generalized Sequences

According to Theorem 1, a binary sequence of period power of 2 is the bit-wise
XOR of binomial sequences. Therefore, we introduce the following definition.

Definition 3. The set of binomial sequences necessary to obtain a binary
sequence of period power of 2 is called the binomial characterization of such
a sequence.
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In this section, we analyze the binomial characterization of the different
sequences in the class of GSS-sequences. Let F2L be an additive group, then
we can construct the group isomorphism:

φ : (F2L ,+) −→ (S,+)
αp −→ {S(p)},

(3)

which defines a relationship between αp (α being a root of p(x), the LFSR
characteristic polynomial) and the generalized sequence {S(p)} (see Table 3 for
the isomorphism (3) corresponding to the polynomial p(x) = 1 + x + x4).

Now, we are going to write the most simple sequences of the generalized
sequence family in terms of their binomial characterizations. In fact, we have
seen in Subsect. 2.2 that there exists an integer q ∈ {0, 1, . . . , 2L−2} such that
αq+1 = 1 + αq. The generalized sequences corresponding to αq and αq+1 are
{1 0 1 0 1 0 1 0 . . .} and {0 1 0 1 0 1 0 1 . . .} and their binomial characterizations
are

(
n
0

)
+

(
n
1

)
and

(
n
1

)
, respectively. In the same way, for α0 its corresponding

generalized sequence is {1 1 1 1 1 1 1 1 . . .} with binomial characterization
(
n
0

)
.

Coming back to Example 1, we have now that q = 11 and consequently

φ(α11) = {S(11)} = {1 0 1 0 1 0 1 0 . . .} =
(

n

0

)
+

(
n

1

)

φ(α12) = {S(12)} = {0 1 0 1 0 1 0 1 . . .} =
(

n

1

)

φ(α0) = {S(0)} = {1 1 1 1 1 1 1 1 . . .} =
(

n

0

)

These three basic binomial characterizations allow us to determine the binomial
representation for the rest of generalized sequences.

4.1 Partition of the Generalized Sequences

In this section we study the additive subgroups of (F2L ,+), which will help us
to divide the set of generalized sequences associated to a given polynomial into
separated groups.

Let us start considering the additive subgroup of F2L of order 4 given by:

S4 = {0, 1, αq, αq+1}.

If we denote the zero sequence by 000, the corresponding sequences through the
isomorphism defined in Eq. (3) are:

φ(S4) =
{

000,

(
n

0

)
,

(
n

1

)
,

(
n

0

)
+

(
n

1

)}

Consider now every subgroup of order 8 that contains S4. They are of the form

{0, 1, αq, αq+1, αq1 , αq2 , αq3 , αq4},
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Table 4. Binomial characterization of the GSS-sequences {S(p)} of Example 1

p {S(p)} Binomial characterization

0 1 1 1 1 1 1 1 1
(
n
0

)

1 1 1 1 0 0 1 0 0
(
n
0

)
+

(
n
3

)
+

(
n
4

)
+

(
n
5

)

2 1 1 0 0 0 0 1 1
(
n
0

)
+

(
n
2

)
+

(
n
4

)

3 1 0 0 0 1 1 0 1
(
n
0

)
+

(
n
1

)
+

(
n
2

)
+

(
n
3

)
+

(
n
5

)

4 0 0 0 1 1 0 1 1
(
n
3

)
+

(
n
4

)
+

(
n
5

)

5 0 0 1 0 0 1 1 1
(
n
2

)
+

(
n
3

)
+

(
n
5

)

6 0 1 0 0 1 1 1 0
(
n
1

)
+

(
n
3

)
+

(
n
4

)
+

(
n
5

)

7 1 0 0 1 0 1 1 0
(
n
0

)
+

(
n
1

)
+

(
n
2

)
+

(
n
4

)

8 0 0 1 1 1 1 0 0
(
n
2

)
+

(
n
4

)

9 0 1 1 0 1 0 0 1
(
n
1

)
+

(
n
2

)
+

(
n
4

)

10 1 1 0 1 1 0 0 0
(
n
0

)
+

(
n
2

)
+

(
n
3

)
+

(
n
5

)

11 1 0 1 0 1 0 1 0
(
n
0

)
+

(
n
1

)

12 0 1 0 1 0 1 0 1
(
n
1

)

13 1 0 1 1 0 0 0 1
(
n
0

)
+

(
n
1

)
+

(
n
3

)
+

(
n
4

)
+

(
n
5

)

14 0 1 1 1 0 0 1 0
(
n
1

)
+

(
n
2

)
+

(
n
3

)
+

(
n
5

)

such that,

αq1 + αq2 = 1,

αq1 + αq3 = αq,

αq1 + αq4 = αq+1.

Clearly, the binomial characterization of the corresponding sequences will have
a common part Δ =

∑2L−1−(L−2)
i=2 ai

(
n
i

)
, with ai ∈ F2 and they will have the

form:
{

000,

(
n

0

)
,

(
n

1

)
,

(
n

0

)
+

(
n

1

)
,Δ,Δ +

(
n

0

)
,Δ +

(
n

1

)
,Δ +

(
n

0

)
+

(
n

1

)}

Example 2. Consider again the Example 1. In Table 4, we can see the binomial
characterization of each GSS-sequence produced by p(x) = 1 + x + x4. For
instance, consider the four sequences:

{(n
4

)
+

(n
2

)
,
(n
4

)
+

(n
2

)
+

(n
0

)
,
(n
4

)
+

(n
2

)
+

(n
1

)
,
(n
4

)
+

(n
2

)
+

(n
0

)
+

(n
1

)}

Their common part is Δ =
(
n
4

)
+

(
n
2

)
and they correspond to α8, α2, α9 and

α7, respectively. In this case, q = 11 and the corresponding additive subgroup is:
{
0, 1, α11, α12, α8, α2, α9, α7

}
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As a consequence of what we have seen before, we can divide the set of GSS-
sequences into sets of four elements each of them sharing the same common
part. Therefore, given a primitive polynomial of degree L, we can generate 2L

GSS-sequences that can be divided into 2L−2 groups (including the trivial group{
000,

(
n
0

)
,
(
n
1

)
,
(
n
0

)
+

(
n
1

)}
).

In addition, it is possible to determine the linear complexity and period of
the different generalized sequences in terms of their binomial characterizations.

The linear complexity of a generalized sequence is given by the expression:

LC = k + 1,

where k is the greatest integer of the sequence
(
n
k

)
in the binomial characteriza-

tion of the generalized sequence.
The period of a generalized sequence is the period of the binomial sequence(

n
k

)
where k is the greatest integer in the binomial characterization of the gen-

eralized sequence. In Example 1, for sequences in green we have LC = 5 and
T = 8.

For the class of generalized sequences associated to a characteristic polyno-
mial p(x), it can be checked that there are L − 2 different linear complexities
LCi among the generalized sequences of the same family (apart from the trivial
ones 0, 1, 2) satisfying:

LC1 > LC2 > · · · > LCL−3 > LCL−2,

with LCi > 2L−2 [11]. Indeed, there are 2L−(i+2) groups (containing four
sequences each of them) with linear complexity LCi. Let us consider the primi-
tive polynomial p(x) = 1 + x + x6 of degree 6. Such a polynomial generates 64
GSS-sequences divided into 16 groups of 4 sequences each group:

� 8 groups with LC1 = 28
� 4 groups with LC2 = 27
� 2 groups with LC3 = 26
� 1 group with LC4 = 25
� The group

{
000,

(
n
0

)
,
(
n
1

)
,
(
n
0

)
+

(
n
1

)}

4.2 Obtaining Generalized Sequences from Different Groups

It is obvious that if we have a generalized sequence, then we can obtain the
other 3 sequences in the same group XOR-ing it with the sequences

(
n
0

)
,

(
n
1

)

and
(
n
0

)
+

(
n
1

)
, respectively. However, can we obtain a generalized sequence from

sequences contained in other groups? Due to the additive group structure, the
answer is yes.

Consider the 64 generalized sequences generated with p(x) = 1 + x + x6, see
Appendix B. Four different linear complexities LCi, i = 1, 2, 3, 4, appear:

LC1 = 28, LC2 = 27, LC3 = 26 and LC4 = 25.



Binomial Characterization of Cryptographic Sequences 813

Table 5. Binomial sequences
(

n
LCi−1

)
in the previous groups

These sequences can be divided into 16 groups of 4 sequences each of them
distributed as follows:

Aj = {Subgroup of sequences with LC = 28}, for j = 1, 2, . . . , 8
Bj = {Subgroup of sequences with LC = 27}, for j = 1, 2, . . . , 4
Cj = {Subgroup of sequences with LC = 26}, for j = 1, 2
Dj = {Subgroup of sequences with LC = 25}, for j = 1

plus the four trivial sequences.
Each term

(
n

LCi−1

)
, i = 1, 2, 3, 4, appears in the binomial characterization

of 8 subgroups, see Table 5. It is possible to check that for every value of LCi,
i = 1, 2, 3, 4, there exists a group, whose binomial characterization contains
exclusively one of the terms

(
n

LCi−1

)
. In our case, these groups are A7, B2, C1

and D1. Therefore, if we have four sequences, each of them in one of the previous
groups, then we can generate the other 64 generalized sequences.

In general, for a primitive polynomial of degree L, we have 2L sequences
divided into 2L−2 groups and L − 2 different linear complexities LCi, i =
1, 2, . . . , L − 2. Each term

(
n

LCi−1

)
appears 2L−3 times in the binomial charac-

terizations of the generalized sequences. As we observed before, there are L − 2
groups that contain exclusively one element

(
n

LCi−1

)
, i = 1, 2, . . . , L − 2. This

means that we only need L − 2 sequences of the family to generate the other 2L

generalized sequences.

5 Conclusions

The binary sequences considered in this work, the so-called generalized
sequences, exhibit good cryptographic properties such as long periods and large
linear complexities. This makes this sequences suitable for stream cipher appli-
cations. On the other hand, the binomial sequences are basic structures able to
construct all the binary sequences whose periods are powers of 2; consequently,
they are able to construct all the generalized sequences. In addition, the cryp-
tographic parameters of these sequences can be determined via the binomial
sequences.
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At the same time, the family of generalized sequences can be analyzed and
partitioned in terms of its binomial characterization. Moreover, the binomial
sequences allow one to generate the whole generalized family from a minimum
number of its elements.
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Appendix A

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(
n
0

)

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
(
n
1

)

0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
(
n
2

)

0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
(
n
3

)

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
(
n
4

)

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
(
n
5

)

0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
(
n
6

)

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
(
n
7

)

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
(
n
8

)

0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
(
n
9

)

0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0
(
n
10

)

0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1
(
n
11

)

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
(
n
12

)

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
(
n
13

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
(
n
14

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
(
n
15

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(
n
16

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
(
n
17

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
(
n
18

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
(
n
19

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
(
n
20

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
(
n
21

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
(
n
22

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
(
n
23

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
(
n
24

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
(
n
25

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
(
n
26

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1
(
n
27

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
(
n
28

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
(
n
29

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
(
n
30

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
(
n
31

)
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A
p
p
e
n
d
ix

B

G
SS

-s
eq

ue
nc

es
fo

r
p
(x

)
=

1
+

x
+

x
6

O
=

{
( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
{

( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
{

( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}

A
1
=

{
( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
{

( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
{

( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
+

( n
5

)
+

( n
6

)
+

( n
8

)
+

(
n 1
1

)
+

(
n 1
2

)
+

(
n 1
3

)
+

(
n 1
5

)
+

(
n 1
8

)
+

(
n 2
0

)
+

(
n 2
4

)
+

(
n 2
5

)
+

(
n 2
6

)
+

(
n 2
7

)

A
2
=

{
( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
{

( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
{

( n
0

) ,
( n
1

) ,
( n
0

)
+

( n
1

)}
+

( n
4

)
+

( n
5

)
+

( n
6

)
+

( n
9

)
+

(
n 1
1

)
+

(
n 1
2

)
+

(
n 1
3

)
+

(
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5

)
+

(
n 1
7

)
+

(
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9

)
+

(
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2

)
+

(
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4

)
+

(
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7

)

B
1
=

{
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0
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)
+
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{
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0

) ,
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1

) ,
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0

)
+
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1

)}
{
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0

) ,
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1

) ,
( n
0

)
+
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1

)}
+
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4

)
+
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8

)
+
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9

)
+

(
n 1
7

)
+
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8

)
+
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9

)
+
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+
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5

)
+
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Abstract. Due to their complex and dynamic nature, Supply Chains are prone
to risks that may occur at any time and place. To tackle this problem, simulation
can be used. However, such models should use Big Data technologies, in order
to provide the level of data and detail contained in the data sources associated to
the business processes. In this regard, this paper considered a real case of an
automotive electronics Supply chain. Hence, the purpose of this paper is to
propose a simulation tool, which uses real industrial data, provided by a Big
Data Warehouse, and use such decision-support artifact to test different types of
risks. More concretely, risks in the supply and demand end of the network are
analyzed. The presented results also demonstrate the possible benefits that can
be achieved by using simulation in the analysis of risks in a Supply Chain.

Keywords: Simulation � Supply chain � Big data � Risk management

1 Introduction

Supply Chains (SC) operate under 2 dimensions: uncertainty and complexity [1]. This
nature has been further enhanced by currently adopted industrial practices (e.g., just-in-
time, shorter product life cycle). On one hand, this makes modern SC leaner costlier,
greener, with fewer buffers and stored materials; on the other hand, this also exposes
organizations to disruptions when certain events occur [2]. These events result in
unanticipated and unpredictable consequences, which affect the performance of indi-
vidual entities of a SC and other entities with relationships with the affected one,
possibly including several SC [3]. As Sodhi et al. [4] assert, consequences can come in
revenue, reputation and other types of losses. In fact, several examples exist in liter-
ature which report on such cases, e.g. [1, 3, 5–7]. The impact of such events may be
enormously negative in several ways. Thus, companies require tools to allow them to
mitigate such consequences. Despite this, few companies have succeeded in taking
actions to smooth these negative impacts [2, 3, 8].

The aforementioned events are characterized by being very rare, unpredictable and
of great impact on the performance of the SC [3]. Due to these characteristics, orga-
nizations struggle to deal with them, as decision-makers lack information about the SC
network and environment, hence being unable to predict where, when and how much
impact can a given event deliver. The uncertainty surrounding the possible outcomes of
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the aforementioned events, portrays an exposure to what literature refers to as risks [9].
Thus, risks can be interpreted as events that may occur at any part of the SC
(uncertainty), causing negative impact on it, in many possible ways.

Ho et al. [5] argued that these risks can be classified in different ways, including:
internal or external; operational or disruption; and others. The authors also provided
their own framework for classifications of SC risks, included:

• Manufacturing or internal risks: occur within a plant;
• Supply: occur in the supplier’s side of the SC;
• Demand: occur in the customer’s side of the SC;
• External: events very rare with severe consequences to SC, generally consisting in

risks of natural order (e.g., weather-related or earthquakes) or man-made (e.g., wars,
terrorist attacks, political-related), which have origin outside the SC.

Following the author’s risks classification, this paper proposes a SC simulation model,
developed in SIMIO [10], which assesses the impact of supply and demand risks in a
SC of the automotive industry, by using real industrial data form a plant of the Bosch
organization. The data is originated from several data sources and a Big Data Ware-
house (BDW) was implemented to store, integrate and provide such data to the sim-
ulation model. Thus, the presented SC simulation model uses Big Data to test the
system’s performance under supply and demand risks.

The research that was conducted to develop the BDW has already been published
[11], as well as a prototype of the simulation model [12]. This previously presented
model did not use real industrial data, but rather used the typically available approach
in simulation, consisting in using random distributions, to validate the data model, i.e.,
the variables selected for the project. Having validated such data model, the next step in
the project was to complement the simulation model, so that it is capable of using data
provided by the BDW and assess certain types of risks.

This paper is organized as follows. Next section analyzes related works in litera-
ture. Section 3 provides a characterization of the SC under study. Section 4 briefly
describes the development approach that was followed, focusing on the data modeling
in a Big Data context and in the data-driven simulation approach. Section 5 presents
the obtained results by using the simulation model to test the performance of the SC
under supply and demand risks. Finally, conclusions and future research directions are
provided in the last section.

2 Related Work

The literature of SC simulation studies is vast. However, to the best of the authors’
knowledge, it can be argued that such solutions, in what regards the use of Big Data
technologies, are limited. This is corroborated by several studies [13–15]. With the lack
of such studies, this section focuses on reviewing the SC studies that applied simulation
using some type of external data storage (e.g. relational databases) that provides data to
the proposed simulation model.

Cheng et al. [16] used GBSE (General Business Simulation Environment) to pro-
pose a simulation model to help making tactical level decisions in a SC. Their simulation

818 A. A. C. Vieira et al.



model offered 2D visualization and a direct connection to an external database. The
authors tested the response of holding cost, transportation cost and order delivery time to
different forecast accuracy levels, production strategies (namely, make-to-order, make-
to-stock and postponement) and special transportation costs.

Fornasiero et al. [17] and Macchion et al. [18] proposed a SIMIO simulation model,
which assessed the impact of orders size in the SC performance. In [17], Fornasiero
et al. based their experiments on order size, lead time variation and supplier scrap rate
to achieve findings regarding the impact on the delivery time to customer, customer
order quality and inventory costs. Later, Macchion et al. [18] assessed the impact of
order size, inventory management policy, supplier’s lead time and quality on inventory
level and order lead time. Fornasiero et al. [17] applied their model to a fashion
industry comprised by 60 suppliers and 1 manufacturer, whilst Macchion et al. [18]
applied it to a SC of the footwear industry comprised by 4 suppliers, 1 warehouse, 1
manufacturer, 1 distributor and 2 customers. In both studies, the authors reported that
their simulation models are able to retrieve data from the ERP system.

Sahoo and Mani [19] presented a simulation model in ExtendSim to model a SC of
the biomass industry. The modelled SC comprised producer and farmer of biomass and
suppliers which transported the raw materials to the plant, which could store them or
process them for later bioenergy production, in order to deliver heat and electricity to
customers. The simulation model used a direct connection to a database, which, among
other operational data, stored weather data for long time periods. This data was used by
the authors to test the exposure of the SC to KPIs (Key Performance Indicators) such
as: quantity produced, inventory levels, transportation quantity, transportation costs and
handling cost. Lastly, Ponte et al. [20] evaluated the impact that inventory management
and different forecast methods have on the demand variation propagation upstream
the SC.

3 Supply Chain Characterization

This project is being developed at a plant of the Bosch Group, which concerns with
producing automotive electronic components. This section first briefly describes the SC
at hand, to give a perspective of the scale and complexity of the network in analysis.
Figure 1 shows the countries and the number of suppliers per country, which supply
materials to the plant.

The numbers in each country represent the number of suppliers from that country.
The lines placed between these countries and the plant represent the number of material
shipments; the width is proportional to the number of shipments. Finally, the color
scale of each country is associated to the number of different types of materials that
suppliers from that country provide to the plant. According with the considered data,
around 7 000 different types of materials are actively being supplied by roughly 500
different suppliers, located in more than 30 countries. Moreover, as the figure shows,
Germany, Netherlands, Switzerland, Spain, China, Taiwan and Malasya are the
countries that supply more types of materials. Also suggested by Fig. 1, the plant
received materials from more than 400 suppliers, especially from Europe and Asia,
with Germany (209 suppliers) and Netherlands (10 suppliers) having more suppliers
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and shipments from Europe, and Malasya (16 suppliers), Taiwan (13 suppliers), China
(12 suppliers), Hong Kong (11 suppliers) and Singapore (7 suppliers) having more
shipments from Asia. All these suppliers shipped more than 200 000 deliveries, during
the last year. Figure 2 illustrates a summary of the main material and information flows
of this SC system.

As the below figure depicts, to comply with final customers’ orders, the plant places
orders to its suppliers, which later culminate in arrivals. Most of these arrivals occur
within the scheduled date. However, some suppliers provide the orders before the
scheduled data. In these situations, these materials are stored in a special warehouse
until the scheduled date is met. This way, the plant is not responsible for storage costs
of these materials. On the other hand, supplier deliveries may be delayed, potentially
resulting in orders arriving after the scheduled data. Whilst the previous situation
(materials arriving before the scheduled date) may originate high warehousing costs,
this last situation may originate material shortages, which can jeopardize the production
and hence customers’ orders. To bypass this, special freights are scheduled, which are
usually faster but also have considerably higher associated costs.

When materials arrive to the plant, the contents are examined to assess their quality
and if the order requirements were met. Afterwards, the materials are put in the
respective storage unit, e.g. boxes or pallets, in the respective quantities, to be stored in
the warehouse. The warehouse is divided in 2 main locations, both storing raw
materials, but storage location 1 is being used for electronic components, while the
other for bulkier materials. In its turn, each storage location is divided in multiple bins,
wherein each one stores a type of material and a storage unit (e.g., box), at the same
time. When materials are sent to the warehouse, they are always allocated to an empty
storage bin.

Fig. 1. Geographic location, number of suppliers, different raw materials provided and number
of shipments per suppliers.
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The production is divided in 2 main areas: Stage A, where the main electronic
components are produced; and Stage B, where the finished goods are produced, using
electronic raw materials stored in the warehouse (form either storage location) and also
other components produced in Stage A. Finally, when production in Stage B finishes,
materials are ready to be delivered to final customers.

Figure 2 also shows that besides the main movements, others exist, which represent
movements for quality inspection, re-works and other similar activities required to
ensure the quality of the final product. It is important to consider these movements, as
they represent materials temporarily not available to be transferred to production. As
can be observed, these movements are represented with bidirectional arrows, as the
materials are later transferred back to another bin of the warehouse, or back to the
production, depending on the situation. The movements depicted in Fig. 2 represent the
main ones that occur in the plant. However, there are many others, most of them used
for quality inspection, re-work and similar tasks.

Fig. 2. Summary of material and information flows of the SC system.
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4 Proposed Approach

This section describes the modeling approach applied in this project. The first step
consisted in identifying the relevant business processes to include in the simulation
model. Such processes entail data sources which are used by managers of the plant.
Therefore, those data sources must be carefully studied in order to identify the relevant
variables to include in the project. In fact, roughly 2 000 variables were analyzed,
which culminated in the inclusion of around 200 in the BDW. After determining the
relevant variables, further interviews and data analysis are required in order to identify
possible treatments that have to be performed on the data to store in the BDW. Such
data treatments are required, for several reasons, such as empty fields or wrong values.
Having defined such treatments, the traditional Extract-Transform-Load (ETL) process
was conducted, which ended with storing the data in the BDW.

To store such data in the BDW, despite being in a Big Data context, data schemas
should be defined, as it revealed the following benefits: (1) better understanding of the
data, organizational processes and relevant KPIs to include in the BDW; (2) ensures the
inclusion of the all relevant data, making sure that no important attributes were
excluded; (3) helps in the definition of the Hive tables to use [11]. Due to these reasons,
the next step in the project comprised, in fact, the dimensional model, proposed by
Kimball (see [21]). However, Costa et al. [22] analyzed the performance of Hive-based
DWs in Big Data environments (i.e., a BDW), having concluded that, in Big Data
environments, fully denormalized tables outperform tables in the dimensional format,
following the star schema design pattern. Furthermore, the authors also concluded that
adequate data partitioning strategies data showed a clear reduction in the query exe-
cution time. This was analyzed in more detail in [23].

Therefore, after the multidimensional model, which provided the above discussed
benefits, the tables were denormalized, hence creating the BDW tables. Figure 3 shows
a simplified version of the dimensional model that was defined for this project, and the
consequent BDW tables which were thereafter created.

As the figure shows, five BDW tables were defined. One stores data of orders
placed to suppliers and the posterior receipts (OrdersSentAndReceived). The remaining
four represent movements that occur within the plant. With these tables, the simulation
model was connected to the Big Data cluster to retrieve the data. Afterwards, the model
was adapted to reflect this stored data.

The model runs in a built-in 3D environment with only one physical object, which
sets the location of the plant. Thus, entities travel without any links (since there are no
physical objects), with their movements being specified by processes which model the
behavior of the entities, according with the data in the BDW. Due to this data-driven
approach, the simulation model is able to automatically adapt to data changes in the
BDW. Figure 4 shows an example of such processes, which models the lead time of
the suppliers, and the posterior material shipment to the plant. In its turn, Fig. 5
illustrates the simulation model reproducing the historical data stored in the BDW.
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The figure shows yellow circles, which represent orders in production in the
respective geographic supplier location; the location of these entities represents the
exact location of the supplier, as stored in the BDW, however, as a supplier may have
multiple orders at the same time, a small deviation in the location of each order is
applied, so that it is possible to see all entities. Finally, the number presented above
each yellow entity represents the number of days remaining for the order to be shipped
to the plant. This number decreases as the simulation clock advances in time. When it is
time to ship the order, the symbol of the orders change to the respective transport type
and their speed is also adjusted to the transportation lead time represented in the BDW.

Fig. 3. Traditional dimensional model (top part of the figure) and created BDW tables (bottom
part of the figure).
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Figure 5 shows some of these entities highlighted. The date time values below each
entity represent the instant when those deliveries were shipped to the plant. When
orders arrive to the plant, they are stocked, so that they can be managed by the plant’s
internal material movements.

Fig. 4. Process executed to model the production and shipment of orders to the plant.

Fig. 5. Orders being sent to the plant. (Color figure online)
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5 Supply Chain Simulation in a Big Data Context

This section comprises both supply and demand risks, each one analyzed in one of the
two following subsections. Hence, the experiments conducted in this section consist in
using the simulation model to reproduce the historical data stored in the BDW, while
also incorporating risks, through the utilization of random distributions. Thus, these
experiments must consider a given number of replications, which will use different
random seeds, thus attenuating the differences provided by such distributions. In this
regard, 10 replications were executed for these scenarios.

5.1 Supply Risks

In this experiment, a variable lead time was applied to all orders placed to suppliers, by
considering a triangular distribution with minimum of 0 days (no delay), mode of 2
days and maximum of 5 days. This way, all orders will either arrive at the date
specified in the BDW, or later, allowing the impact of such delay to be analyzed. The
opposite to this would be to analyze the orders that arrive before the schedule date.
However, as explained in Sect. 3, these cases do not have a significant impact on the
plant, as the plant does not incur in excessive warehousing costs of storing these
materials in the dedicated warehouse for early arrivals. Figure 6 shows the number of
arrivals per day, illustrated with a greed-red color scale for supplier delays of 0 to 5
days, respectively.

The below figure shows that the number of orders that arrived on-time is minimum
and that the orders that arrive with 2 days of delay were the most common case, which
is in accordance to the distribution used to set the supplier’s delay time. To analyze the
impact that such delays could have on the performance of the plant, Fig. 7 shows the

Fig. 6. Number of arrivals per week and the respective arrival delay time
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total special freights costs and the total number of unfilled orders that these delays
originated. As can be seen, the maximum number of unfilled orders per week was 350,
which totalized more than 60 000 000 € with special freights during the year.

5.2 Demand Risks

To analyze this type of risks, a triangular distribution with a minimum of 0%, a mode
of 30% and a maximum of 100% added to the original production’s orders quantity
was considered. Figure 8 shows the impact on the stock by applying this variability to
the production orders, as well as the associated total number of unfilled orders per
week.

The figure shows the stock level decreasing as expected, and the number of unfilled
orders increasing since the beginning of the simulation, which is explained by the fact
that, in some situations, there were enough material buffers to fulfill the increased
demand. In their turn, the materials that did not have enough buffers in stock result in
unfilled orders, later in the simulation.

Fig. 7. Total special freights costs and number of unfilled orders per week due to the supplier’s
delay time.
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6 Conclusions

The main contributions from this paper derives from the presented simulation model,
which is able to reproduce the historical Big Data stored in the BDW. In fact, while
some studies exist which reported the use of data storage and analysis with simulation,
no study was found coupling the benefits of Big Data technologies with the latter. The
simulation model also allows certain types of variability (e.g., delays and quantity
required by production) to be considered. This way, apart from reproducing the his-
torical data from the BDW, the simulation model also incorporates disruption
scenarios.

The solution’s animation feature and its integration with a Google Maps view
should also be stressed because, from the analyzed literature, the lack of studies
investing in animation features of their SC systems was noteworthy. Thus, the simu-
lation runs on a 3D world map view, which enriches its visualization, with all the
associated benefits.

While out of the scope of this paper, other features of the presented solution can
also be emphasized, such as its ability to automatically retrieve data from the BDW and
adapt to changes or new data, hence matching the main characteristics of a real-time
simulation. In fact, none of the suppliers’ locations, as well as the entities’ movements,
were manually modelled, since the model is able to automatically adjust its elements to
the data it gets from the BDW; i.e., the model is drawn by the data and not by the users.
In addition, the user may fire disruptive events at any given time, duration and location
(e.g., disrupt suppliers in a geographic location) and use the simulation model to assess
its impact in the performance of the plant.

Lastly, regarding the area of applicability, this paper targeted a SC larger (in
number of suppliers from different countries and number of materials) than the most

Fig. 8. Stock level and total number of unfilled orders per week for (1) normal demand and
(2) increased demand scenarios.
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commonly analyzed in literature using simulation methods. The fact that this is the case
of an automotive electronics industry also adds complexity to the problem, as these SC
are typically characterized by having single sourced materials, with suppliers typically
providing multiple materials, thereby exposing the entire SC to risks.

Regarding the future research in this project, the following items can be high-
lighted: ensure that the BDW is able to refresh its data in real time; use the simulation
model to project future scenarios, rather than reproducing the historical data stored in
the BDW; and, use the simulating model to fire notifications when certain unusual
behaviors are detected, e.g., a given supplier is taking more time than usual to produce
a given order.
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Abstract. NLP technologies and components have an increasing dif-
fusion in mass analysis of text based dialogues, such as classifiers for
sentiment polarity, trends clustering of online messages and hate speech
detection. In this work we present the design and the implementation
an automatic classification tool for the evaluation of the complexity of
Italian texts as understood by a speaker of Italian as a second language.
The classification is done within the Common European Framework of
Reference for Languages (CEFR) which aims at classifying speakers lan-
guage proficiency. Results of preliminary experiments on a data set of
real texts, annotated by experts and used in actual CEFR exam sessions,
show a strong ability of the proposed system to label texts with the cor-
rect language proficiency class and a great potential for its integration
in learning tools, such systems supporting examiners in tests design and
automatic evaluation of writing abilities.

Keywords: Learning systems · Language proficiency classifier ·
Text classifier · PoS

1 Introduction

The recent increasing diffusion of NLP components for texts classification, such
as those applied for the detection of sentiment polarity [4,13], trends and hate
speech detection [25] in online communication, is due to the maturity of service
technologies, such as text parsing, filtering [20], PoS tagging and the availabil-
ity of powerful machine learning tools, efficiently integrated in programming
environment or libraries [6,22]. Moreover, a vast amount of data is available on
the web to be exploited by automated tools, either in structured [5] or semi-
unstructured [14] form for language-related purposes, e.g. determining objects’
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similarity [12]. While most applications mentioned above work at a somewhat
“gross grain” level of linguistic analysis (e.g. polarity, hate speech etc.) not many
applications are available for more refined classification of text. Moreover, due
to the relevant populations movements in late year and the consequent educa-
tional actions for integration of newcomers, there is a great interest in Europe for
teaching second language and for all the related supporting learning technologies
[11]. Languages teaching is an area in which being able to rank [8] a text, with
respect to the language skills and ability required for writing/reading it, is a cru-
cial task in order to meet the teaching goals. During teaching a too easy or too
difficult text can prove useless or impossible to understand for the learners; on
the other hand, the appropriate classification of a text is essential in assessing or
certifying language proficiency. The Common European Framework of Reference
for Languages (CEFR) [1] is a standard aiming at classifying speakers language
proficiency and it is typically used for assessing second language learners (L2).
The CEFR certification consists in six classes of increasing difficult A1, A2, B1,
B2, C1, C2, the same letter pairs corresponding to three level of proficiency
beginner, intermediate and advanced. The proficiency in a language typically
depends on elements such as the use of a basic or advanced vocabulary of term,
the complexity of the syntactic structure, the use of idiomatic phrases, the use
of synonyms and conceptually close words [15] to avoid repetitions, and so forth.
While it is easy for an experienced examiner to assess the level of proficiency
necessary for understanding a given text, it is not easy to provide a determin-
istic procedure for assessing a text, because the relative weight of the linguistic
elements is varying depending on the context [3,16,24]. The general approach
proposed in this paper is to extract from the text the linguistic features upon
which the proficiency class is believed to depend, and instead of directly encod-
ing a classification procedure, we are using the examiners experience, embedded
in the labeling of pre-classified exams texts, to train different types of classifiers.
In Sect. 2 the general architecture of the system is introduced while, in the next
section, the process of extracting the linguistic features relevant for proficiency
classification is presented. The classifiers used in the implementation are briefly
recalled in Sect. 4. The data set used in the experiments and results obtained
are then presented and discussed. Conclusions are finally drawn in Sect. 6.

2 A Text Proficiency Classification Architecture

The workflow of the classification process can be divided into four phases, namely
data set transformation and cleaning, extraction of basic linguistic structures,
extraction of more complex linguistic features and classifier training.

2.1 Data Set Transformation and Cleaning

In the first phase, the appropriate features for the experiments are extracted
from the corpus of annotated texts provided by the Centro Valutazione Certi-
ficazioni Linguistiche of University for Foreigners of Perugia used to test the
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text comprehension skill of L2 Italian speakers. In the corpus, each text is anno-
tated with its corresponding CEFR level i.e. A1, A2, B1, B2, C1, C2. For the
preliminary experiments, texts of levels B2 and C2 have been used. Some basic
pre-processing have been performed, in order to overcome some problems of the
TINT software [23], which was used in the subsequent phases.

2.2 Extraction of Basic Linguistic Structures

In this phase, the previously mentioned software Tint is used to elaborate the
records. Tint is a natural language processing (NLP) pipeline, developed on the
basis of Stanford CoreNLP [21] and specifically adapted to Italian language.
Tint offers basic NLP features [23], such as tokenization, sentence splitting and
lemmatization, as well as advanced ones with, among others, PoS tagging and
dependency parsing. The outputs of this phase are single tokens, sentences and
dependency trees information; all of these structure are used for the extraction
and computation of appropriate linguistic features [17,19,29] (Table 1).

Table 1. Sample PoS tagging output

Word PoS TAG Description

John SP Proper noun

is VA Auxiliary verb

preparing V Verb

the RB Determinative article

exam S Common noun

of E Preposition

Computational SP Proper noun

Linguistics SP Proper noun

. FS Sentence boundary punctuation

2.3 Classifier Training

The architecture is parametric with respect to three different types of classi-
fiers, namely Decision Trees, Random Forests and Support Vector Machines
(SVM). Their performance have experimentally analyzed and compared. In the
implementation we have used the classifiers’ versions available in the Python
scikit-learn open-source package, which offers a variety of tools for classification,
regression and clustering tasks.
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3 Linguistic Features Extraction

In order to perform the classification task, it is necessary to build a training set
containing the linguistic features of the original corpus which are relevant for
assessing language proficiency in the language. The choice has been inspired by
the work done for the READ-IT project [10], an SVM classifier aimed at assessing
the readability of text in Italian language for people with scarce ability in reading
and writing or mild intellectual disability. The features, we have focused on, can
be grouped in four main areas:

– Raw text features
– Lexical features
– Morpho-syntactic features
– Syntactic Features

Raw text features express simple quantitative characteristics, such as the mean
word length and sentence length of the text. Lexical features look at the relative
frequency of words, regardless of their syntactic role and dependencies. For this
purpose, three collections [9] are considered: fundamental (F), high usage (HU)
and high availability (HA) words. The internal distributions, i.e. the percentage
of lemmas belonging to each of the three corpora w.r.t. to the whole text, are
calculated, as well as the lemmas within the first 100 tokens in the text and the
percentage of basic lemmas in the text. Morphological and syntactic features
are also taken into account: lexical density, Part of Speech tags distribution,
distribution of verbal moods. Finally, other features which are clues of text
complexity are extracted from the dependency parse-tree, such as the maximum
depth among all the parse trees, and the number and the depth of subordinate
phrases.

4 Classifiers for Text Features

In this section, the classifiers used in the experiments are briefly recalled. Three
popular classifying algorithms were considered [26], i.e. Decision Trees, Random
Forests and Support Vector Machines. During the training phase, the Nested
Cross Validation procedure has been chosen [27,28].

4.1 Nested Cross Validation

Nested Cross Validation is used to tune the hyper-parameters of the classifiers
and fit a model using different splits, to avoid information used for perfor-
mance tests leak into the hyper-parameters optimization process; such proce-
dure reduces over-fitting problems, since different data is used for the two tasks.
Therefore, Nested Cross Validation takes into account Cross Validation tech-
nique and the Hyper-parameters optimization. Cross Validation is one of the
Resampling Techniques that repeatedly trains a new model, each time with a
different part of the training set in order to encounter each record at least once
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Fig. 1. The dependency parsing tree for a sample sentence.

in the training set. Resampling is an expensive method but luckily, nowadays we
are able to perform it with little effort in resources and time. Stratified K-Fold
Cross Validation in particular, splits initially the whole data set in two parts:
training set and test set. The training set has to be fitted; for k times, it is split
into k equal parts where k-1 pieces represent the training subset and only one
subset is the validation set. Because it is stratified, each set has almost an equal
distribution of records of each class as the entire data set. At each iteration the
validation set is different. The model is fitted in the training part and then, it
is tested on the validation set. The result obtained, i.e. a measure of accuracy,
will be averaged with the other results returned by the other cross validation
rounds. At the end of the process, the model is fitted on the training part and it
is ready to make the final evaluation: making predictions on the test set (Figs. 1
and 2).

Hyper-parameters are that kind of parameters of a learning function that
need to be set before the learning process begins. On the contrary, parame-
ters are learnt during the learning process. Hyper-parameters optimization is
a problem concerned with finding the optimal sequence of hyper-parameters of
a learning algorithm in order to obtain the optimal classification model with
the best scoring function value: in this project, f1 macro has been chosen as
scoring function. There are various hyper-parameters optimization techniques;
in this work, Grid Search is employed. For each hyper-parameter, i.e. the num-
ber of estimators in a random forest, a vector containing the candidate values it
can take is created. Then, the Cartesian Product between the candidate values
of all the parameters to be optimized is computed and all the combination of
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Fig. 2. Phases of cross validation.

parameters in the product, i.e. in the grid, are tested [2]. For each parameter of
the learning function, only one of the values inside the corresponding vector will
be chosen and assigned to it.

In order to assess the quality of a certain sequence of hyper-parameters in
the whole data set, cross validation is executed for each sequence of hyper-
parameters. It is clear that setting many values for the hyper-parameters means
a critical increase in the complexity of the problem. Nested Cross Validation
is more advanced than the classical CV: in fact at each round of the outer
cross validation, a Grid Search CV is executed on the training subset. Grid
Search CV is essentially the research of the best configuration of the model’s
hyper parameters, through an internal Cross Validation. For each possible hyper
parameters configuration, an internal cross validation is executed on the training
subset. The configuration with the lowest test error will be chosen for that outer
Cross Validation round and it will make predictions on the test part of the
current outer cross validation round (Fig. 3).

4.2 Decision Trees

Decision Trees are data structures characterized by a single root node, internal
nodes and leaves nodes. For each node n, except the root, it is defined a unique
parent node p [7]. Leaves nodes have no descendants, while internal nodes have
both ancestors and descendants. The structure of a Decision Tree embeds a set
of rules. For each node, we evaluate a decision; basing on the outcome, one
of the edges that start from that node will be followed and a new decision
node evaluated. This procedure is iterated until is reached a leaf node. In other
words, a path, that begins from the root and ends in a leaf, represents a series
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Fig. 3. Combinations of parameters obtained by grid search.

of evaluations and decisions where the leaf represents the final classification
decision, i.e. the label to assign to the data item under evaluation. There is a
unique path from any node to the root. In a leaf node, there is a class label
and the subset of instances that belongs to that class and that respect the rules
imposed in the path followed in order to reach the leaf. The label assigned to the
leaf is the one related to the maximum number of instances there. The best case
is when the leaves have only records of one class with Gini impurity almost equal
to 0. At the beginning, when the decision tree still needs to be built, we have a
set of data items, i.e. a set of vectors feature values, represented by X and the
corresponding class labels y, where each vector is assigned a class label. To build
the decision tree, there are many techniques. For instance, at each step we could
choose a rule of splitting. The vectors that follow it, will be grouped together
with their classes in a node. The others will be grouped in another node. This
procedure is called recursive binary splitting because it incrementally grows the
decision tree by making two child nodes for each parent node. It is furthermore,
a greedy procedure because at each time, for each possible splitting rule, the
best split with minimal Gini impurity is chosen [18] (Fig. 4).

4.3 Random Forests

As stated before, one of the disadvantages of decision trees is their inclination
to overfit the data, especially when a tree becomes very depth. Random Forests
avoid the problem following the Bagging Algorithm [4]. The idea of the algorithm
is to split the training set T of size n in m training sets Ti of the same dimension
n’; there could be some elements repeated in the various subsets, that’s why it is
called “random sample with replacement” [7,18]. Then, m Decision Tree models
are fitted with the m samples created before. In classification problems, each
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Fig. 4. Nested cross validation.

model will predict a class and the final result will be the one which received the
greatest number of votes. The advantage of this method is:

– averaging the results of many trees instead of one, will make the results less
sensible to noises.

– training m models with different parts of the training set will make them
more independent from each other.

It is suggested to fit at least a few hundred of decision trees. In order to improve
the quality of predictions, it is applied not only Bagging Algorithm on the data
but also on the features. Feature Bagging at each split makes a “bag” of m
features, where usually m =

√
p p, from a total of p predictors. In the current

split, only one of the m predictors contained in that bag will be chosen as node-
splitting rule.

4.4 SVM

Support-Vector Machine is a classifier whose goal is to find the optimal hyper-
plane that maximizes the margin [18]; for instance, in a binary classification
problem, an hyper-plane is the boundary that divides the instances of a class
from the other. The optimal hyper-plane is the one that maximizes the separation
between the two classes. Hyper-planes are multi-dimensional objects.
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The decision boundary could be written as −→w · −→x + b = 0, where −→w and b
are parameters of the model. Having the following constraints we could predict
the class label of a test record:

f(xi) =
{

1, if −→w · −→x + b ≥ 1
−1, if −→w · −→x + b ≤ 1

The goal is to maximize the margin:

Margin =
2

‖−→w ‖2

Sometimes it is not possible to divide into parts the data set through an hyper
plane as in the second graph below. However, there’s a solution or a “trick” to
this problem. The “kernel trick” consists in using a kernel function that allows
to map the data set into a higher dimensional space without computing all the
new coordinates, in order to have a separable training set. An example is given
in Fig. 2.13. In the first example, there is a separable data set. In the second
example, it is not possible to divide the data set with an hyper-plane. Applying
the kernel trick to the second example we obtain the third example, that is a
separable problem. The kernel function in fact, calculating the inner product of
each pair of vectors, can bring all the data into a higher dimension, saving up
in terms of computational resources. RBF (Radial Basis Function) kernel is one
of the most popular.

5 Experiments Design and Results

For the experiments, a Nested Cross Validation procedure has been employed
[28]. Nested Cross Validation is used to tune the hyper-parameters of the clas-
sifiers and fit a model using different splits, to avoid information used for per-
formance tests leak into the hyper-parameters optimization process; such proce-
dure reduces over-fitting problems, since different data is used for the two tasks.
The number of inner and outer stratification was set to 5; in the inner loop, a
Grid Search was executed to tune the parameter, using f1 macro as the scoring
function. In addition, for the decision tree and random Forest classifiers, the
maximum depth was set to log2 |features| to avoid over-fitting. After tuning
the hyper-parameters and creating the model, tests were performed on the test
set. The chosen metrics were accuracy, macro-averaged f1 score, macro-averaged

Table 2. Classification results

Classifier Accuracy F1-score macro Precision macro Recall macro

Decision Tree 2C 0,9292 0,9281 0,9265 0,9303

Random Forest 2C 0,9292 0,9278 0,9278 0,9278

SVM 2C 0,9336 0,9318 0,9355 0,9291
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precision and macro-averaged recall ; results are shown in Table 2. Results are
very promising, as for each metric a score higher than 0.9 is achieved, In partic-
ular, the best overall classifier is SVM, with Decision Trees and Random Forest
delivering slightly lower and comparable performance.

6 Conclusions

In this work we have introduced a model for classifying Italian texts according
to the CEFR classification system for second language learners used in language
teaching and certification. The proposed architecture relies on linguistics fea-
tures extractions, which make use of corpora of terms of increasing complexity
level and morpho-syntactic features measuring the complexity of dependency
parse tree. The tree types of experimented classifiers, decision tree, random for-
est and SVM, all show outstanding precision performance greater than 90% on
Italian texts actually used in official CEFR certification exams. The proposed
methodology has a great potential of being extended to other languages, with
quite straightforward adaptations. The preliminary experiments have been held
on texts belonging to two well separated classes B2 and C2, therefore more sys-
tematic further experiments, using texts ranging over all the six CEFR classes,
are planned as a future development. A great potential for massive language
education is also represented by the integration of the classification module in
exam design application supporting examiner or automatic language proficiency
examination systems.
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