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Preface

These six volumes (LNCS volumes 11619-11624) consist of the peer-reviewed papers
from the 2019 International Conference on Computational Science and Its Applications
(ICCSA 2019) held in St. Petersburg, Russia during July 1-4, 2019, in collaboration
with the St. Petersburg University, St. Petersburg, Russia.

ICCSA 2019 was a successful event in the International Conferences on Compu-
tational Science and Its Applications (ICCSA) series, previously held in Melbourne,
Australia (2018), Trieste, Italy (2017), Beijing, China (2016), Banff, Canada (2015),
Guimaraes, Portugal (2014), Ho Chi Minh City, Vietnam (2013), Salvador, Brazil
(2012), Santander, Spain (2011), Fukuoka, Japan (2010), Suwon, South Korea (2009),
Perugia, Italy (2008), Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006), Singa-
pore (2005), Assisi, Italy (2004), Montreal, Canada (2003), and (as ICCS) Amsterdam,
The Netherlands (2002) and San Francisco, USA (2001).

Computational science is a main pillar of most of the current research, industrial and
commercial activities, and plays a unique role in exploiting ICT innovative technolo-
gies. The ICCSA conference series have been providing a venue to researchers and
industry practitioners to discuss new ideas, to share complex problems and their
solutions, and to shape new trends in computational science.

Apart from the general track, ICCSA 2019 also included 33 workshops, in various
areas of computational sciences, ranging from computational science technologies, to
specific areas of computational sciences, such as software engineering, security,
artificial intelligence, and blockchain technologies. We accepted 64 papers distributed
in the five general tracks, 259 in workshops and ten short papers. We would like to
show our appreciations to the workshop chairs and co-chairs.

The success of the ICCSA conference series, in general, and ICCSA 2019, in
particular, is due to the support of many people: authors, presenters, participants,
keynote speakers, workshop chairs, Organizing Committee members, student volun-
teers, Program Committee members, Advisory Committee members, international
liaison chairs, reviewers and people in other various roles. We would like to thank them
all.

We also thank our publisher, Springer, for accepting to publish the proceedings, for
sponsoring part of the best papers awards and for their kind assistance and cooperation
during the editing process.

We cordially invite you to visit the ICCSA website http://www.iccsa.org where you
can find all relevant information about this interesting and exciting event.

July 2019 Osvaldo Gervasi
Beniamino Murgante
Sanjay Misra
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Welcome to St. Petersburg

Welcome to St. Petersburg, the Venice of the North, the city of three revolutions,
creation of czar Peter the Great, the most European city in Russia. ICCSA 2019 was
hosted by St. Petersburg State University, during July 1-4, 2019.

St. Petersburg is the second largest city in Russia after Moscow. It is the former
capital of Russia and has a lot of attractions related to this role in the past: imperial
palaces and parks both in the city center and suburbs, respectable buildings of nobles
and state institutions, multitude of rivers and canals with more than 300 bridges of
various forms and sizes. Extraordinary history and rich cultural traditions of both
imperial Russia and the Soviet Union attracted and inspired many examples of world’s
greatest architecture, literature, music, and visual art, some of which can be found in
the famous Hermitage and State Russian Museum located in the heart of the city. Late
June and early July is the season of white nights where the sun sets only for a few
hours, and the nighttime is covered with mysterious twilight.

What to do in the city:

e Enjoy the white nights, see the open bridges during the night and cargo ships
passing by from Ladoga Lake to the Gulf of Finland and back. Dvortsovy bridge is
open at about lam. Be sure to stay on the correct side of the river when the bridges
open!

e Visit Hermitage (Winter palace) and State Russian Museum to see great examples
of international and Russian art, and the Kunstkammer, the oldest museum of
St. Petersburg founded by Peter the Great.

e Travel to St. Petersburg suburbs Peterhof and Tsarskoe Selo to see imperial palaces
and splendid parks, famous Peterhof fountains.

e Eat Russian food: borsch (beetroot soup), pelmeni and vareniki (meat and sweet
dumplings), bliny (pancakes), vinegret (beetroot salad), drink kvas and maybe some
vodka.

e Walk around and inside the Peter and Paul Fortress, the place where the city began

in 1703.

Visit the Mariinsky Theater for famous Russian ballet and opera.

Have a boat tour along the Neva River and canals to look at the city from the water.

Walk along Nevsky Prospect, the main street of the city.

Climb St. Isaac’s Cathedral colonnade to enjoy great city views.

Go down to the Metro, the city’s underground train network with some Soviet-style

museum-like stations.

e Pay a visit to the recently renovated Summer Garden, the oldest park of
St. Petersburg.

e Visit a new modern open space on the New Holland Island to see modern art
exhibitions, performances and just to relax and enjoy sitting on the grass with an ice
cream or lemonade during a hot summer day.



viii Welcome to St. Petersburg

St. Petersburg State University is the oldest university in Russia, an actively
developing, world-class center of research and education. The university dates back to
1724, when Peter the Great founded the Academy of Sciences and Arts as well as the
first Academic University and the university preparatory school in Russia. At present
there are over 5,000 academic staff members and more than 30,000 students, receiving
education in more than 400 educational programs at 25 faculties and institutes.

The venue of ICCSA is the Faculty of Economics located on Tavricheskaya Street,
other faculties and university buildings are distributed all over the city with the main
campus located on Vasilievsky Island and the natural science faculties (Mathematics
and Mechanics, Applied Mathematics and Control Processes, Physics, Chemistry)
located on the campus about 40 kilometers away from the city center in Peterhof.

Elena Stankova
Vladimir Korkhov
Nataliia Kulabukhova
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Abstract. This paper evaluates a variant of the George-Liu algorithm
for finding a pseudoperipheral vertex in a graph aiming at returning
a vertex having a larger eccentricity than the original algorithm. The
experiments show that the Reverse Cuthill-McKee method with ordering
started with vertices given by the new variant of the George-Liu algo-
rithm yields promising results when applied to small symmetric matrices.

Keywords: Pseudoperipheral vertices -

Reverse Cuthill-McKee method - Bandwidth reduction -
Profile reduction * Reordering algorithms - Graph labeling -
Sparse matrices - Orderings

1 Introduction

Heuristics for bandwidth and profile reductions are used to achieve low com-
putational and storage costs for solving sparse linear systems. Thus, there has
been given much attention to heuristics for bandwidth and profile reductions
(see [1-8] and references therein). The bandwidth and minimization problems
are of great interest because they are related to a large number of real-world
problems in science and engineering [4,5]. As a consequence, the importance of
matrix bandwidth and profile reductions has made these challenging problems
subject to numerous research efforts (see [3-6] and references therein).

Let G = (V,E) be a graph where V and FE are sets of ver-
tices and edges, respectively. The bandwidth of G for a vertex labeling
S = {s(v1),s(va), -+ ,s(vjy))} (i.e., a bijective mapping from V to the set
{1,2,---,|V]}) is defined as B(G) = {Hﬁ}e{EHS(U) — s(u)|] where s(v) and

s(u) are labels of vertices v and wu, respectively. The profile is defined as

profile(G) = >, max [|s(v) — s(u)|]. Let A be an n X n symmetric matrix
vev {v,uleE

© Springer Nature Switzerland AG 2019
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associated with a connected undirected graph G = (V, E). Equivalently, the

bandwidth of row i of matrix A is given by G;(A) =i — 1rélin_[j ta;; # 0] and
1<t

the bandwidth of a matrix A is defined as 5(A) = max [8;(A)]. The profile of a

matrix A is defined as profile(A) = Y7 | ;(A).

The Reverse Cuthill-McKee (RCM) method [9] starting with a pseudope-
ripheral vertex given by the George-Liu (GL) algorithm [10], termed RCM-GL
[11], is one of the best-known and widely used heuristics for bandwidth and
profile reductions of matrices [1,4-6,12]. Previous publications [4,5] report the
RCM-GL method [11] as potentially being one of the most promising low-cost
heuristics for bandwidth reductions.

Few algorithms can compete with the RCM-GL method [11] in bandwidth
results when considering execution times [4,5]. The reason is that the RCM-GL
method [11] yields reasonable bandwidth results at low cost. This may be the
reason why this method is available on the MATLAB [11,13,14] and GNU Octave
[11,15] mathematical softwares as the function symrem!, and on Boost C++
Library [16]. Thus, the Reverse Cuthill-McKee method [9] is a well-known and
successful heuristic for reducing bandwidth and profile of matrices. The method
is identified as one of the most important and amply used bandwidth reduction
methods [1,4-6,12,13] because the method yields accurate approximations to the
solution at low execution times. Although the Reverse Cuthill-McKee method
[9] remains in common use, it is well-known that the method is not trouble-free
[1]. The choice of the initial pseudoperipheral vertex influences the quality of the
results given by this method.

The Reverse Cuthill-McKee method [9] is a kind of heuristic known as level
set reorderings, where the vertices in a graph are labeled considering that level
sets subdivide the vertices, i.e., each level set contains a group of vertices con-
sidering the distance from a given starting vertex. Thus, the quality of the band-
width results will be strongly influenced by the selection of the starting vertex
and by the ordering of the vertices within level sets. In general, the Reverse
Cuthill-McKee method yields better results when the width of a level structure
rooted at the starting vertex is small, and its eccentricity is very close to the
diameter of the graph. Additionally, the computing times of an algorithm for the
identification of an appropriate starting vertex for the Reverse Cuthill-McKee
method can be even higher than the running times of the Reverse Cuthill-McKee
method itself. Thus, the bandwidth results of the Reverse Cuthill-McKee method
executed after an algorithm for the selection of a starting vertex must be substan-
tially better than the bandwidth results reached by the Reverse Cuthill-McKee
method without the use of such a kind of algorithm.

The purpose of this paper is to evaluate a variant of the George-Liu
algorithm. Specifically, this paper applies an alternative algorithm for finding

! https://www.mathworks.com /help/matlab /ref/symrcm.html?requestedDomain=
www.mathworks.com, https://octave.sourceforge.io/octave/function/symrcm.html.

2 http://www.boost.org/doc/libs/1_38_0/libs/graph/doc/cuthill_mckee_ordering.
html.


https://www.mathworks.com/help/matlab/ref/symrcm.html?requestedDomain=www.mathworks.com
https://www.mathworks.com/help/matlab/ref/symrcm.html?requestedDomain=www.mathworks.com
https://octave.sourceforge.io/octave/function/symrcm.html.
http://www.boost.org/doc/libs/1_38_0/libs/graph/doc/cuthill_mckee_ordering.html.
http://www.boost.org/doc/libs/1_38_0/libs/graph/doc/cuthill_mckee_ordering.html.
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pseudoperipheral vertices along with the Reverse Cuthill-McKee method [9] for
bandwidth and profile reductions of matrices. We compare its results with the
results of the original George-Liu [10] and Reid-Scott [17] algorithms for deter-
mining the starting vertex for the Reverse Cuthill-McKee method. We refer
to these three algorithms together with the Reverse Cuthill-McKee method as
RCM-GL(k), RCM-GL [11], and RCM-RS, respectively.

Section 2 briefly describes the Reverse Cuthill-McKee [9] and George-Liu [10]
algorithms. This section also introduces a variant of the George-Liu algorithm.
Section 3 describes how we conducted the simulations in this study. Section 4
shows the results. Specifically, we experimentally analyze the effectiveness of the
proposed algorithm for finding pseudoperipheral vertices for the Reverse Cuthill-
McKee method [9]. Finally, Sect.5 addresses the conclusions.

2 A Variant of the George-Liu Algorithm for Finding
Pseudoperipheral Vertices

The Reverse Cuthill-McKee method [9] is based on graph-theoretical concepts. It
labels the vertices of a graph G(V, E) in order of increasing distance from a given
pseudoperipheral vertex v. Specifically, the method labels vertices with the same
distance from the vertex v in order of increasing degree. Finally, the ordering
is reversed. Therefore, the final label of vertex v is |V|. Ordering the vertices
in such manner partitions them into level sets according to the distance from
the pseudoperipheral vertex v. Given a vertex v € V, the level structure £ (v)
rooted at vertex v, with depth £(v), is the partitioning .Z(v) = {Lo(v), L1(v),
ooy Lyy(v)} where Lo(v) = {v} and L;(v) = Adj(Li—1(v)) — U;;E L;(v), for
1=1,2, 3, ..., ), £(v) is the eccentricity of vertex v, and Adj(U) ={w €V :
(we U CV) {u,w} € E}. In particular, the width of a rooted level set is defined

as b(Z(v)) = max |L;(v)|. It is therefore desirable to find v with large ¢(v)
0<i<{(v)

and a rooted level set .Z(v) with small width.

Algorithm 1 shows a pseudocode of the Reverse Cuthill-McKee method [9].
The method receives a graph G = (V, E) and a pseudoperipheral vertex v € V.
The method labels the vertices of a graph (see line 8) with the same distance
from the pseudoperipheral vertex v in order of increasing degree (see line 6).
The method reverses the final ordering. Therefore, the final label of vertex v is
|V| at line 2. Thus, Algorithm 1 begins the numbering with the label s(|]V]) (see
lines 2—4 in Algorithm 1). Algorithm 1 returns the new labeling at line 10.

Algorithm 2 shows the George-Liu algorithm [10]. The George-Liu algorithm
begins with an arbitrary vertex v (see line 2 in Algorithm 2) and builds its
rooted level structure .Z(v) (see line 3). Then, the algorithm builds the rooted
level structure £’ (u) of the vertex u € Ly(,)(v) with minimum degree (see lines
5 and 6). If ¢(u) > £(v) (see line 7), then w is attributed to v (i.e., v < u) as
well as Z(v) — Z(u) is computed (see line 8), and the process is repeated;
otherwise, the process stops and v is the pseudoperipheral vertex found (see line
10 in Algorithm 2).
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Input: a connected graph G = (V, E); a vertex v € V;
Output: a labeling S = {s(1),s(2),...,s(|[V|)};

1 begin

2 | s(VI) <

3 | iV

4 | j IV

5 while (i > 0) do

6 foreach (vertex w € Adj(s(j)) — {s(|V]),...,s(@)}, in order of
increasing degree) do

7 P—1—1;

8 L s(i) — w;

9 j—7—1

10 return S;

Algorithm 1. The Reverse Cuthill-McKee method [9].

Input: graph G = (V, E);

Output: pseudo-peripheral vertex v € V;

1 begin

2 v «— ArbitraryVertex(V);

3 Z () < BuscaEmLargura(v); // build a rooted level structure

4 repeat

5 u — MinimumDegreeVertex(Ly)(v));

6 Z(u) < BuscaEmLargura(u); // build a rooted level structure
7 if ¢(u) > ¢(v) then

8 L v — u; L(v) — ZL(u);

until (u # v);
10 return v;

Algorithm 2. The George-Liu algorithm [10].

©

Algorithm 3 shows a pseudocode of a variant of the George-Liu algorithm
[10]. This variant of the George-Liu [10] algorithm verifies k vertices in Ly, (w)
(note that v is attributed to w at line 6 of Algorithm 3) where % is a parameter
of the algorithm, instead of verifying only one vertex with minimum degree in
Ly(w)(w), as the George-Liu algorithm [10] performs. If | Ly, (w)| < k, then the
other k — |Ly(,)(w)| vertices are verified in the previous levels of Ly, (w), that
is, in Ly(uy—1(w), Lywy—2(w), and so on. In particular, the GL(k) algorithm is
reduced to the original George-Liu algorithm [10] for k£ = 1.

Reid and Scott [17] proposed another pseudoperipheral vertex finder based
on the George-Liu algorithm [10]. The Reid-Scott algorithm [17] relies on finding
a pseudoperipheral vertex with a large eccentricity and small b(.Z(v)). It sorts
vertices in Ly, (v) in order of ascending degree and limits the search to one rep-
resentative of each degree. Additionally, the Reid-Scott algorithm [17] considers
up to five vertices in Ly, (v), omitting any that is a neighbor of a vertex already
considered.
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Input: connected undirected graph G = (V, E); unsigned integer k;

Output: pseudoperipheral vertex v € V;

1 begin

2 if (k> |V|—1) thenk — |V|-1;

3 v « ArbitraryVertex(V); // initial vertex

4 Z(v) « Breadth-First-Search(v); // build the rooted level structure
5 repeat

6 k—0;j« 0; w« v

// k vertices are verified in the last level(s) of .Z(w)

7 while (j < k) do

// sort vertices in Lg(,)—k(w) in order of ascending degree
8 F «— SortVertices(Ly(w)—r(w)); // F is a priority queue
9 while (F # @ A j < k) do
10 u «— Remove(F);
// build the rooted level structure
11 Z(u) < Breadth-First-Search(u);
12 if (¢(u) > £(v)) then
13 L v — u; L(v) — ZL(u);
14 J—Ji+1
// if |Ly@w)(w)] <n, then the other n — |Ly,)(w)| vertices
are verified in Lyw)—1(w), Le(w)—2(w), - -,
15 k«— k+1;// until k vertices are observed
16 until (v = w);
17 return (v);

Algorithm 3. A variant of the George-Liu algorithm [10].

3 Description of the Tests

The bandwidth results obtained by the Reverse Cuthill-McKee method [9] is
proportional to the eccentricity of the starting vertex v and the width b(-Z(v))
[9,11,18]. Thus, we evaluate the bandwidth and profile results provided by
the Reverse Cuthill-McKee method [9] along with three pseudoperipheral ver-
tex finders. To appraise the bandwidth and profile reductions provided by the
Reverse Cuthill-McKee method [9] started with a pseudoperipheral vertex given
by the George-Liu [10] and Reid-Scott [17] algorithms, and the new variant of the
George-Liu algorithm described in Algorithm 3, this paper uses 50 symmetric
matrices contained in the SuiteSparse sparse matrix collection [19].

The Reverse Cuthill-McKee method [9] and the algorithms for finding pseu-
doperipheral vertices were implemented using the C++ programming language.
We used the g++ version 4.8.2 compiler.

The workstation used in the execution of the simulations featured an Intel®
Core™ i5-3570 (6144 KB Cache, CPU 3.40 GHz, 12 GB of main memory DDR3
1333 MHz) (Intel; Santa Clara, CA, United States). This machine used a Slack-
ware 14.1 64-bit operating system with Linux kernel-version 3.10.17.
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4 Results and Analysis

This section presents the bandwidth and profile results obtained by the RCM-
GL [11], RCM-RS, and RCM-GL(k) methods applied to 50 symmetric matrices
contained in the SuiteSparse sparse matrix collection [19]. The tables below show
the characteristics of the matrix (name, size (k), original bandwidth (5p), and
profile (profileg)).

Tables 1 and 2 contain the results of the RCM-GL(%), RCM-RS, and RCM-
GL [11] methods applied to reduce the bandwidth and profile of 15 and 35
symmetric matrices, respectively. The tables show the smallest k& such that the
RCM-GL(k) algorithm returns better results than the George-Liu [10] and Reid-
Scott [17] algorithms do. Specifically, Table 1 shows the results of the methods
applied to a set composed of 15 symmetric matrices. The table reveals that
the three methods find the same number of best bandwidth and profile results
when applied to this set composed of 15 symmetric matrices. On the other hand,
Table 2 shows that the RCM-GL(%) method delivered the best bandwidth and
profile results in the other dataset used in this study. Figure 1 shows the number
of best bandwidth and profile results yielded by the three methods evaluated
here when applied to 50 symmetric matrices.

Table 1. Results of the Reverse Cuthill-McKee method [9] along with three algorithms
for finding pseudoperipheral vertices when applied to reduce bandwidth and profile of
a set composed of 15 symmetric matrices.

Matrix n Bandwidth Profile
Bo | GL(2) RS |GL |profileo | GL(2) | RS |GL

ash85 85 39 | 10 10 10 | 1153 589 589 | 589
bespwr01 | 39 38 7 7 7| 292 122 122 | 122
bespwr02 | 49 34| 13 13 13 | 377 234 234 | 234
bespwr03 | 118 115 | 21 21 21 | 1288 804 804 | 804
besstkO1 | 48 35 | 26 26 26 | 851 683 683 | 683
besstk04 | 132 47 | 54 54 54 3631 3717 | 3717 | 3717
besstk05 | 153 28 | 26 26 26 | 2449 2313 | 2313 | 2313
besstk22 | 138 111 | 14 14 14 | 2124 863 863 | 863
can_144 |144 142 | 18 18 18 | 7355 1074 | 1074 | 1074
can_161 | 161 79 | 30 30 30 | 3378 3079 3079 | 3079
dwt_234 | 234 48 | 19 19 19 | 1765 1363 | 1363 | 1363
lund_ A | 147 23 | 23 23 23 | 2870 2303 | 2303 | 2303
lund B 147 23 | 23 23 23 | 2870 2303 | 2303 | 2303
nosl 237 4 4 4 4| 780 467 467 | 467
nos4 100 13 | 12 12 12 | 766 755 755 | 755
Number of best results 4 14 14 14 1 14 14 14
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Table 2. Results of the Reverse Cuthill-McKee method [9] along with three algorithms
for finding pseudoperipheral vertices when applied to reduce bandwidth and profile of
a set composed of 35 symmetric matrices.

Matrix n Bandwidth Profile
Bo |GL(23) |[RS |GL |profilep | GL(77) |RS GL

494 bus | 494 428 | 62 62 | 62 | 40975 | 10566 | 10566 | 10566
662_bus | 662 335 | 85 135 | 135 | 45165 | 20664 | 32903 | 32903
685_bus | 685 550 | 72 72 | 79 | 28621 17551 | 17551 | 17457
ash292 292 24 | 34 34 | 34 4224 | 4659 4659 | 4659
bespwr04 | 274 265 | 49 65 | 65 | 21015 | 4331 4825 | 4825
bespwr05 | 443 435 | 59 59 | 59 | 36248 | 8825 8825 | 8825
besstk06 | 420 47 | 50 50 | 50 | 14691 |13241 |13241 |13241
besstk19 | 817 567 | 21 21 | 21 | 74051 | 9457 9457 | 9457
bcesstk20 | 485 20 | 19 19 | 19 4309 | 4416 4416 | 4416
besstm07 | 420 47 | 50 50 | 50 | 14691 |13310 |13310 |13310
can_292 |292 282 | 75 75 | 65 | 23170 | 8977 8977 | 9706
can_445 | 445 403 | 92 92 | 92 | 22321 23808 | 23808 |23808
can_715 | 715 611 | 157 157 | 157 | 72423 | 41231 | 41293 | 41293
can_838 |838 837 | 137 137 | 155 | 207200 | 34254 | 39198 | 40835
dwt_209 |209 184 | 35 35 | 35 9503 | 3914 3914 | 3914
dwt 221 | 221 187 | 16 16 | 16 9910 | 2011 2011 | 2011
dwt_245 | 245 115 | 45 45 | 45 3934 | 4177 4177 | 4177
dwt_310 |310 28 | 13 13 | 13 2696 | 2695 2695 | 2695
dwt_361 |361 50 | 25 25 | 25 5084 | 5139 5139 | 5139
dwt_419 | 419 356 | 34 34 | 34 | 39726 | 8230 8232 | 8232
dwt_503 |503 452 | 58 58 | 58 | 35914 |14816 | 15544 |15544
dwt_592 | 592 259 | 42 42 | 42 | 28805 | 10983 | 10983 | 10983
dwt_878 | 878 519 | 37 37 | 37 | 26055 21034 21034 |21034
dwt_ 918 |918 839 | 72 72 | 72 | 108355 | 24347 | 24347 | 24347
dwt_992 |992 513 | 63 63 | 63 | 262306 | 36296 | 36296 |36296
gr-30_30 | 900 31 | 59 59 | 59 | 26970 |33872 | 33872 |33872
jagmeshl | 936 778 | 27 27 | 27 | 37240 |21817 |21817 | 21817
nos2 957 4 4 4 4 3180 | 1907 1907 | 1907
nos3 960 43 | 79 79 | 79 | 39101 46168 | 46168 | 46168
nosh 468 178 | 88 88 | 88 | 27286 |25381 |25381 |25381
nos6 675 30 | 16 16 | 16 | 16229 | 9305 9305 | 9305
nos7 729 81 | 65 65 | 65 | 53144 34110 |34110 |34110
plat362 | 362 249 | 56 56 | 56 | 45261 |11018 11018 | 11018
plskz362 | 362 248 | 24 24 | 24 | 43090 | 4635 4635 | 4635
sherman1 1000 100 | 57 57 | 57 | 34740 26109 | 26109 |26109
Number of best results| 5 | 30 28 | 27 6 29 23 23
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Fig. 1. The number of best bandwidth and profile results obtained using three pseu-
doperipheral vertex finders along with the Reverse Cuthill-McKee method [9] applied
to 50 symmetric matrices when considering the results presented in Tables1 and 2.

The execution times of the RCM-GL(k) method are proportional to the
parameter used. Figure2 (as line charts for clarity) shows the running times
of the three methods when applied to the 50 symmetric matrices. The execution
times of the RCM-GL(k) method were competitive with the RCM-GL method
[11] when applied to the 50 symmetric matrices used in this study. Additionally,
the execution times of the RCM-GL(k) algorithm was lower (or similar) than
the processing times or the RCM-RS method.

-B-RCM-GL —-RCM-RS + RCM-GL(2) (a) -m-RCM-GL ~-RCM-RS (b)
045 RCM-GGL(23) —A—RCM-GL(77)

Time (ms)

°
&

Time (ms)
o B

000 PEFIPLH PP P EL ISP S L
39 48 49 85 100 118 132 138 144 147 147 153 161 234 237

Number of vertices Number of vertices

Fig. 2. Execution costs, in milliseconds, of the RCM-GL [11], RCM-RS, and RCM-
GL(k) methods applied to sets composed of (a) 15 and (b) 35 symmetric matrices.

5 Conclusions

This paper evaluated a new variant of the George-Liu algorithm [10]. Specifically,
this paper compared the results of the new algorithm with the results of the
original George-Liu [10] and Reid-Scott [17] algorithms for finding initial vertices
for the Reverse Cuthill-McKee method [9] when applied to 50 small symmetric
matrices.
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The results obtained by the new variant of the George-Liu algorithm applied
to a set of standard benchmark matrices taken from the SuiteSparse sparse
matrix collection [19] show that the proposed method compared favorably with
the two others algorithms for finding pseudoperipheral vertices evaluated here
when executed along with the Reverse Cuthill-McKee method [9]. Specifically,
the simulations presented in this paper show that the Reverse Cuthill-McKee
method [9] with ordering started with a pseudoperipheral vertex given by the
new variant of the George-Liu algorithm obtains better results for reducing band-
width and profile of small symmetric matrices than using the original George-Liu
[10] or Reid-Scott [17] algorithms. Parallel approaches of these algorithms are
the future steps of this investigation.
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Abstract. This paper considered cross-diffusion equations. With those
equations the concentration development in a certain region during an
interesting time-interval can be described.

Cross-diffusion means the diffusion of some species which influence
each other. The population dynamics of different species is a famous
example of cross-diffusion.

The implicit time-integration of such parabolic equations leads to non-
linear equation systems which requires a huge computational amount.

To avoid this amount we discuss a linear scheme proposed by
Murakawa [2] and investigate his properties.

Keywords: Cross diffusion problems, Linear time integration scheme -
Finite volume method

1 Introduction

This paper deals with the so called cross-diffusion equations. These are nonlin-
ear parabolic partial differential equations and there components influence each
other. This means that every component of the solution we are looking for was
influencing the other ones and vice versa. Compared to classic diffusion equa-
tions it is necessary to solve nonlinear equation system in the case of implicit
time integration schemes (Euler backward). But we will discuss special linear
schemes which are easy to implement. These schemes are very sensitive but they
are a good alternative to the huge amount in the case of the solution nonlinear
equation system with a certain kind Newtons method.

1.1 Some Necessary Terms and Definitions

In this paper {2 describes a 1d or 2d bounded region with a smooth boundary 9f2.
On this region we investigate the concentration during the time in the interval
[0,T] where T > 0. Our cross diffusion system lives on the space-time cylinder
Q = 2x(0,T]. M € N is the number of considered species which influence each
other. For vector valued functions (for example z : RM — RM) we denote the
i-th component by z; (i = 1,...,m). With Z" we denote the approximation of
a function z at the n-th time step. With a bold sub-index, for instance zg or Zy
we denote the given initial conditions.

© Springer Nature Switzerland AG 2019
S. Misra et al. (Eds.): ICCSA 2019, LNCS 11619, pp. 13-24, 2019.
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1.2 The Cross-Diffusion Equations

With the above discussed preparations we will now formulate the cross-diffusion
equations. We are looking for a function z = (2z1,...,2p) : 2 x (0,T] — RM|
M € N with

O~ 2B+ 1(2) nQ
B(z) =0 ondf2x (0,17,

z(-,0) =z¢ in (2. (1)
The functions 8 = (f1,...,0m) and f = (f1,..., fum) are defined as functions
B, f :RM — RM,

zo = (201,-.-,200m) : 2 — RM are the given initial conditions. To illustrate
the nonlinearity of the cross-diffusion problems we write down an example of
Shigesada, Kawasaki and Teramoto [1] for two different components

0z

87; = Al(a1 + 121 + c122)21]) + (910 — 91121 — G1222) %1,

82’2

o Al(ag + baza + c221)22] + (920 — g2121 — g12%2) 22, (2)

This model describes the competition of two different populations which influ-
ence each other. a;, b;, ¢; and g;; are non-negative constants (i = 1,2, j =
0,1,2). 21, 22 describe the population density of the species. g;o is the growth-
rate of the i-th species while g;; stands for an intra-specific concurrence value
and g;;, ¢ # j stands for the inter-specific concurrence value.

The obvious time integration scheme, for example used by Chen and Jiingel
], is

n _ mgn—1
2T ABz + (2

B(Z™) =0 on 01, (3)

where 7 is the used time-step. But the time-discretisation (3) means the solution
of a nonlinear equations system

Z" — 1AB(Z") — Tf(Z") = 2"

in every time-step.

The scheme (3) is applicable but there some disadvantages like very huge
non-symmetric matrices because of the necessary spatial discretisation which
will discussed a bit later. To overcome the named problems Murakawa [2] devel-
oped an approximative time integration scheme for the solution of cross-diffusion
problems of type (1). This algorithm should be discussed in the next sections.
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2 Murakawas Method

We consider the discretisation of the time interval [0,7] with the time-step 7 =
T/Nr, Nr € N. Instead of a straight-forward Euler-backward method Murakawa
proposed the following linear scheme

U - ZAUur = gz Y+ Tzt e,
p p
U™ =0 on0df?, (4)

Z" =7Z"' 4 (U™ - B(Z"1)) in 0.

1 is a free parameter which can be used to optimise the method. U is an approx-
imation of B(Z). Z™ is an approximation of z(-,nr).

There are also other boundary conditions than the second line of (4) possi-
ble, for example homogeneous or inhomogeneous Neumann boundary conditions.
The advantage of the scheme (4) consists in the very friendly equation for the
solution of U™ which is elliptic and leads after the spatial discretisation to a
linear equation system with a positiv-definite coefficient matrix.

3 Some Mathematical Properties of the Scheme (4)

With the choice of appropriate Hilbert-spaces it is possible to formulate (4) in a
weak form. Murakawa proved the existence of weak solutions U and Z and if we
interpret these solutions as piece-wise constant interpolations during the time
the following proposition holds. The main assumptions on the initial value and
the functions 8 and f are

(1) B is Lipschitz-continuous with 4(0) =0
(2) f is Lipschitz-continuous
(3) There is a constant a > 0 with

M

> ((Bi(©) = Bitm) (& — mi) > al¢ —nf?

i=1

for a.e. &, n € RM
(4) Tt should be zg € L*(2)M

With (1) to (4) the main assumptions of the propositions of convergence and
stability of the discussed methods are valid. The conditions (1) and (3) guarantee
the parabolicity of the above noted cross-diffusion system. In the following should
only mentioned some basic results of the method.

Theorem 1. We have for the weak solution z € L2(2)M the global error

t
E:Hmm—wmmw+w/wm—UmmmwﬂﬂmM
0

+|z — Z| o 0,735 -1 (2))M
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and the estimation

VAS] LQ(Q)M — EF+ ||Z - ZHLz(Q)M = O(ﬁ)
VAS LQ(Q)M — E+||lz— ZHLz(Q)M = O(7)

This means convergence and stability.

To prove this theorem one need several lemmata and theorems of the theory
of Hilbert- and Sobolev-spaces (compactness and imbedding theorems) which
can found in the papers of Murakawa [2,3].

To get an idee of finding a good choice of the parameter p we consider the
equivalent formulations of (1) and (4)

1 0p(=)

S = A0(a) + (2
oz 1 0p(z)
ot pl(z) ot
and
n __ n—1
p I v,
Zn_znfl B Un_ﬁ(znfl)
T —H T

If we compare the continuous and the time-discrete system we find that

is a good choice. But the choice of u can and should also be supported by
numerical experiments.

4 Discretisation of (3) and (4) in Space

We use a finite-volume method for the spatial discretisation. This means we
consider the balance of the fluxes on the boundary of finite volumes, in a number
K 1d finite intervals and in 2d finite cells. Therefore we discretise {2 by a union
of finite cells w;

2 =Uj—1wj, wj Nw; = N, measure of N equals zero.

For example by balancing the equations (4) over w; we get a system of K equa-
tions of type

T n— T n— .
U?—;AhU}L = B(Z7 1)+ﬁf(zj Yoj=1,... K,

Zp =2 (U - B(Z57) j=1,....K, (5)
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where we closed the system by including the boundary conditions.

Ay, is a finite approximation of the Laplacian A. In the finite volume dis-
cretisation method the discretisation of a diffusion term Aw is done as follows.
We start with the integral balance

/ Audv
[0

K
/ Audv:Z/ Audv
Q ]:1 OJJ'

is obvious. Now we use the theorem of Gau-Ostrogradski (divergence-theorem)
to move to flux integrals

Js
/ Audv = Z/ Vu - ny;, d0vjs (6)

s=1"Vis

and

where j, is the number of boundary pieces 7,5 of the finite-volume/cell w;.
The fluxes or directional derivatives Vu - n,, are now approximated by finite
differences of values of the u-values in the cell-centers. In the case of simple
structured grids the cells are rectangles and the number of boundary parts of
all cells are equal to 4. The sum of the right side of (6) together with the
approximated fluxes is the finite approximation of Aw.

For the Euler-backward time integration method we get, starting from (3)

zr—7'" ,
(also by closing the system by using the boundary information). The term
ApB(Z7) is more complicated as the corresponding term A, U’

We have to mention that in the 1d case or in the case of structured equidistant
grids in 2d problems the finite-volume method is very close to finite-difference
methods.

5 Solution Methods for the Linear Equations (5) and the
Non-linear Systems (7)

The linear systems (5) are solved by iterative Krylov-space methods or by direct
methods (GauB). For the nonlinear systems (7) we use the Trust-Region-Dogleg-,
the Trust-Region- and the Levenberg-Marquard-Algorithm. We took these algo-
rithms given by Matlab or Octave. The non-linear algorithms are realised by the
fsolve-command und the linear solution one get by the backslash-command.

But during our numerical experiments we observed, that the ressources of
Matlab or Octave are not good enough to solve problems with very fine spatial
discretisations.
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6 Numerical Experiments - 1d

The following 1d- and 2d-examples are part of the master-thesis [5], where one
can find a lot of other instructive numerical examples.

First we considered a 1d examples with 2 species (M = 2). To recognise the
functions 3 and f we state the relevant equation system

0z
37151 = Al(ar +b12z1 + c122)21] + (910 — 91121 — G1222) 21,
822
il Al(ag + baza + c221)22) + (920 — 92121 — g1222) 22,

Based on this system we define 3 test-examples. The first one reads as

% = A[(0,04 + 0,04a20) 2] + (2,8 — 1, 121 — 29)21,
822
E = A[(O, 04 + 20&21)22} + (3, 0-— zZ1 — 1, 122)22, (8)

We work with a = 1. For a = 0 the initial value (21, 22) = (&, 2) gives a stable
steady state solution. Therefore we use the initial value

8 8
50 50

where R € R is an equally distributed random number of the interval (0,1). As 2
we use in this 1d example the unit interval. For all species we use homogeneous
Neumann boundary conditions.

Space grid size h |7 =27° T=27° r=277 =277
(linear) (nonlinear) | (linear) (nonlinear)

1/8 0,14 7,57 4,28 21,15

1/16 0,25 11,77 8,00 36,44

1/32 0,49 16,48 15,44 66,37

1/64 0,95 63,27 30,47 249,51
1/128 1,90 241,09 60,61 958,09
1/265 3,83 970,58 121,92 3913,63

This table shows the computational times to reach a steady state solution (on a
quad core personal computer, the times can be proportional scaled to computers
with higher performance). For the solution with the linear algorithm we got
a linear growth of the times with respect to the used grid refinement. On the
other hand the growth of the computational times of the nonlinear algorithm is
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exponential. The influence of p in this example was not significant. We used for
all species p = 1.
As a second 1d example we consider the cross-diffusion system

% = A[(107° + 10722 + 10 1 2p) 21 ] 4+ (2,8 — 1,121 — )21,
% = A[(107° 4 10%2; + 107 229)25] + (3,0 — 21 — 1, 123) 20, (9)
As initial conditions we use
z1(x,0) = %(1 — 0, Lexp(—2?))
22(2,0) = 20(140,1 exp(~?)

for € (0,1). Homogeneous Neumann boundary conditions are used. For the
first species we use = 7 and or the second one p = 0.03.

The computational times for the solution of the second 1d example are similar
to those of the first example.

As a third 1d example we consider the equation system

%’? = ABi(z) + d;div(z;,Vp) in 2
00i(z) _Op _
£y —&—dlzl% =0 on 902 x (0,7),

with 8i(z) = (a; + biz; + cizj)z; for (i,7) € {(1,2),(2,1)}, p(z) = 1.5(z — 0.5)2,
z10 = 10, 290 = 20. In this example we use 2 =|0, L[=]0, 3[ and ]0, T] =]0, 10].

As a discretisation of the system (10) we use the finite difference or finite
volume method resp. The coefficients a; = ¢; = d; = 1 are fixed. For the coef-
ficients b; we use the values 0 and 0.1. The spatial discretisation parameter is
h = L/Nx where Nx + 1 = 301 is the number of mesh points. The time-step
parameter is 7 = 1073 and Ny = T/7 is the number of time-levels. For u we
used the value 1073.

Let Z™ be the numerical approximation of z;(jh,n7). For the numerical

Ug’n — #(Uj"rlﬁ/b _ ZUZJ,H + Ug—l,n)
diT
2k
jin— dZT j n— j—1l,n— i—1.n— .
= B;(Z” 1)+m(zj+1, L Zi=tnel _8(Z07 ), (k)
diT

+7<Zf’"‘1 — uBi(Z" ) ) pas (G,

U — U7 e (jh) — ditU} " paa (1)

2 2

U»_l’n _ U_l,n . -
S (20— (U = G20 ))pa(0) = O,
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Nx+1,n Nx—1,n

o +di(ZV T - (U - B2 ) )pa(L) =0,

to get with {Uij’n}i:l,...,M,j:o,...,NX the U-values at the new time-level n. After
that we compute with

le,n _ Zij,n—l +N(Uij,n +6i(zj,n71)

the values {Zg’"}izlﬁz,j:,l,m,NXH at the new time-level.

1d example 1 1d example 1

35 35

30 30

25 25

N 20 Y 20
15 15

10 \_/\ 10

5 5

0 50 100 150 200 250 300 0 50 100 150 200 250 300
Ny Ny

Fig. 1. 1d solution, 3rd example, first (left) and second (right) species, with b; =0

1d example 2 1d example 2
30 30
25 25
20 20
- ~
N N
15 15
o e 10
5 5
0 50 100 150 200 250 300 [ 50 100 150 200 250 300
Ny X

Fig. 2. 1d solution, 3rd example, first (left) and second (right) species, with b; = 0,1

The results showed in Figs. 1 and 2 represent the steady states. The compu-
tations were finished when the condition
‘ij _ Zj,n—1|

= =2 <1070 11
0Ny (Zin1] (11)
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was fulfilled.

In the 4th example we considered the same model (9) as in the 3rd one.
We consider large diffusion coefficients a; compared to b;. The coefficients b; =
0,001, ¢; = d; = 1 are fixed. The Figs. 3 and 4 show the results for a; = 10 and
a; = 100.

1d example 3 1d example 3

2 2

20 20

N 15 N 15
10 10

5 5

0 50 100 150 200 250 300 0 50 100 150 200 250 300
X X

Fig. 3. 1d solution, 4th example, first (left) and second (right) species, with a; = 10

1d example 4 1d example 4

25 25

20 20 ‘—\\‘\
N 15 N 15

w1 10

5 5

0 50 100 150 200 250 300 0 50 100 150 200 250 300
Ny X

Fig. 4. 1d solution, 3rd example, first (left) and second (right) species, with a; = 100

The steady states are reached if the condition (11) was fulfilled.

7 Numerical Experiments - 2d

For the 2d experiments we consider

8,21
ot
822
ot

= A[(0,04 + 0,0429)21] + (2,8 — 1,121 — 29)21,

= A[(0,04 + 221)22] + (3,0 — 21 — 1, 129) 29, (12)
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on 2 = (0,1)2. As initial conditions we use

8 8
50 50

with the above described random number R.
In the following table we compare the computational times of the linear and
nonlinear methods for the 2d example. We used an equidistant discretisation.

Grid size hy = hy | Linear algorithm | Nonlinear algorithm
1/4 0,03 0,63

1/8 0,14 8,57

1/16 0,45 151,99

1/32 1,80 1850,22

1/64 7,45 29405,92

As a second 2d example we consider the cross diffusion system

)

% = A[(1075 + 10722, + 10" 29)21] + (2,8 — 1, 121 — 29) 21,

)

% = A[(107° +10%2; +10"220)25] + (3,0 — 21 — 1, 120) 20, (13)

with the initial conditions

8

21(377?}’ 0) = ﬁ(l - 0) 1exp(—(a:2 + y2)))
50
22(9579’ O) = ﬁ(l + Oa 16Xp(—($2 + y2)))
We follow the solution in the time during § = [%]1 time steps. We use an
equidistant discretisation h, = hy, = g5 and 7 = 276 The solution of this

problem faults with the use of the p-values of the second 1d example (u1 = 7
for the first species and ps = 0,03 for the second one).

Here we investigate the behaviour of the nonlinear method for different values
of 1, namely p; € {0,03, 0,5, 1, 2,5}.

The following Figs. 5, 6, 7 and 8 show that there will be a influence of u to
the time position of the solution. The figures show that small values of y show
results, which are closer to the wanted steady state.

! The function [q] gives the largest integer back, which is less than gq.
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uy =25 uy=25

Fig. 5. 2d solution, first and second species, with u = 2,5

w=10 1 =10

Fig. 6. 2d solution, first and second species, with u = 1,0

8 Resumee

First of all we have to note, that it is very useful to have linear time-integration
schemes to approximate cross-diffusion systems. Thus we can save a lot of com-
putational time compared to nomlinear systems coming from implicit Euler-
backward discretisation. Especially the growth of the computational time with
respect to the spatial grid refinement of the linear scheme is significantly slower
then the time growth of the nonlinear scheme.

The analysis of the test examples in which occur convergence and stability
problems during the numerical solution shows that this is the case if we have
a very strong cross-diffusion, which results in weakening the parabolicity of the
system.

The choice of the parameter u is also a crucial point with respect to time-
truth of the numerical solution. The choice of appropriate time and space dis-
cretisation parameters, 7 and h, must be further investigated. Especially the
space grid resolution must be fine enough to resolve fine-scale properties of the
solution in case of complicated initial distributions of the species.

If we are only interested in steady state solutions the choice of p has no
influence. Certain choices of different u values falsify the time of the modeled
process on the other hand, i.e. for different values of u the solutions after a
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Fig. 8. 2d solution, first and second species, with u = 0,03

certain time-step n (that is ¢ = n7) differ. The use of different p values faster
the modeled process or slowed down the process.

At the end our experiences with linear time discretisation scheme are very
promising. But there must still investigate applicable rules for the choice of the
time and space discretisation parameters and the choice of the free parameter p.
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Abstract. This paper concentrates on low-cost heuristics for profile
reduction. Low-cost methods for profile reduction are mainly heuris-
tic in nature and based on graph-theoretic concepts. The contribution
of this paper is twofold. Firstly, the paper includes a section involving
a numerical examination of the current state-of-art metaheuristic and
graph-theoretic methods for matrix profile reduction. With the support
of extensive experiments, this paper shows that the metaheuristic-based
algorithm is capable of reducing the profile of some matrices where the
other algorithms do not perform well, but on average, the profile reduc-
tion obtained is similar for these algorithms, whereas the metaheuristic-
based algorithm takes seven orders of magnitude more running time.
These high execution times make the metaheuristic-based algorithm a
noncontender for sparse matrix factorization and related problems. Sec-
ondly, this paper experimentally evaluates a hybrid algorithm based on
the MPG and NSloan heuristics. This paper also evaluates the new
hybrid heuristic for profile reduction when applied to matrices arising
from two application areas against the most promising low-cost heuris-
tics for solving the problem. The results obtained on a set of standard
benchmark matrices show that the new hybrid heuristic method does not
compare favorably with existing low-cost heuristics for profile reduction
when applied to large-scale matrices.

Keywords: Profile reduction - Sparse matrices - Graph labelling -
Combinatorial optimization - Graph theory - Search methods -
Reordering algorithms - Renumbering + Ordering - Graph algorithm -
Permutation of sparse matrices

1 Introduction

The solution of linear systems composed of large-scale sparse matrices is one
of the most relevant computational kernels in scientific computing. Specifically,
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the solution of many real-world and applied problems in science and engineer-
ing (e.g., thermal and model reduction problems) reduces to solving large-scale
sparse linear systems. The solution of large-scale sparse linear systems is usually
a part of the numerical simulation that demands a high computational cost in
execution times and memory requirements. Thus, the study to reduce the com-
putational cost of solving linear systems composed of large-scale sparse matrices
is a significant topic in numerical mathematics because of its importance in many
numerical simulations.

Iterative linear system solvers that handle large-scale sparse matrices tend to
suffer from poor memory performance because of the inefficient use of cache if
they do not consider the order of how to process the matrix rows and columns.
Simulations can generally gain substantial improvements in execution costs by
accessing data with an appropriate order (e.g., [2,4,6,9,10]). Thus, the simu-
lation should adequately label the vertices (of the sparse graph corresponding
to a sparse matrix) so that data associated with adjacent vertices tend to be
stored in nearby memory locations to improve cache hit rates. Therefore, spatial
locality (a cache block brings in variables that the near future computation will
use) should be considered an essential aspect when designing a new algorithm.

An appropriate vertex numbering is desirable to guarantee that the associ-
ated coefficient matrix will have a small profile for the low-cost solution of large
and sparse linear systems, and to reduce the memory requirements of a linear
system, depending on the data structure used. Thereby, the use of heuristics
for profile reduction is a way of designing an application to return a sequence
of graph vertices with spatial locality. The matrix profile reduction also favors
direct methods for solving linear systems. Reordering rows and columns of sparse
matrices also contributes to improving the arithmetic intensity of the sparse
matrix-vector multiplication [21], which is the most critical aspect in the kernel
of the conjugate gradient method [11,14]. As a consequence, the resulting linear
system is much easier to compute than the original linear system, even when the
linear system is composed of multiple right-hand side vectors [9]. Thus, heuristics
for profile reduction are used to obtain low processing and small storage costs
for solving large sparse linear systems.

The profile reduction is also crucial for increasing the effectiveness of data
structures to represent large-scale matrices, such as applications that use the
skyline data structure [7]. Another area where reordering rows and columns of
sparse matrices is of fundamental importance is in serial and parallel adaptive
mesh refinement. As the mesh is adapted, sparsity changes dynamically and
reordering should be employed [3].

Heuristics for profile reduction belong to a family of renumbering algorithms
that place nonzero coefficients of a sparse matrix close to the main diagonal. Let
A = [a;;] be an n x n symmetric matrix associated with a connected undirected
graph G = (V, E) where V and FE are sets of vertices and edges, respectively.
The profile of a matrix A is defined as profile(A) = Y1 ,[8;] where 3; =
t — Il’lln[j ‘ Q5 7& 0] and Qg 7é 0.

1<5<i
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The profile minimization problem is a well known AP-hard [15] computa-
tional search problem studied for over a half-century. The reason is that it is
related to a vast range of scientific and engineering application areas. Thus,
practitioners have proposed a wide variety of heuristic methods for reordering
the rows and columns of a sparse matrix to reduce its profile (see [1,10] and ref-
erences therein). Since this is an intense field of research, practitioners continue
to devote efforts to developing heuristics for profile reductions that are capable
of reducing the profile of the instances to a considerable extent (e.g., see [17]).

Metaheuristic approaches are common alternatives to graph-theoretical opti-
mization techniques in several fields. Specifically, metaheuristic-based heuristics
for profile optimization have been proposed recently (see [17] and references
therein). Palubeckis [17] provides a list of applications that require the solu-
tion of the profile reduction problem where runtime is not a critical issue. Thus,
these applications may apply a metaheuristic algorithm for profile optimiza-
tion. In the case of a heuristic for profile reduction applied as a preprocessing
step while solving linear systems, however, there has been a limited exploration
of such techniques mainly because the heuristics for this problem must reach
low computational costs. In general, computational costs (time and space) of
metaheuristic-based heuristics for profile optimization are impractical when the
objective is to accelerate a linear system solver [1,8-10].

This paper focuses on the group of applications based on sparse matrix fac-
torization and related problems so that the experiments conducted here evaluate
low-cost (time and space) heuristics for profile reductions against the state-of-
the-art metaheuristic-based algorithm for this problem [17]. Apart from substan-
tially reducing the profile, a heuristic must also achieve low computational costs,
i.e., it can neither be slow nor show large memory requirements. To provide more
specific details, an adequate vertex labeling of a graph corresponding to a matrix
contained in a linear system may reduce the computational times of a (possibly
preconditioned) linear system solver, such as the conjugate gradient method [6]
(as previously mentioned, by improving cache hit rates [2,4]). Additionally, the
profile reductions obtained by a reordering algorithm are not directly propor-
tional to the computational time reduction of solving linear systems. Moreover,
the objective is to minimize the total computing time of the simulation including
the preprocessing time required by the reordering heuristic, at least when only
a single linear system is to be solved [10]. Therefore, a vertex labeling algorithm
must perform at low-cost [9].

This paper evaluates a modified heuristic against the Sloan’s [19], MPG [16],
NSloan [13], Sloan-MGPS [18], and Hu-Scott [12] heuristics. The new heuristic
for profile reduction is a hybrid algorithm of the MPG [16] and NSloan [13]
heuristics. This paper also compares the profile results obtained by these low-
cost heuristics with the state-of-the-art metaheuristic-based algorithm for profile
reduction [17].

Section 2 describes the heuristics evaluated in this computational experiment
and states a modified heuristic for profile reduction. Section 3 describes how this
paper conducted the tests in this computational experiment. Section 4 shows the
experimental results. Finally, Sect.5 addresses the conclusions.
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2 Related Work

Sloan [19] proposed one of the most important heuristics in this field. His
heuristic is still one of the most widely used reordering algorithm for reduc-
ing the profile size of sparse matrices (e.g., [1,9,10,13,16,18]). The reason is
that it is inexpensive (in terms of execution times and storage costs) and gener-
ates quality solutions. Sloan’s heuristic [19] employs two weights in its priority
scheme in order to label the vertices of the instance: w;, associated with the
distance d(v,e) from the vertex v to a pseudo-peripheral (target end) vertex
e that belongs to the last level of the level structure rooted at a starting ver-
tex s, and ws, associated with the degree of each vertex. The priority function
p(v) = wy - d(v,e) —ws - (deg(v) + 1) employed in Sloan’s heuristic [19] presents
different scales for both criteria. The value of deg(v) + 1 ranges from 1 to m + 1
(where m = r&a&([deg(v)} is the maximum degree found in the graph G = (V, E)),

and d(v, e) ranges from 0 (when v = ¢) to the eccentricity £(e) (of the target end
vertex e).

The MPG [16], NSloan [13], and Sloan-MGPS [18] heuristics are based on
Sloan’s heuristic [19]. Specifically, the Sloan-MGPS heuristic [18] is essentially
the Sloan’s heuristic [19] with the starting and target end vertices given by
an algorithm named modified GPS [18] instead of using the original Sloan’s
algorithm for finding these two pseudo-peripheral vertices.

The MPG heuristic [16] employs two max-priority queues: ¢ contains vertices
that are candidate vertices to be labeled, and ¢ contains vertices belonging to
t and also vertices that can be inserted to ¢. Similarly to Sloan’s heuristic [19]
(and its variations), the current degree of a vertex is the number of adjacencies
to vertices that neither have been labeled nor belong to ¢. A main loop performs
three steps. First, a vertex v is inserted into ¢ in order to maximize a specific
priority function. Second, the current degree cdeg(v) of each vertex v € ¢ is
observed: the algorithm labels a vertex v if cdeg(v) = 0, and the algorithm
removes from ¢ a vertex v (i.e., t « t—{v}) if edeg(v) > 1. Third, if ¢ is empty, the
algorithm inserts into ¢ each vertex u € ¢ with priority p, > Pmaz(q) — 1 where
DPmaz(q) returns the maximum priority among the vertices in ¢. The priority
function in the MPG heuristic is p(v) = d(v, e) — 2 - cdeg(v).

Kumfert and Pothen [13] normalized the two criteria used in Sloan’s algo-
rithm with the objective of proposing the Normalized Sloan (NSloan) heuristic
[13]. These authors used the priority function p(v) = wy-d(v, e)—ws-|d(s,e)/m]-
(deg(v) +1).

Regarding Sloan’s [19], NSloan [13], and Sloan-MGPS [18] heuristics, this
paper established the two weights as described in the original papers. When the
authors suggested more than one pair of values in the original papers, exploratory
investigations were performed to determine the pair of values that obtains the
best profile results [10]. Thus, the two weights are assigned as wy; = 1 and wg = 2
for Sloan’s and Sloan-MGPS [18] heuristics, and as wy = 2 and we = 1 for the
NSloan heuristic [13].

In addition to the four low-cost heuristics for profile reductions selected from
reviews of the literature [9,10], this paper evaluates a modified MPG heuristic
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in this paper. The new heuristic for profile reduction is essentially a hybrid
of the MPG [16] and NSloan [13] heuristics. Specifically, the new heuristic is
based on the MPG heuristic [16] in conjunction with the normalized scheme
proposed by Kumfert and Pothen [13]. This heuristic uses the priority function
p(v) =d(v,e) —2- d(s,e)/rglea%[deg(v)] - (edeg(v)). This paper refer to this new

heuristic as the NMPG heuristic.

The Hu-Scott heuristic [12] is a multilevel algorithm that uses a maximal
independent vertex set for coarsening the adjacency graph of the matrix and
Sloan-MGPS heuristic [18] on the coarsest graph. This paper also analyzes the
results yielded by the state-of-the-art metaheuristic algorithm for profile reduc-
tion [17] against five low-cost heuristics. The MSA-VNS heuristic is a hybrid
algorithm based on the multi-start simulated annealing (MSA) algorithm along
with the Variable Neighborhood Search (VNS) metaheuristic [17].

3 Description of the Tests

This paper divides the experiments into two main parts. The first part of the
experiments compares the results of five low-cost heuristics for profile reduc-
tions with the results obtained by the MSA-VNS heuristic [17]. Palubeckis [17]
compared the results of his heuristic with the results of the previous state-of-the-
art metaheuristic algorithms for profile reduction when applied to two groups of
matrices: 38 (ranging from 24 to 292 vertices) and 39 matrices (ranging from 307
to 2,680 vertices). The SuiteSparse matrix collection [5] contains these matrices.
Since the matrices of the first group are too small for today’s standards, this
paper uses the 39 matrices of the second group to compare the six heuristics
evaluated in this computational experiment.

Palubeckis [17] implemented his heuristic in the C++ programming language,
and performed his experiments on a workstation containing an Intel® Core™
2 Duo CPU running at 3.0 GHz. To provide a reasonable comparison of the
running times, we performed the executions of the five low-cost heuristics for
profile reductions evaluated here on a workstation containing an Intel Core™ 2
Duo CPU running at 2.3 GHz (Intel; Santa Clara, CA, United States). Although
the profile reduction heuristics evaluated here are deterministic algorithms, 10
serial runs for each matrix were carried out to obtain average results to mitigate
possible interferences in the execution costs.

This appraisal also employs the C++ programming language to implement
five low-cost heuristics for profile reduction (Sloan’s, MPG, NSloan, Sloan-
MGPS, and NMPG heuristics). The implementations of these five heuristics
for profile reductions appraised here employ binary heaps to code the priority
queues (although the original Sloan’s algorithm [19] used a linked list to code
it). A previous publication [10] shows the testing and calibration performed to
compare the implementations with the ones used by the original proposers of the
four low-cost heuristics (Sloan’s [19], MPG [16], NSloan [13], and Sloan-MGPS
[18]) to ensure that the codes employed here were comparable to the formerly
proposed algorithms.
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A second part of the experiments uses 15 real symmetric matrices contained
in the SuiteSparse matrix collection [5]. We also used the Hu-Scott heuristic [12],
namely the MC73 routine, contained in the HSL [20], in this experiment. We
employed the Fortran programming language to use this routine. The worksta-
tions used in the execution of the simulations with these 15 matrices contained
an Intel® Core™ i7-4770 (CPU 3.40 GHz, 8 MB Cache, 8 GB of main memory
DDR3 1.333 GHz) (Intel; Santa Clara, CA, United States). We performed three
sequential runs for each large-scale matrix. The profile reduction depends on the
choice of the initial ordering, and this paper considers the original ordering given
in the instance contained in the SuiteSparse matrix collection [5].

4 Results and Analysis

The first part of the experiments (in Sect.4.1) compares the profile results of
five low-cost heuristics (Sloan’s, MPG, NSloan, Sloan-MGPS, and NMPG) with
the results of the state-of-the-art metaheuristic algorithm for profile reduction
(i.e., the MSA-VNS heuristic [17]) when applied to instances ranging from 307
to 2,680 vertices. These experiments show that the MSA-VNS heuristic yields
better profile results than the five other heuristics evaluated do, at much higher
execution costs. Thus, the second part of the experiments (in Sect.4.2) shows
the results of six low-cost heuristics for profile reductions (i.e., including the Hu-
Scott heuristic) when applied to 15 instances ranging from 19,994 to 1,228,045
vertices [up to 47,851,783 edges (or nonzero coefficients)].

4.1 Comparison of the Results Obtained Using State-of-the-Art
Metaheuristic Algorithm Against Five Low-Cost Heuristics

Tables1 and 2 show the characteristics of the instance (name, size, original
profile (profileg)) and the average values of profile obtained when using six
heuristics applied to reduce the profile of 39 small matrices. Figure 1 shows that
the MSA-VNS heuristic [17] obtains better profile reductions than the five other
heuristics evaluated do in this computational experiment. The figure shows that
the MSA-VNS heuristic achieves much higher profile rate reduction than the five
other heuristics included in this appraisal when applied to some instances (e.g.,
cand45, besstk20, can634, dwt869). Additionally, the MSA-VNS heuristic [17]
reduced the profile of the gr-30_30 and instances nos3, whereas, in general, the
five other low-cost heuristics increased the profiles of these two instances. On
the other hand, Fig. 1 shows that in general the profile rate reduction obtained
by the six heuristics evaluated are similar.

Figure2 (in line charts for clarity) shows that the executions costs of the
MSA-VNS heuristic is much higher than the five other heuristics for profile reduc-
tion evaluated here. The experiments conducted here reveal that the MSA-VNS
heuristic [17] achieved its results with a higher processing cost of at least seven
magnitudes in relation to the five other heuristics evaluated. For example, Sloan’s
[19], NSloan [13], Sloan-MGPS [18], MPG [16], and NMPG heuristics computed
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Table 1. Results of six heuristics applied to reduce the profile of 26 instances contained
in the SuiteSparse matrix collection [5]. Palubeckis [17] obtained the results of the MSA-
VNS heuristic (times in seconds) in simulations performed on an Intel® Core™ 2 Duo
running at 3.0 GHz [17]. The five other heuristics (times in milliseconds) were executed
on a machine containing an Intel® Core™ 2 Duo running at 2.3 GHz. (Continued on

Table 2.)
Matrix Result profileg | MSA- SLOAN- MPG SLOAN NSLOAN NMPG
/size VNS (s) | MGPS (ms) | (ms) (ms) (ms) (ms)
dwt307 profile 7825 6172 6842 6883 6813 6842 6883
time (s) 307 266.2 0.017 0.042 0.004 0.011 0.044
dwt310 profile 2696 2630 2661 2657 2658 2641 2666
time (s) 310 42.5 0.009 0.037 0.004 0.006 0.039
dwt346 profile 8708 5788 6214 6189 6191 6214 6189
time (s) 346 272.5 0.019 0.056 0.006 0.012 0.059
dwt361 profile 5084 4631 4706 4755 4699 4706 4758
time (s) 361 181.3 0.012 0.038 0.004 0.008 0.040
plat362 profile 45261 8206 8517 8517 8511 8517 8517
time (s) 362 276.8 0.019 0.071 0.006 0.012 0.076
1shp406 profile 13224 5955 6282 6203.2 6260 6194 6191
time (s) 406 114.7 0.017 0.055 0.005 0.011 0.058
dwt419 profile 39726 6073 6794 6714 6836 6794 6714
time (s) 408 268.3 0.044 0.096 0.008 0.028 0.102
besstk06 | profile 14691 12829 13771 13870 13691 13771 13870
time (s) 419 270.6 0.019 0.068 0.006 0.012 0.071
bespwr05 | profile 36248 2608 3849 4414 4095 3862 4803
time (s) 420 272.4 0.024 0.090 0.007 0.015 0.098
can445 profile 22321 14199 18035 16511 17295 18035 16511
time (s) 443 276.5 0.016 0.052 0.006 0.011 0.051
nosb profile 27286 19896 20447 20494 20549 20447 20494
time (s) 445 275.7 0.050 0.083 0.009 0.031 0.087
besstk20 | profile 4309 2602 3242 3124 3248 3177 3123
time (s) 485 291.1 0.013 0.066 0.007 0.008 0.067
dwt492 profile 33790 2805 2866 2958 2856 2861 2938
time (s) 492 269.1 0.014 0.067 0.007 0.009 0.067
494bus profile 40975 2592 4327 4738 4486 3882 4667
time (s) 494 287.5 0.017 0.046 0.005 0.010 0.045
dwt503 profile 35914 11428 14259 14164 13608 14259 14164
time (s) 503 753.7 0.035 0.081 0.008 0.022 0.087
dwt512 profile 6018 3820 4150 4167 4322 4150 4169
time (s) 512 696 0.022 0.085 0.011 0.013 0.088
1shp577 profile 22816 10035 10625 10499 10607 10488 10469
time (s) 577 457.8 0.028 0.078 0.007 0.018 0.082
dwt592 profile 28805 8816 9697 9580 9871 9177 9437
time (s) 592 576.7 0.027 0.074 0.008 0.017 0.078
dwt607 profile 30008 12431 13856 14470 13825 13856 14470
time (s) 607 739.9 0.042 0.114 0.012 0.026 0.119
can634 profile 68586 25170 38033 33896 34609 38033 33896
time (s) 634 767.1 0.099 0.122 0.014 0.062 0.129
662bus profile 45165 5994 9180 10023 9701 8587.1 10339
time (s) 662 762.4 0.032 0.075 0.006 0.021 0.071
nos6 profile 16229 9095 9095.000 9095.000 9095.000 9095.000 9095
time (s) 675 600.2 0.024 0.060 0.006 0.015 0.063
685bus profile 28621 5993 8547.700 9674.000 8560.000 8912.000 8716
time (s) 685 769.9 0.028 0.078 0.008 0.020 0.076
can715 profile 72423 20280 30423.000 29810.000 | 30695.000 | 30423.000 | 29810
time (s) 715 1697.1 0.078 0.115 0.011 0.049 0.122
nos7 profile 53144 34110 34698.000 35202.000 | 34473.000 | 34690.000 | 35321
time (s) 729 1380.7 0.084 0.127 0.011 0.052 0.132
dwt758 profile 23113 6364 6967.000 6534.000 6983.000 6490.000 6535
time (s) 758 1528.1 0.023 0.090 0.010 0.015 0.095
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Table 2. Results of six heuristics applied to reduce the profile of 13 instances contained
in the SuiteSparse matrix collection. Palubeckis [17] obtained the results of the MSA-
VNS heuristic (times in seconds) in simulations performed on an Intel® Core™ 2 Duo
running at 3.0 GHz [17]. The five other heuristics (times in milliseconds) were executed
on a machine containing an Intel® Core™ 2 Duo running at 2.3 GHz. (Continued from

Table 1.)
Matrix Result | profileg MSA- SLOAN- MPG SLOAN NSLOAN | NMPG
/size VNS (s) | MGPS (ms) | (ms) (ms) (ms) (ms)
1shp778 | profile 36284 15652 16630.000 16424.000 | 16592.000 | 16399.000 | 16373
time (s) 778 1364.3 0.046 0.118 0.009 0.027 0.123
besstk19 | profile 74051 7240 8613.000 8450.000 | 9250.000 | 20837.000 | 22146
time (s) 817 1651.8 0.024 0.126 0.011 0.042 0.122
dwt869 profile 19528 11806 14672.000 14493.000 | 14918.000 | 14916.000 | 15521
time (s) 869 1609 0.040 0.100 0.011 0.027 0.106
dwt878 profile 26055 16903 18967.000 18227.000 | 18783.000 | 19522.000 | 18237
time (s) 878 1606.3 0.047 0.095 0.011 0.032 0.100
gr-30_30 | profile 26970 23836 28764.000 26970.000 | 28664.000 | 26538.000 | 26970
time (s) 900 1616.5 0.070 0.098 0.012 0.041 0.104
dwt918 | profile 108355 15007 16332.000 15768.000 | 16852.000 | 17754.000 | 19199
time (s) 918 1734.3 0.046 0.144 0.015 0.032 0.147
nos2 profile 3180 1907 1907.000 1910.000 1907.000 1907.000 1910
time (s) 957 1783.7 0.017 0.095 0.011 0.011 0.099
nos3 profile 39101 35916 39673.000 40195.000 | 39457.000 | 39673.000 | 40195
time (s) 960 1739.4 0.067 0.216 0.021 0.042 0.231
dwt992 | profile | 262306 31620 33013.200 33376.000 | 32960.000 | 33012.000 | 33376
time (s) 992 1678.4 0.053 0.193 0.017 0.034 0.208
dwt1005 | profile 121070 29631 33980.000 33413.000 | 33737.000 | 33980.000 | 33413
time (s) 1005 1694.4 0.094 0.162 0.016 0.058 0.171
dwt1007 | profile 25786 18880 22852.000 21321.900 | 22882.000 | 20184.000 | 21424
time (s) 1007 1613.5 0.060 0.114 0.015 0.034 0.121
dwt1242 | profile 110188 31756 35611.000 36102.000 | 36377.000 | 33937.000 | 39951
time (s) 1242 1727.9 0.090 0.167 0.016 0.056 0.166
dwt2680 | profile 587863 82575 87621.000 88130.000 | 87242.000 | 90123.000 | 91656
time (s) 2680 3221.4 0.230 0.389 0.041 0.164 0.406
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Fig. 1. Results of six heuristics applied to reduce the profile of 39 instances contained
in the SuiteSparse matrix collection [5].
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the instance dwt2680 (i.e., the largest instance contained in this dataset) in 0.04,
0.16, 0.23, 0.39, and 0.41 ms (in simulations performed on an Intel® Core™ 2
Duo running at 2.3 GHz), respectively, whereas the MSA-VNS heuristic com-
puted this instance in more than 3221s (in simulations performed on an Intel®
Core™ 2 Duo running at 3.0 GHz). As an example, Sloan’s heuristic [19] com-
putes an instance composed of 1,228,045 vertices in two seconds.
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Fig. 2. Execution times of six heuristics applied to reduce the profile of 39 instances
contained in the SuiteSparse matrix collection. Palubeckis [17] obtained the results of
the MSA-VNS heuristic (times in seconds (s)) in simulations performed on an Intel®
Core™ 2 Duo running at 3.0 GHz [17]. The simulations with the five other heuristics
(times in milliseconds (msecs)) were performed on an Intel® Core™ 2 Duo running
at 2.3 GHz.

On 34 of the 39 matrices contained in the dataset used here, the MSA-VNS
heuristic [17] delivers smaller profiles than any other previously known profile
reduction algorithm does. While this result is impressive, the MSA-VNS heuristic
is very slow, taking approximately 2n? milliseconds for a matrix of order n. It is
not practical for larger instances.

The quality and time of the MSA-VNS algorithm may depend on the setting
of its parameters. However, we considered the results provided by its original
publication [17], which are expected to have the best parameters. Since low-cost
heuristics for profile reductions [10] yield in general reasonable profile results at
much lower costs than the state-of-the-art metaheuristic algorithm for profile
reduction [17], Sect.4.2 concentrates on evaluating six low-cost heuristics for
profile reductions when applied to larger matrices (up to 1,228,045 vertices).

4.2 Results of Six Low-Cost Heuristics for Profile Reductions

This section describes the results of six low-cost heuristics for profile reduc-
tions applied to a dataset comprised of 15 symmetric matrices contained in the
SuiteSparse matrix collection. Table3 shows the matrix’s name and size, the
value of the initial profile of the instance (profiley), and the average values of
profile obtained when using each heuristic. The same table also highlights the
best profile results.

Table 3 shows that the Hu-Scott heuristic yielded the highest number of best
profile results when applied to symmetric instances originating from thermal (in
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Table 3. Results of six heuristics applied to reduce the profile of 15 symmetric matri-
ces contained in the SuiteSparse matrix collection [5] originating from thermal (four
matrices) and model reduction (11 matrices) problems.

matrix size profileg Hu-Scott NMPG MPG NSloan Sloan-MGPS Sloan
thermal2 |1,228,045|53,657,335,080] 587,662,601| 586,063,633| 584,643,264| 587,246,981| 609,179,419] 593,981,740

":ﬁ:;"ZUM 204,316(10,671,293,780| 28,549,159 30,796,587| 30,825,327| 30,939,618| 32,276,780 31,984,980
Tr::j:]:”;?(' 102,158| 2,667,823,445/ 13,477,995 15,346,513 15,412,663 15,446,340 16,109,532 16,021,130
":ZC“;’”T"K 102,158| 2,667,823,445/ 13,372,590| 15,398,294 15,504,258 15,493,278/ 16,109,532 15,906,569
Nr. best results 0 3 0 T 0 0 0

bone010 | 986,703| 8,846,266,758| 187,580,850]1,471,105,079]2,231,282,192|1,282,743,704|1,687,120,778|1,571,237,233
boneS10 | 914,898| 6,345,023,025(2,147,483,647|3,742,417,527|3,742,417,527|3,823,790,163[3,952,972,833|3,890,992,689)
boneS01 | 127,224] 331,330,356 245,645,028] 320,120,227 302,253,322 330,301,515] 320,695,5696] 308,162,745
filtlersD | 106,437] 260,719,523| 68,760,290 86,376,100] 87,199,353| 95,192,166] 98,931,960 97,975,438
rail_79841| 79,841] 551,148,483 11,968,229 8,010,016] 12,851,179 0,830,023 14,398,928 13,732,868

t3dh 79,171] _250,243,367] 154,218,807 160,795,113 158,470,211] 160,944,302] 164,226,809 160,693,484
gas-sensor| 66,917 69,301,231 63,046,780] 65,044,792 72,856,073 68,858,703 69,736,475 71,821,011
t3dl 20,360 14,726,265] 14,392,289] 14,146,144] 14,081,061| 44,263,732] 14,754,677 14,654,390
rail_20209] 20,209 60,032,258 1,295,632 1,172,744 1,744,663] 1,214,743 1,562,130) 1,632,081
LF10000 | 19,998 49,990 69,988 49,990 49,990 49,990 49,990 49,990
LFAT5000] 19,994 84,958 54,078 34,084 34,084 34,084 34,084 34,084
Nr. best results 1 6 4 3 2 2 2

three instances) and model reduction (in six instances) problems. On the other
hand, the same table shows that the MPG heuristic delivered the best profile
result when applied to the highest matrix (thermal2) used in this study.

Figure 3 (in line charts for clarity) shows the execution times of the six low-
cost heuristics for profile reductions evaluated. The Sloan and NSloan heuristics
obtained lower execution times than the four other heuristics evaluated. On
average, the Hu-Scott, NMPG, and MPG heuristics obtained similar execution
times.
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Fig. 3. Execution times (in seconds) of six heuristics for profile reductions in simula-
tions using 15 symmetric instances contained in the SuiteSparse matrix collection.

5 Conclusions

This computational experiment evaluated five existing low-cost heuristics for
profile reduction (variants of Sloan’s algorithm [19]) along with a new hybrid
heuristic based on the MPG [16] and NSloan [13] heuristics, termed NMPG
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heuristic. This computational experiment also compared the results provided by
a metaheuristic algorithm based on simulated annealing and variable neighbor-
hood search metaheuristics [17] with low-cost heuristics for profile reduction.
As expected, the simulations conducted in this paper show that the state-of-
the-art metaheuristic algorithm for profile reduction [17] reaches better profile
results than low-cost heuristics do at much higher execution costs. Currently, no
metaheuristic-based heuristic for profile reduction exists in the literature that
can successfully reduce the profile of large-scale matrices at a reasonable amount
of time. In this field, scientific and engineering applications apply low-cost heuris-
tics for profile reductions when the computational time is a critical subject. Con-
sequently, in the case of instances of rather large dimensions, a practical option
is to use low-cost heuristics for obtaining satisfactory-quality solutions for prob-
lem instances defined by such matrices. The experiments conducted here were
carried out on several matrices arising from different application domains. The
results show that the metaheuristic algorithm provides better profile results, but
takes a lot more time than graph-theoretic heuristics for profile reduction.

This paper also applied six low-cost heuristics to 15 matrices arising from
thermal and model reduction problems. Numerical experiments show that the
NMPG heuristic provides, in general, further worthwhile gains when compared
with classical heuristics in this field (Sloan’s [19], MPG [16], NSloan [13], Sloan-
MGPS [18]). However, the NMPG heuristic for profile reduction did not perform
better than Hu-Scott heuristic did when applied to matrices arising from the
application domains used here.

The next step in this work is to evaluate low-cost heuristics for profile reduc-
tions implemented using parallel libraries (e.g., OpenMP, Galois, and Message
Passing Interface systems) and in GPU-accelerated computing. Similarly, regard-
ing massively parallel computing, an evaluation of these heuristics implemented
within the Intel® Math Kernel Library running on Intel® Xeon® Many Inte-
grated Core Architecture and Scalable processors is another future step of this
investigation.
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Abstract. The paper investigates the computational features of the
method of initial functions. Its idea is to express the components of the
stress and strain state of an elastic body through initial functions defined
on the initial line (a 2D problem) or surface (a 3D problem). A solution
by the method of initial functions for a linear-elastic orthotropic rect-
angle under plane deformation is constructed. Its implementation when
initial functions are represented by trigonometric functions is given. The
influence of the value of a load harmonic on stable computations is stud-
ied on the example of bending of a free-supported rectangle of average
thickness under the normal load specified on its upper boundary face.
The causes of computational instability of the algorithm of the method
of initial functions are found out. A modified algorithm is presented
to increase twice the limit value of the “stable” harmonic. It is noted
that calculations with a long mantissa should be cardinally performed
to solve the problem of unstable computations. The results of compu-
tational experiments to determine the maximum harmonics for stable
calculations of orthotropic rectangle depending on its relative thickness
and mantissa length are presented. Implementation of the algorithm of
the initial function method and calculations are performed using the
system of analytical calculations Maple.

Keywords: Computational instability + Method of initial functions -
Orthotropic solid

1 Introduction

Currently, computational methods of mechanics are the main tool for modeling
the behavior of a complex mechanical system. Analytical approaches make it
possible to obtain solutions as the expansion in series of functions most often for
constructions of a simple configuration: a rectangle, a circle, a parallelepiped,
a sphere, etc. For verification of numerical solutions to have such analytical
solutions even for bodies of simple configuration, but made of materials with
complex physicomechanical properties, is a good deal. Finding such solutions
requires not only a high mathematical culture, but sometimes even a simple
guess about the type of solution. However, for some types of configurations,
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there is a universal algorithm for constructing an analytical solution in the form
of trigonometric series — a method of initial functions (MIF).

The history of this method begins with the work of Lur’e [1], in which he pro-
posed a symbolic way of recording the solution of a system of partial differential
equations in displacements of the elasticity theory. The essence of his approach
was that the system of partial differential equations was considered as a system
of ordinary differential equations with respect to one of the variables, and the
differentiation operators with respect to other variables were simply considered
as some symbolic parameters. The solution of this system was obtained as a lin-
ear combination of the unknown functions and their derivatives, defined on the
initial plane z = 0, using singular operators in other variables. In his next works
[2,3], using the solution obtained, he solves the problem of an infinite isotropic
layer loaded on the two bounding surfaces z = const, connecting the unknown
displacements and their derivatives on the initial plane with the loads specified
on these surfaces.

This approach to constructing a solution was not yet the method of initial
functions. The latter was born in the work of Vlasov [4], in which he, using
the symbolic method of recording the solution of A.I. Lur’e, proposed a method
for constructing the solution of the mixed equations of elasticity theory directly

through the components of the stress-strain state defined on the initial plane:
0 0 .0

displacements ug, vg, wo and stresses o, 7,., 7,,. In the matrix-operator form,
this solution can be written as:
_ 0
U=LU".

Here U = {u,v,w,0;, Ty, Taz, 0z, 0y, Ty } 1S & vector of the stress-strain state
components of the layer, U° = {ug,vg,wo,0?, 7827 79 1 is a vector of initial
functions defined on the initial plane z = 0 and L is a matrix of operators of the
method of initial functions. In the literature it is called the basic relation of the
method of initial functions.

After the works of Vlasov [5,6] the method of initial functions becomes very
popular among a large community of scientists. The basic relations of the method
of initial functions was obtained for the plane problem of elasticity theory in a
rectangular orthogonal coordinate system [7-10], for the axisymmetric problem
of elasticity theory in a cylindrical orthogonal coordinate system for both an
isotropic continuum and an orthotropic one [11-14]. The problems of bending
multilayer and layered systems with isotropic and orthotropic layers was solved
[15-19]. The method of initial functions was useful in the construction of refined
theories of bending of high beams and thick plates [20,21].

The method of initial functions is a universal method for constructing a
solution in any canonical region of the corresponding coordinate system. The
implementation of the method by trigonometric series can be carried out only in
the form of a computer program. However, in this connection, it should be noted
that one feature of the solutions obtained by the method of initial functions is
their computational instability. To achieve satisfactory accuracy for practice, it
is sometimes necessary to keep members with large harmonics in rows. But the
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calculations by the initial function method at the same time can be performed
with a large error. It depends on the geometric parameters of the calculated area,
for example, the ratio of the sides of the rectangle or parallelepiped, and physi-
comechanical characteristics of the material. The natural way to eliminate the
computational instability of an algorithm is to perform calculations with long
mantissa. The then level of development of both computer technology and pro-
gramming environments did not allow to overcome this drawback of the initial
method functions, which did not allow it to establish itself widely in computa-
tional practice. But attempts to develop stable algorithms were made [22].

Modern computer technology with its high performance and new program-
ming systems, which make it easy to go to calculations with different mantissa
lengths (Maple, Python, Mathematica), makes it possible to implement com-
putational stable algorithm of the initial function method. In this paper the
results of the study of computational stability of the initial functions method
based on the implementation of the algorithm of the method of initial functions
in the system of analytical calculations Maple are presented. All computational
experiments were performed on the example of the analysis of an orthotropic
free-supported rectangle.

2 Theoretical Model

Let’s consider a linearly elastic orthotropic rectangle in Cartesian orthogonal
coordinate system Ozy under plane deformation (see Fig.1). On the initial line

(z = 0) the loads of = gsin(py), 72, =0, p= % (m is an integer, a harmonic
of the load) are specified.

mlx%

X

Fig. 1. A design scheme of an orthotropic rectangle.

In the case of plane deformation the equilibrium equations in displacements
for an orthotropic body in a Cartesian orthogonal coordinate system Ozxy in the
absence of mass forces in the operator form can be written as

(A1102 + A6,68§) w(z,y)+ (A2 + As ) 0.0yv (z,y) =0, (1)
(A12 + Ag6) 0:0yu (v, y) + (AG,Gag% + A2,23§) v(x,y) =0.
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Here u (z,y),v (z,y) are the displacements along the axis Oz and Oy respec-
tively, A;; are elastic constants of the material and symbols J, and 9, are
differential operators with respect to the variables x and y.

According to the algorithm of the MIF the Eq. (1) are considered as ordinary
differential equations with respect to the variable x while the differential operator
0y is assumed to be a symbolic parameter. The solution of the system of these
equations is searched in the form of linear combinations of the displacements and
the normal and tangential stresses defined on the initial line z = 0 (so called
initial functions)

u(x,y) = L11(9y, x) u® (y) + L12(dy, x) v° (y) +
+ L1,3(9y, ) 0° (y) + L1,4(9y, 2) 72, (y) , @)
v(x,y) = L2,1(9y, ©) u® (y) + L2,2(9y, ) v° (y) +

) ol

+L23(ay,x (y) + Lo,a(8y,x) 70, ().

Here L;;(0y, x) (i ( =1, 2 J
operators) and u° (y), v° (y
functions.

Substitution (2) to (1) makes it possible to obtain the four systems of two
ordinary differential equations for determining the unknown operator-functions

Lij(0y, x)

1, .. ,4) are unknown operator-functions (the MIF
), 02 (y), 7oy (y) are independent and arbitrary initial

d? d
<A1 153 + Ag 60 ) Li;+ (A1 2+ Ass) Oy i —Lg; =0,
d 5 d2 (3)
(A1,2 + AG’G) (9 d LLJ <A2’28y + A6’6d1;2) L2,j = O7 j = 1, e 74.

To solve the systems (3) requires to know the initial values of the MIF operators:
their values and the values of their first derivatives at the point x = 0. Assuming
in the representation (2) x = 0 the values of the operators on the initial line are
easily obtained

Lij(0)=06 (i=1,2,j=1,...,4). (4)

n (4) 6/ is the Kronecker delta.
To get the values for derivatives with respect to the variable x we use the
Hooke’s generalized law
0p = A1 164 + Aq 26y,
Toy = 46,6y, (5)
oy = Al’gEa; + A2’25y

and the Cauchy relations

Ex = iu

e =
Ex = 8?47)7 (6)
Exy = 7V + 8yu

dx
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Substitution (6) into (5) gives the representation of the stress components
through the displacements

d
Oy = Al,l %U + ALgayv,

d
Toy = Ap.6—0 + Ag 60yu, (7)
x

Oy = ALQ %U + AQ,QayU.

Evaluating first two equations in (7) at = 0 and taking into account the
representations (2) the required values of derivatives of the MIF operators are
obtained as

dLl,l dLLQ 7& dLLg L dL1,4 —0
dzx 2=0 o dzx 2=0 o Al,l v dzr 2=0 - Al,l’ dr 2=0 S
(8)
dLoy| . dLas| - dLag o, AL2a 1
dr |,_, v dx =0 Todr |, ) dx =0 N Asg

The solution of the systems (3) with initial values (4) and (8) gives the
following values of the MIF operator-functions L; ; (i =1,2, j =1,....4)

L= [(—A1’1A272 + Ai2 + A12466 + A1,1A6,6a%) cos (v Oyx)
+ (A1,1A272 - AiQ — A1 2466 — A1,1A676a§) cos (agﬁyx)] /d,
Lio=Asp [ag (—A272 — Amaf) sin (o1 0y x)
+ay (Azp + A1 203) sin (a20,)] /d,
L3 = [042 (—A272 + As,gozf) sin (o1 0y )
+ay (Agp — Agg03) sin (azdy )] /(9ya1aad),
L1y = (A2 + Ag6) [cos (nDyx) — cos (adyx)] /(9yd), (9)
Loy = As [ag (—A12— Al’laf) sin (o1 0y x)
+aq (Ar2 + Alwlag) sin (agay:ﬂ)} /(a1aad),
Loo = A [(ALQ + Al,la%) cos (a10yx) +(—A1,2 — Al’lag) cos (agayx)] /d,
Loz = (A2 + As ) [cos (a1 0yx) — cos (aa0yx)] /(Dyd),
Loy = [as (—Age + A1,107) sin (a1 0, x)
+oq (AG,G - Al,la%) sin (agay:v)} /(Oyaiaad).

2 2
Here o = A, Qo = d4 s d = \/d% —4d0d4, do = A272A676,
V do —d V do +d

dy = A11A22 — 2412466 — A12°, dy = A1 1466

Now the operator representations (2) of the displacements with the operators
(9) are fully defined. To use them for analysing elastic structures the type of
initial functions should be specified and then the results of the impact of the
MIF operator-functions on them should be calculated.
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Let the initial functions are chosen as trigonometric functions u’ =

@’ sin (py), v° = % cos (py), of = Ty sin(py), 7y, = Ty, cos (py), p = mm/A
and the overlined coefficients are real constants. It should define how the MIF

operator-functions impact on the corresponding trigonometric functions:

(Lina (9y,x))sin (py) , (Li2 (y, x)) cos (py) , (Li,3 (Oy, ) sin (py) ,
(L;,a (0y,x)) cos (py), i=1,2.

0

To determine the result of impacting of the MIF operator on any function this
operator should be expanded in the power series. Each member of these series will
contain integer power of the symbol 9,. Then it should perform a differentiation
operation on the variable y of the function so many times what is the degree
of the symbol 0,. Let’s show how an operator sin (ady,x) impacts the function

sin (py):

o (—1V(ad.z)2
(sin (00,0 s () = | 5 %) sin (p3)
& (=1)'(ax)® " d®* L sin (py)

) (2i+1)! dy?i 1

o (—1) ()2t i
CUO2) 7 )24 cos (py)

=¥

& (2i41)!

s (1) (apr)
= ‘:Zo (1)(22(_:91))' cos (py) = sinh (apz) cos (py) -

Using this technique, the results of the impact of all transcendental operators
on the trigonometric functions that compose the MIF operators are presented
below

sin (adyz) (sin(py)) = sinh (apy) cos(py),
sin (adyx) (cos(py)) = — sinh (apy) sin(py),

0y sin (adyx) (sin(py)) = —psinh (apz) sin(py),
9y sin (adyz) (cos(py)) = —psinh (apz) cos(py),

sin (adyx) sinh (apz)

o (sin(py)) = » sin(py),
% (cos(py)) = = ;apx) cospy):

cos (adyx) (sin(py)) = cosh (apzx) sin(py),
cos (adyx) (cos(py)) = cosh (apx) cos(py),
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0y cos (adyx) (sin(py)) = p cosh (apx) cos(py),
0y cos (adyx) (cos(py)) = —p cosh (apz) sin(py).

After evaluating the impact of the MIF operators on the corresponding
trigonometric functions the displacements v and v will be obtained as expres-
sions depending on hyperbolic functions. Using the Cauchy relations (6), the
stress components will be also expressed through initial functions. Finally the
MIF solution can be written in the matrix form as

U=TLU . (10)

In (10) U = {u, v, 04,0y, Tsy } is the vector of the stress-strain state (SSS) com-
ponents, U = {EO,EO,ES;,?gy} is the vector of the coefficients of the initial
functions, T = [sin(py), cos(py), sin(py), sin(py), cos(py)| is a diagonal matrix
of dimensions (5 x 5) and L is a matrix of dimensions (5 x 4) with following
elements:

Lig=Lss=[(Ai1dsen® — A1 Az + Ay 0%+ Aj,2A6,6) cosh (o px)
+ (_A1,1A6,6a22 + A1 A0 — 141,22 - A1,2A6,6) cosh (Ozsz)] /d,

Lig=—Lig=—Agsp [az (—A1201% — Az ) sinh (a1 pz)
+ a1 (A1200% 4+ As2) sinh (agpz)] / (a102d)

L173 = [a2 (A676CV12 — A212) sinh (alpx)
+ o (_AG’GCYQQ + Ag,g) sinh (agpx)] / (a1cad)

Li4=—Los=[(A12+ Ase) (cosh (a1px) — cosh (aapz))] / (pd),

Loy = —Lya = Age [az (—A1,100% — Ay 2) sinh (a1 pz)
+ a1 (A100% 4 Ay 2) sinh (agpz)] / (a102d)

Loo=Lys= Ass [(A1,16¥12 + A1,2) cosh (a1pr)
+ (—Amozg2 — Al,g) cosh (agpx)] /d,

L2,4 - [O[Q (A1710412 — AG,G) sinh (ozlpx)
+ oy (—ALlO{QQ + AG,G) sinh (OZQ]DZL'):I / (Cle[Qd) s
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L3,1 =P {042 [—A1,22A6,6 + a12 (A1,12A2,2 - 141,1141,22 - 2A1,1A1,2A6,6) -

+ a14A1,12A6,6] sinh (alpx)
+aq [A1,22A6,6 + ap? (—A1,12A2,2 + A1 A7 2 A11A1246)

+ 0424A1,12A676] sinh (agpx)} / (ayaad)

Lso=—L41 = —pless (—A171A272 + A1722) (cosh (a1 px) — cosh (aapz)) /d,

Lyo= *pA6,62 [012 (*141,10414 — 24 00¢4% — A2,2) sinh (a1 px)
+aoq (A171a24 +2 A1’2a22 + AQ’Q) sinh (asz)] / (alagd) R

Ls1 = —p{az[-A12422466
+ a1? (A11A1 2450 — A1 Az 2466 — Ap® — A1,22A6,6)
— A1,1A1,2A676a14] sinh (aqpx)
+ o [A1,2A2,2A6,6 + ag? (—A1,1A1,2A2,2 + A1 A20466 + 141,23 + A1,22A6,6)
+A1,141,246,602% | sinh (aopz) } / (a102d)
Ls o= —pAss (AMAQQ — A1’22) (oq2 cosh (a1px) — az? cosh (agpx)) /d,

L573 = AG,G ((Al,galg + Ag,g) cosh (alp:v) + (—A1720422 — A2’2) cosh (OZprL')) /d,

Lsg=—[ao (—A2 2466+ (A1 42, — Ay 9% — A1 ,2A6,6) o1?) sinh (a1 pz)
+ a1 (A22466 + (—A11 422 + Ay 9% + A1,246,6) a2?) sinh (agpz)] / (a102d) .

How to analyse the mechanical problem with the MIF solution (10)? Usually the
initial line is associated with one of the boundary line of a solid (see Fig.1). In
this case two of the initial functions become equal specified boundary conditions.
Two unknown initial functions can be found by satisfying boundary conditions
on the boundary line z = H. For this with the solution (10) the corresponding
SSS components are evaluated on this boundary and equate to the boundary
condition to get a system to find unknown initial functions. We will call this
technique the first MIF algorithm. In our problem two initial functions o, Tgy
are known. Two unknown initial functions can be found from the system

Ly (H)@’ + Ly 2 (H)0° = — (Ls 3(H)T, + Laa(H)Ty, ) ,
a’ 0 50 5 (11)
Ls 1 (H)u’ + Ls 2(H)T" = — (L573(H)am + L5’4(H)7my) )

Note that on the vertical lines y = 0, A of the rectangle the free support boundary
conditions are satisfied: u = 0, oy = 0.
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3 Investigation of the Solution and Discussion

Consider the behavior of the MIF solution (10) with increasing harmonic m of
normal load @ = gsin (mmy/A) on the upper boundary of the rectangle with
no load on the bottom boundary. Let the technical constants of the orthotropic
material are E, = 10, B, = 2510°, v, = 0.25, v, = (E,/E,) vyz, Goy = 510°
and the ratio of the width of the rectangle to its height is equal A/H = 4. The
elastic constants A, ; are expressed through the technical modules of elasticity
as Ay = T —— Fa ; Az = By s A = Petye _ _DyVay ;
— VgyVya 1—vyyvye 1 —vpyvye 1 —vyyvye

Agsp = Goy.

1.6 14 12 -1 -0.8 120, - 0.5

oo | —

I
1 .
— Al
4

— m=1 m:3—'—m:S""m:S(exact)] l—m=1 m:3—'—m:S""m:S(exact)]

(a) (b)

Fig. 2. Dimensionless shear stresses 7»y/q (a) in the cross section y = 0 and normal
stresses 0 /q (b) in the cross section y = A/2 across the plate thickness when calcu-
lating by the first MIF algorithm. (Color figure online)

The dimensionless shear stresses 7., /g (the cross section y = 0) and normal
stresses o, /q (b) (the cross section y = A/2) under three loads with harmonics
m = 1,3,5 are presented on the Fig. 2. Calculations have been performed with
double precision (16 decimal digits in the mantissa). The stresses under load
with a harmonic of m = 5 in the neighbourhood of the bottom boundary are
calculated with an error. This is evident for normal stress o, (the red dashdotted
line in the Fig.2b) which becomes negative in the lower part of the plate. For
shear stresses, this fact is not so obvious (see the red dashdotted line in the
Fig. 2a). To verify this, the Fig. 2 also presents a graph of the exact calculation of
the shear stress (see the black dotted line). Minor differences start at the middle
of the plate and reach the highest values at the lower boundary. With a further
increase in harmonics, the region of unstable calculation expands, starting ever
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closer to the upper boundary of the plate. In this case, the errors can reach
enormous values, reaching up to orders of tens.

What is the reason for such a behavior of our analytical solution (10)? The
answer lies in the structure of the solution. It is necessary to do the calculation
of the difference between two large quantities. The normal stress o, (z,y) is
calculated according to the MIF solution by the formula

_ . _ . /mmy
Oy (1'7y) = [Lg’l(l') uO + Lgﬁg(.’ﬂ) UO + L3’3((E) 0’2 + L474(£C) ?gy] sin (T) .
From the boundary conditions on the upper face of the rectangle, it is determined
that % = ¢ and ng = 0 and the values of the initial displacements %’ and 7"
can be found when solving the linear algebraic system (11). Thus, the formula
for calculating the normal stress o, (x,y) is transformed as

w) L (12)

0 (2,y) = [La1(2) @ + La2(x) 0" + L3 3(x) ¢ sin ( i

Consider computing with a mantissa length equal to 16 (double precision).
When m = 1 the displacements 7° = —1.333821951997764 10 %¢ and 2° =
—1.790251182184309 10~%¢, thus the formula (12) for evaluating the value of the
stress in the point (49H/50, A/2) gives following result

o, (49H /50, A/2) = —1.514358073839687 107 u° + 1.125694145232873 108 7"
— 0.11032109322631 q.

Overlined digits in decimal notation represent incorrect digits that were deter-
mined by comparison with the exact calculations made with the mantissa length
equal to 20. Taking into account the errors of the coefficients and the values of
the initial functions in the given formula, the theoretical absolute error of the
normal stress is expressed as

A=[107°10"%+10"10""] + [107°107% + 10%10~ %] + [107 '] = 107",

Here in square brackets are the absolute errors of three members of the sum in
(12). Substituting numerical values for u° and ©°¢ into the formula for o, we
get that the value of the normal stress is calculated as the difference

o, (49H /50, A/2) = (32.08618518321481 — 32.08457139048015) ¢
= 0.001613792731682q.

It should be seen that the absolute error is two orders of magnitude less than
theoretical one. This is a great result. But with increasing harmonics, the coef-
ficients in the formula and the initial functions themselves are calculated with a
large error, which leads to a catastrophic loss of accuracy. For m = 5 we have
the following results:
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Table 1. Limit values of harmonics for stable calculations depending on the geometric
dimensions of the orthotropic rectangle and the mantissa length for the first MIF
algorithm.

A/H | Mantissa length
16 24|32 40 48
10 14 122 |30 | 39 |47

6 8113 |18 23 |28
9112 15|18
2 21416, 719

o (49H /50, A/2) = —2.915263974948411 1017 0
( / 9
+2.041089167896948 1018 7Y — 4.109354721633858 10° q,

u® = —9.648117714642594 10~8¢,7° = —1.176697993193913 10~ 3¢,
A= [10°10% + 1077107 1] + [107107® + 10810~ ] + [1073] =107,

o, (49H /50, A/2) = (2.812680999955915 10'° — 2.812680999957558 10'°) ¢
— —0.76440418280285 10~ 1¢.

We see that there are no true digits in the obtained numerical value. Moreover,
even the sign is negative, which can not be from a physical point of view. Such
a behavior of the constructed solution is due to the fact that as the harmonic
increases, the values of the matrix components and the vector of the right-hand
side of the ill-conditioned linear system (11) begin to grow. The length of the
mantissa is not enough to accurately represent the integer part of a number of
large order. Increasing the length of the mantissa, the MIF solution allows to
obtain exact numerical values. The value of the “stable” mantissa depends on
material characteristics and the ratio of geometrical dimensions of the rectan-
gle. Table1 shows the “stable” mantissa values for the considered orthotropic
material.

A way to increase the harmonic of stable calculations with a given mantissa
can be offered. It is necessary to change the coordinate system by shifting the axis
Oy to a point located in the middle of the height of the rectangle. In this case,
the initial functions will no longer be equal to the given boundary conditions.
Four equations will be required to find all four unknown initial functions

L3 1(—H/2)H0 + L372(—H/2)50 + L373(—H/2)52 + L3,4(—H/2)72y = 0';,

Ly1(—H/2)@° + Lao(—H/2)0° + Ly s(—H/2)5% + Lya(—H/2)70, = 7.,
L3’1(H/2)ﬂ0 + L3}2(H/2>@0 + L3’3<H/2)Eg + L3’4(H/2) gy = 0‘+
Ly (H/2)u® + Lyo(H/2)0° + Las(H/2)7) + Laa(H/2)T), = 7.},
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Table 2. Limit values of harmonics for stable calculations depending on the geometric
dimensions of the orthotropic rectangle and the mantissa length for the second MIF
algorithm.

A/H | Mantissa length

16 24|32 40 48
10 2514561 |81 |91
6 15 |27 |37 |49 |59
4 917 |23 31|39
2 51 912|116 19

Here o, 7, are boundary conditions on the upper rectangle’s face and o, 7,
are ones on the lower rectangle’s face. We will call this algorithm the second
MIF algorithm. Figure 2 shows stable calculations up to the eleventh harmonic
(exclusively). We can also observe the difference in the calculated stresses (m =
11) with double precision (red dashdotted graphs) and exact results (black dotted

graphs).
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—— m=5 m:10—'—m:11""m:11(exacl)] l—m:5 m:10—'—m:11""m:11(exact)l
(a) (b)

Fig. 3. Dimensionless shear stresses 7qy/q (a) in the cross section y = 0 and normal
stresses 0 /q (b) in the cross section y = A/2 across the plate thickness when calcu-
lating by the second MIF algorithm.

This technique increases the limit value of the harmonic for the mantissa
length because the maximum value of the coordinate z is equal £H/2 (see
Table 2).
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4 Conclusion

We have seen that MIF solutions of bending problems of linear-elastic orthotropic
rectangular plates under boundary conditions in the form of trigonometric func-
tions have computational instability that does not allow them to be used directly
for loads represented by trigonometric series.

Computational experiments have shown that with the increase of the load
harmonic the computational instability of the algorithm of the method of initial
function begins to manifest itself. Starting with a certain harmonic number,
calculations of the stress-strain state components in the neighbourhood of the
lower face of the plate begin to be performed with a large error. This error
forms from errors in the determination of unknown initial functions solving an
ill-conditioned system of linear equations and errors in the representation of the
coefficients of this system and its right parts having an order greater than the
number of significant digits in the mantissa of the representation of real numbers.

This disadvantage of the method can be partially overcome by combining the
initial line with the median line of the rectangle. The limiting values of “stable”
harmonics are doubled, which is associated with a decrease in two times the
coordinate values of the boundary lines of the rectangle.

But this approach does not definitively solve the problem of instability of
computations. Radical results can be achieved by increasing the length of the
mantissa in the representation of real numbers. Of course, this is due both to time
costs and to the increase in the amount of RAM used. However, with the presence
of high-speed modern computers, as well as analytical computing systems (for
example, Maple) and programming languages (for example, Python) with the
possibility of a simple transition to calculations with a mantissa of arbitrary
length, these shortcomings do not seem to be so significant.

In conclusion, we note that the presented investigation of the stability of
the method of initial functions were used in computational algorithms based
on a common solution for an isotropic/orthotropic rectangle. This solution was
obtained by the superposition method as the sum of two (for the plane problem)
and three (for the spatial problem) solutions obtained by the method of initial
functions in each of the independent coordinates. With its help, the problems of
bending a grillage [23] and an isotropic/orthotropic rectangle [24] with arbitrary
boundary conditions on all their faces were investigated. For the plane problem of
the theory of elasticity, a method of analytical decomposition has been developed
on the basis of the general solution for analysing complex inhomogeneous elastic
systems [25].
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Abstract. Clustering data streams is an interesting and challenging
problem. Although several solutions have been proposed in the litera-
ture, some drawbacks remain. For instance, how to deal effectively with
the offline process for partitioning the micro-clusters into macro-clusters
is still an open problem. Typically, the k-means algorithm is considered
in this phase, which despite precise results, require a mandatory user-
defined parameter k, that defines the number of expected clusters. In
this paper, we propose a new clustering method for data stream, named
Prototype Networks. This method takes the complex network structure
to represent the set of micro-clusters. This approach has proven to be
advantageous mainly because these networks have an inherent commu-
nity structure. As a consequence, the offline phase might be easily han-
dled by a community detection algorithm, such as Infomap. The commu-
nities detected represents the cluster structure of the data assuming that
the network construction was designed for this purpose. Computer exper-
iments demonstrated the feasibility of the proposed approach. Moreover,
the proposed method can detect automatically the number of clusters
in evolving scenarios, which is a useful feature when dealing with data
streams with concept drift.

Keywords: Data streams - Clustering - Complex network

1 Introduction

Data streams are a concept of data in which elements are streamed live [2,6,13,
14,21,22]. Due to its live nature, the volume of data might overcome the compu-
tational resources making it difficult to apply traditional machine learning tech-
niques. Moreover, data patterns, such as clusters, can evolve through time, impos-
ing an additional challenge when dealing with data streams [15,18,19,24,27].
Similarly to traditional machine learning scenarios, several tasks can be per-
formed with data streams, such as data classification and data clustering [2,6].
Here we will focus on the data clustering problem, which might be roughly
defined as the problem of partitioning the samples into groups of similar objects.
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Several approaches have been proposed to deal with data clustering of data
streams [14,21]. A critical restriction imposed on data stream algorithms is the
one-pass constraint. It states that each sample must be analyzed only once by the
algorithm. To overcome this limitation, algorithms have employed the strategy
of dividing the task into two phases, named online and offline [1,4]. The online
phase, which is conditioned to the one-pass constraint, is responsible for summa-
rizing the incoming data. On the other hand, the offline one is accountable for
analyzing the summary provided by the online phase to extract the partitions
and detecting the changes into the data trend [2,3,6,29].

Considering the importance of the summary structure generated by the online
phase and taken into account by the second, here, we investigate an alternative
data representation via a complex network framework [11,12,20]. Explicitly, data
prototypes are modeled as nodes and their similarities encoded into the links of
the network. As a consequence, the generated network highlights the structure of
the micro-clusters and their relations encoded in a powerful relational structure,
a complex network.

A Complex Network posses many features that can be extracted from its
structure; among them, there is a topological feature known as community struc-
ture that divides the vertices into groups according to their links density. Thus,
these communities, once revealed by a community detection algorithm, might be
interpreted as a clusters partition if the creation and maintenance of the network
are designed for this purpose. In summary, we propose a clustering algorithm in
which the online phase is responsible for generating the network of prototypes,
or the summary of the samples, while the offline phase carries out the community
detection process, or the clustering partition.

Three experiments were performed. The first two evaluate the clustering
accuracy achieved by our approach, and the third one verifies whether the com-
munity structure of the network evolves revealing the natural cluster evolution
existent in the data flow. Results showed that the communities in the network
indeed follows the changes in the cluster pattern, demonstrating the capacity
of the method for detecting changes in the data flow, such as drifts. Although
revealing the evolution of the cluster structure on evolving data, our method
delivers a slightly lower accuracy in comparison to benchmark approaches, such
as the CluStream algorithm, which is still one of the drawbacks of our approach.

This paper is organized as follows. Section 2 presents the related work. Our
proposed algorithm, named Prototype Network, is presented in Sect. 3. Section 4
presents our experiments and results. Finally, in Sect.5, some conclusions are
discussed.

2 Related Work

Nowadays, data have been generated in large quantities and the significant tech-
nological advance of the last two decades is directly related to this phenomenon
[2,19,29,30]. Advances in hardware and software have allowed anyone to have
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access to some sort of data flow even on a large scale [7,29]. To cite a few
examples: social networks data, such as Facebook, Twitter, Waze, Uber, Google
Maps; time series related to finance, actions and exchange, or associated with
the processing of earth observation images can be used for almost anyone with
some knowledge on how to manipulate it.

These data flows are known in the literature as a data stream, that is, a
sequence of objects generated and made available automatically at high fre-
quency through the most varied type of sources. Data streams have received
much attention in recent years because manipulating, observing, mining, group-
ing, classifying and seizing this type of data is being demanded by a variety of
organizations [3-5,31].

However, this availability of data has no practical value if it cannot be intel-
ligently transformed into meaningful information [7]. These flows need to be
stored and analyzed in some way, even though they have a different kind of
restrictions, for instance, a finite set of resources, particularly processing time
and memory usage [2,7,29,31]. Beyond difficulties discussed above, data streams
have yet even more challenges, for example, the clustering of evolving data, i.e.,
how to cluster data that is fluid? In the next section, these challenges behind
this task are highlighted.

2.1 Challenges of Clustering Data Streams

Firstly, from a computational point of view a data stream F' can be represented
as a sequence of objects z',z2,--- , 2", such that F = {x } ;»and N — oo
because that sequence is potentially unlimited. Secondly, each object 2 has
intrinsic to itself a time stamp ¢, which can be assumed as a primary key. Thirdly,
the object x' is a vector of attributes of dimension n, such that x* = [x;]J: 1
Fourthly and finally, the value of each attribute xj can be continuous, categorical
or mixed [8,15,29,31].

Therefore, due to time constraints, it is necessary that the objects from the
data streams can be processed, analyzed and the model possibly updated as
fast as the arrival rate of the data [5,19]. In addition, space constraints make it
unworkable or impractical to store a copy of each received object. In this way, an
abstraction step can be used as a way of cutting the data into relevant attributes
[7,31].

After the abstraction data phase, the result needs to be processed, analyzed
and compared, so the model can decide what to do with the sample. The object
can be discarded or incorporated into the model, either way, the decision, and
possibly update should perform faster than the arrival of new data. For compar-
ison, in traditional data analysis, a representative or decision model is usually
created after analyzing the data in its entirety more than once [4,8,19]. In the
context of data streams, it is also likely that the model has to keep at least some
meta-data (timestamp, for example) in this process, as these can contribute to
the detection of concept drifts.
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In short, the large amount of data flowing into the system cannot be stored
in its entirety. Thus, their contribution to the model construction and update is
minimal. However, in some cases, if the tools mentioned above, the collection of
meta-data and the abstraction steps, combined with an adequate structure to
keep an information summary of data, it is possible to create a framework which
can lead to near-optimal results. The structure used in this work is inspired
by Micro-Clustering approach used by Aggarwal et al. in CluStream Algorithm
[1,2,4] which are detailed in the next sections.

2.2 Micro-clustering Approach

The summary structure has to be concise enough for updating model be efficient
and, at the same time, to contain temporal and space data enough to ensure an
accurate cluster partition through time. Those constraints are difficult to achieve
and raise the following questions: (a) the structure has to save all data ever
received or will erase information identified as imprecise or old? If it decides to
delete information, in which moments in time? and (b) how that same structure
can be the model that will provide cluster partition and detect concept drift
through time?

Fig. 1. Macro-cluster creation setting parameter k to 3 on CluStream.

CluStream uses a concept known as micro-clusters that are efficient to collect
data from a data stream. The micro-clusters maintain statistical information
about nearby samples in data space. CluStream process the data twice, first the
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online phase is responsible for processing the arriving data and to alter the micro-
clusters if necessary, and the offline component is responsible for analyzing the
summary in order to obtain current cluster partition and to maintain an index
which will tracking changes in relevant aspects to detect concept drift. In this
scenario, the micro-clusters set composes the summary structure.

Comparison of the results when applying k-means on micro-cluster’s state is
also useful to detect major changes in data. In Fig. 1, the macro-clusters, which
are the result of applying k-means (k = 3) on micro-clusters at time ¢; and time
to, could give insights on how data changes.

One problem of using k-means is the mandatory user-defined parameter k.
After all, if the k£ value could be discovered alongside the clusters themselves,
thus the clustering would become parameter-free. This paper proposes a sum-
mary structure that besides keep micro-clusters information, also keeps infor-
mation about how much these micro-clusters get together or split out trough
time. That extra information provides inputs for clustering process that makes
unnecessary to predetermine parameter k’s value, even though costs accuracy
and effectiveness. Nevertheless, that could be used in some context.

The algorithm proposes in this paper stores the summary in a structure
inspired by Complex Networks. These networks have a property known as com-
munity structure, that could be interpreted as a representation of data partition
in clusters. For that, one has to perform some community detection algorithm
in the network, for example, Infomap, which do not need to predetermine the
value of parameter k [25,26].

3 Prototype Network

This paper proposes a novel method based on a complex network structure.
The method, named Prototype Network, or PN, considers two sets: vertices
V ={v1,v2, -+ ,vn}, and a set of edges E = {(v;,v;) | v; and v; are neighbors},
which jointly are represented as PN = {(V,FE)}. Each vertex and edge are
represented as list structures. Vertices are indexed by its integer primary key @
and a tuple (4, ) is assigned to each edge.

The Prototype Network structure considered in this work contains a func-
tion that adds a new vertex that contains the object z* to the network PN =
newVertex (PN, x%). In this function the object 2? is loaded to a vertex v;, added
to the network and the network is updated if necessary, following the flowchart
contained in the Fig. 2.

In the context of this paper, the Prototype Network will be used for clustering
a Data Stream, so there are some restrictions on time and memory. The time
constraint says that the update of the structure must be as fast as the arrival rate
of new objects and the memory constraint says that the structure can not grow
at the same pace as the data stream because this would lead to an unlimited
structure.

Thus, when a new vertex is added to the network, the structure invokes the
function that chooses the neighbors for it. The chooseNeighborhood() function
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newVertex() - agglutinate()
Y
chooseNeighborhood() If [V[>MAXV

Fig.2. The following steps after calling the newVertez() function. First, the
chooseNeighborhood() function is invoked that choose which vertices already in the
network will make pair with the new one, after that, it is verified if the size of the
network, that is, the number of vertices becomes higher than parameter MAXV. If
yes, the algorithm calls the agglutinate() function, which decreases the number of ver-
tices by merging two of them into one and adding the newly merged vertex using the
newVertex() function itself.

vi | v2 | v3 | v4

625|127 | 4 11

Fig. 3. Prototype Network before choose the neighborhood for vertex vs. The network
to the left possess four vertices and four edges, the vertices v1, va, vs, v4, and the edges
(v1,v3), (v2,v3), (v1,v2), (v1,v4), the value of object x for each vertex is represented in
rectangles attached to the circles and the value of similarity of each edge is represented
by numbers attached to the line. The red arrows show which pair of vertices have
their similarity calculated. Finally, in bottom right, a table resuming the results of
similarities. (Color figure online)

choose some existing vertices that will link to the new one. For each selected
vertex, a new edge is created. Additionally, a user-defined parameter, called
MAXV, tells the maximum number of vertices allowed in the network structure.

The function new Vertez() is continually invoked until the number of vertices
exceeds MAXV. When this occurs, the Prototype Network runs the aggluti-
nation method, which involves merging pairs of network’s vertices in order to
reestablish |V| = MAXV.

It can be seen that there are two crucial steps to prototype network algorithm:
neighborhood choice (Figs. 3 and 4) and agglutination (Figs. 4 and 5). The choice
of the neighborhood occurs when a new vertex is added, the data sample loaded
into the vertex will be compared to the data stored in the other vertices of the
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(v1,v3) 100
(0.9 ] (v1,v4) 100

i (v2,v3) 100
° (v1,v2) 25
(v4,V5) 11

05 ] (5]

Fig. 4. Resulting Prototype Network after choosing neighborhood for vertex vs and
showing all current edges on the network.

network, one by one, as shown in Fig. 3. Here, the comparison between patterns
is performed via a similarity measurement based on the Euclidean Distance, as
in Eq. 1.

sim(v; — z,v; — x) = 1/dist(v; — x,v; — x) (1)

After this calculation, a cut-off strategy is used to define the neighbors of the
new vertex, the cutoff is established by choosing only those vertices that have
greater similarity than the mean plus standard deviation of all computed simi-
larities. For example, in Fig. 3, the similarities obtained are 6.25, 2.7, 4 and 11, so
the mean is approximately 6 and the standard deviation is approximately 3.6, so
the threshold value is 6 + 3.6 = 9.6, all possible connections in which the simi-
larity are below this threshold are discarded. Therefore, in this example, only the
vy will be assumed as a neighbor of new vertex vs. The weight of that edge is set
accordingly to the similarity between these nodes, that in this example is 11.

The other crucial step, the agglutinate() function, examines the set of edges
and verifies those that have greater weight. Assuming that MAXV parameter
value for the network in Fig. 4 is 4, some edge, and therefore a pair of nodes will
be agglutinate (merged). As explained previously, this weight is proportional to
the similarity between the objects stored in the vertices. In the network presented
in Fig. 4, the possible values are shown in the table depicted in this figure.

Assuming, that edge (va,v3) is selected, the two vertices vo and vz are sub-
mitted to the following process: it saves the objects information and delete the
two vertices of the network, merges the information of the two objects (i.e. com-
pute the centroid) and adds a new vertex with the resulting object represented
by the new centroid. This process is presented in Fig. 5.

The addition of the agglutinated vertex follows the same process of adding
a new object, so it calls the function newVertex() that determine the neigh-
bors using the function chooseNeighborhood(), and, if necessary, performs the
agglutination method again, as reproduced in Fig.5. The final result of vertex
vy addition can be seen in Fig. 5.

Finally, to perform the partition of the network and reveal the clusters, a
community detection method is applied, which divides the vertices into groups
according to the edge’s densities. It is worth noting that each vertex represents
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] —

vli|v4d|v5

0,6

V2,344 116 | 3

Fig. 5. Final Result Network after choose the neighbourhood for vertex vs and per-
formed the agglutinate() function.

a prototype of the sample, or a micro-cluster, thus, more than one object is
assigned to it. Thus, if vertex v; is determined as part of community C?, all
objects represented by v; will be considered belonging to the same group of all
other objects of vertices of C*. Although any community detection method could
be taken into account, here, we adopted the Infomap algorithm [25,26], due to
is higher efficiency and absence of parameters.

4 Experiments

Three experiments were performed to evaluate the Prototype Network. The first
two evaluates the accuracy of the clustering process and compares its outcome
with the results provided by the CluStream algorithm. The third experiment
checks if the number of communities in the structure follows the change in the
number of clusters of the data as the data stream evolves. Eventually, the data
stream experiences a change in the number of groups, which might increases or
decreases. However, detecting the emergence of a new community is especially
difficult as time is needed to rule out the hypothesis that arriving new data are
not just noises.

It should be stated that the CluStream algorithm was adopted as a com-
petitor in our experiments due to the following reasons: (1) The CluStream is
considered a benchmark algorithm in the literature; (2) it is on of the most cited
methods for clustering data streams; and (3) both CluStream and Prototype
Network use the micro-clustering approach.

All the experiments treated in this work were carried out on a PC with an
Intel i3-6100 3.70 GHz processor with 4 cores and 8 Gb of RAM running Ubuntu
16.04.5 LTS 64-bit Operating System. The entire development of the algorithm
was performed in R [23] in RStudio version 1.1.456. The packages igraph [9] and
stream [16,17] were used, respectively, for the treatment of complex network-
like structures, and for the generation of synthetic data and implementation and
execution of the CluStream algorithm used in the experiments.

The CluStream algorithm had its parameter M set to 200, that is, the struc-
ture consists of 200 micro-clusters, and its parameter h set to 1000, although
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Mean Purity (%) for first N samples when k =3
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Fig. 6. First experiment result when & = 3. Mean Purity (%) value for the first N
samples being N equal to 250 until 3000. (Color figure online)

these values do not influence results in this experiment. In the prototype net-
work, the M AXV parameter was also set to 200, that is, the network will consist
of a vertex set of at most 200 vertices.

In order to execute the k-means for CluStream algorithm, the parameter k
must be adjusted to be equal to the number of true classes. In the Infomap
algorithm, the network itself is the only input parameter. The return result of
each is compared to the true class and the purity of the partition in clusters is
measured.

The value of the accuracy is calculated using the purity measure that verifies
what percentage of the elements in each cluster belong to the dominant class.
The dominant class of a cluster is the true class to which the majority cluster’s
elements belong. The purity measure is a positive value and best value is 100%,
but results could be lower or higher than that, if the number of clusters n¢ is
equal or lower than k, than the purity will assume a value between 0 and 100,
in the other case, if number of clusters n¢e is higher than k, but two or more
of clusters actually belongs to the same true classes, than purity will be higher
than 100%.

Considering that |C;| is the size of cluster C;, and |C¢| is quantity of elements
which belong to dominant class d, than purity could be calculated according to
Eq. 2.

ne |C{|

i

% x 100% (2)

purity =
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Mean Purity (%) for first N samples when k = 10
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Fig. 7. First experiment result when k = 10. Mean Purity (%) value for the first N
samples being N equal to 250 until 3000. (Color figure online)

The first experiment uses a ten-dimensional data stream with N = 3000
samples generated by the package stream. Each arriving object is analyzed and
inserted into the structure, either the structure of the micro-clusters or the pro-
totype network. After that, the k-means is applied to the micro-clusters and the
Infomap community detection algorithm to the prototype network. Two versions
of this experiment were analyzed: (1) when the data generated were divided into
three clusters, thus k& = 3, and (2) with ten clusters, k = 10.

The results can be seen in Figs. 6 and 7, both shows the evolution of purity
mean measured every time the data stream received 250 samples, that is, the
graph shows the mean value of purity for the first IV results for clusters partition
for each algorithm when the number of samples N was equal to 250, 500, 750
and so on until reach 3000 samples.

Because the CluStream has parameter k fixed, purity measured will always
be between 0 and 100, and the algorithm achieves 100% most of the time in
both versions of the experiment, k = 3 and k = 10. Prototype Network, on the
other hand, might achieve mean values higher than 100% when & = 3, which
indicates that, occasionally, nc > k, i.e. two or more clusters belongs to the
same correct class. When k = 10, Prototype Network mean purity value decay
over time reaching 85%.

The second experiment uses a database available in the UCI repository [10],
called Vehicle Silhouettes [28]. The eighteen attributes of this data set are num-
bers extracted from the processing of 846 different images that have silhouettes
of four different types of vehicles. Therefore, the database has 846 instances,
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Fig. 8. First experiment result for Vehicle Data set. The graph shows purity value
for CluStream and Prototype Network after arrival of each new sample. (Color figure
online)

N = 846, 18 dimensions, and four classes. Although the database is normally
interpreted in its entirety in traditional algorithms, in this experiment it was
adapted to imitate the behavior of a data stream, that is, each instance is pre-
sented separately to the model.

The results of this experiment show the evolution of the purity value with
each introduction of a new object for both CluStream and Prototype Network,
and can be seen in Fig.8. The graph shows that, in this case, the Prototype
Network algorithm obtained even better results than CluStream. In addition, it
is possible to observe in this experiment that Prototype Network algorithm had
better results in the discovery of the number of clusters, since it has a purity
value less than or equal to 100% most of the time.

Next, the third experiment evaluates whether the number of communities
follows automatically the number of clusters in data stream. In special, when new
clusters are introduced to the algorithm. This experiment also considered data
generated by package stream. However, the data is reorganized so that groups
of classes are put together in batches that will be presented to the algorithm.
The goal is to simulate the arrival of several new clusters in the data stream at
certain moments in time and, without disregarding the old data, verify if the
community structure also increases the number of communities, following the
movement of the clusters.
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Number of Communities over Time

Number of Communities

B1=1,2 B2=3,4,56 B3=7,8,9

Time

Fig. 9. Second experiment results. Shows how number of communities changes as new
samples of each batch are introduced to the Prototype Network Structure. (Color figure
online)

This experiment assume a ten-dimensional data stream with N = 3000 sam-
ples. The data is divided into nine true classes and three batches By = {1,2},
By = {3,4,5,6} and By = {7,8,9}, in total batch B; has 717 elements, batch
B has 1313 elements, batch B3, 970, summing up the 3000 samples. The order
of the elements is as follow, at first, only elements of batch 1 appear in the data
stream but at random order within the batch, followed by the elements of batch
2, and then batch 3, also at random order within each other.

Figure 9 shows the number of communities in the network structure at each
processing of a new object. Initially, the structure still are in construction phase,
but eventually stable in 2 or 3 communities, although the number of true classes
was just 2 for batch By, than when batch Bs is introduced, rapidly the network
adjust itself and stable in six communities which is the number of true classes
too. Finally, batch Bj is introduced, and after a transient, it reaches the same
number of true classes correctly.

5 Conclusions

Developing methods able to deal with evolving data stream is still a big chal-
lenge. Here, we have proposed a novel method, named Prototype Network (PN).
The PN provides a new manner to summarize the data into micro-clusters, proto-
types, represented as vertices in a network structure. The edges between vertices
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represent the similarity between prototypes. The partition of the network is per-
formed by a community detection method. Although any community detection
method might be taken into account, we have taken the Infomap into account
due to its higher accuracy and lower time complexity.

Experiments showed that the accuracy delivered by the proposed method
is competitive, albeit inferior to the results achieved by the CluStream. Even
though, as illustrated in the third experiment, the Prototype Network can auto-
matically detect and follow the evolving clustering structure of the data, which
is a desirable property in clustering methods for data stream.

As future work, we intend to improve the dynamics of the PN to enhance
its accuracy. Moreover, experiments with real streaming data sets will also be
conducted.
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Abstract. We present a quantitative analysis using the concepts of Normalized
Gain and Least Squares in a process of Physics Teaching. This paper presents
the results of the strategy based in The Construction of Prototypes (TCP) and
Project Based Learning (PrBL) which was applied in a course of Mechanics in
Bogotéa-Colombia. The strategy focuses on three topics of Rotational Dynamics
Teaching (RDT) specifically at centripetal force, Inertia moment and theorem de
parallel axes and angular momentum conservation. We present results and
analysis of employed method.

Keywords: Normalized Gain - Least squares - Projects-based learning

1 Introduction

This paper takes some aspects of constructivism and more particularly uses the project-
based learning and active learning. The project-based learning proposes interdisci-
plinary teaching activities in long or medium term and focuses on the student, instead
of short and isolated educational processes. The instructional strategies based on
projects are rooted in the constructivist approach that evolved from the work of psy-
chologists and educators such as Lev Vygotsky, Jerome Bruner, Jean Piaget and John
Dewey [1, 2]. Active learning for its part according to the approach that gives Sokoloff
states that teaching physics can be undertaken using current technologies such as data
acquisition systems and sensors. There are introductory laboratory modules defined
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using data acquisition tools with the computer to help students develop important
physics concepts while they acquire skills in the laboratory, as in [3-6].

Data acquisition systems such as those presented in [3-6], allow the use of com-
puters for mathematical and physical modeling, based on observations of real experi-
ments. Besides, it also allows the cycle experimental of prediction, observation and
validation that is fundamental in the research of the physics education. There are
situations in which computation technologies are used to increase the efficiency of
teaching physics and other sciences [7-11].

Despite the advantages of the use of data acquisition systems and computers, it is
important to note that such costs are quite high, therefore we made a low-cost timer
which is presented in [12]. This timer allows students to experiment properly with
rotational dynamics projects as a complement to data acquisition systems and
computers.

This research presents the results obtained in the design and construction of pro-
totypes for centripetal force (P1), Moment of Inertia and Parallel Axis Theorem (P2)
and Conservation of Angular Momentum based on our experience in 2018-1with
student’s projects belonging to Faculties of Engineering in the Manuela Beltran
University (MBU) and Colombian School of engineering (CSE) in Bogot4, Colombia.
The paper is structured as follows: Sect. 2 we present the Methodology. Section 2.5 we
present the results. Section 3 we present the conclusions of the strategy employed.

2 Methodology

2.1 Evaluation

Strategy (PrBL) and (TCP) to the (RDT) have two types of evaluation, one is the
evaluation of projects ((Eva-1), (Eva-2), (Eva-3)) in subgroups of 3 students and the
other is the conceptual multiple-choice test that is individual, (Si) and (Sf). Conceptual
test for its part consists of 15 questions that were excerpted and translated the question
bank of Mark Riley [13], is available in [14]. The questionnaire has 5 questions for
each of the thematic of the projects (P1), (P2), (P3), (Annex 1). The conceptual
evaluation is applied in the first week of classes (Si) and last week.

2.2 Population

The pedagogical strategy (PrBL) and (TCP) in the (RDT) was applied to eight groups
(experimental group) where four groups (156 students) belonged to the (MBU) and
four groups (144 students) belonged to the (CSE). Each group was made up of
approximately 40 students. Subgroups were formed later with three students and
exceptionally four students. In the case of (MBU) 52 subgroups were consolidated, in
the case of (CSE) were formed 48 subgroups. Additionally, there were eight groups to
which were applied traditional instructions (TI) (Control Group). The Fig. 1 illustrates
the population.
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Fig. 1. Population

2.3 Theoretical Fundaments (Gain and Least Squares)

Using the concept of gain of Hovland (1947) used by Hake in [15], is defined the gain
g by Eq. (1).

Sy —S;
£= 700 =5, (1)

Where g =0 if (S;) = 100; (Sp (Post-Test) corresponds to the conceptual test
applied after applying the strategy (PrBL) and (TCP) to the (RDT) and (TI). S; (Pre-
Test) corresponds to the entrance test without applying any strategy or traditional
instruction. We proceeded to determine the average gain of each of the 4 experimental

groups and 4 control groups before and after applying the strategy and traditional
instruction in (CSE) and (MBU). Ordering the Eq. (1) we have the Eq. (2).

. 8 .
(5f = 51) = (&) - (7o) (50) 2)

Thus for a data set in [16], the best curve that fits is one for which the sum of the
squares of the deviations is a minimum, then: J? = > (y; — j}i)z = minimun, y; is the
experimental value and corresponds to the measured values (Sf — Si) and J; is the
theoretical value of (Sf — Si).

For Eq. (2) is given the first-degree polynomial: y = a + bx. In this case a = (g),
b = (%) and x = (Si). For N pairs of data, the regression parameters a and b are
obtained from the following Eqgs. (3) and (4) respectively:
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Considering that the line is calculated to approximate the experimental data
obtained in the process of learning, it is convenient to measure the degree of linear
association between two variables (Sf — Si) and (Si).

There is a quantitative measure of the data that follows the straight line obtained by
the least squares fit. It is given by the values called correlation coefficient r which is
calculated using Eq. (5).

;= NZ?’:l XiYi — vazl Xi Zflzl Yi (5)
\/ [N Z;vzlxiz - (Zﬁv:lxi)z} [N Zf'vzlyiz - (ngzl)’i)z}

a =

4)

For the analysis of the data are considered a good correlation, |r| > 0.9. In the case
of the regressions is possible to determine the standard error a (g,) and b (63). In the
linear regression method, we assume that the real values a and b (a* and b*, respec-
tively) should be in a certain range so that the regression line is acceptable. The ranges
for a* and b*, are:

Range of a*: (a— ca<a<a+ ca)
Range of b*: (b — cb <b <b + cb)

The values of ca and ob, known as standard errors of a and b respectively, are
calculated using Egs. (6) and (7).

N
Zi:lxiz
N N 2
NY i — (28 x)

G, = Oy

N
Op = O
y\/N Zi’ilxiz - (ngzlxi)z

Where:

oy =\|=% 5 Y i =vi— (a+bx)

2?1:1(5371')2
-2

Therefore, the range of experimental error of the regression obtained is between the
graphs of the following Eq. (8).
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Yiar = (@a+0,) + (b+0p)x
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In the case of gain, the Eq. (8) are represented by Eq. (9):
N (8FC
(5f — side(*5¢)
100 max (9)

=508 (55",

Equation (9) are valid only when we work with experimental samples (experi-
mental or control groups) belonging to the same population (University). In the case of
working with a different population is recommended to use standard deviation instead
of standard error. This produces more dispersion models and thus greater reliability.

2.4 Experimental Data (Conceptual Test)

To calculate the average gain score we use a histogram obtained for an experimental
group of 40 students (MBU) before and after the strategy was applied. Figure 2 show
the average obtained before the test (S;, Pre-test) that is 21.98 points and the average
obtained after the test (S; Post-test) that is 45.96 points over 100 points. After
implementing the strategy using the Eq. 1 we determined the average gain g = 30.74
of one experimental group (MBU) using (PrBL). The average gain of each of the 4
control groups and 4 experimental groups (CSE) and (MBU) are presented in Tables 1
and 2 respectively.

(PrBL)- (MBU)
Pre-test and Post-test (Combined)

45.96
. 20 -
g 16
3 12
S s
& g
0

0_10 10_20 20_30 30_40 40_50
Score

Fig. 2. Histogram (MBU), (PrBL), Pre-test and Post-test combined
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Table 1. Average gains for (MBU)

&) Sr) Sr =S50 g
22.07 42.08 20.01 25.68
19.94 43.98 24.04 30.03
21.98 45.96 23.98 30.74
20.06 48.04 27.98 35.00
25.94 35.96 10.02 13.53
23.90 31.90 8.00 10.51
22.04 34.03 11.99 1538
17.96 27.98 10.02 1221

Table 2. Average gains for (CSE)

(S 5p) (Sr —Si) g
23.98 56.99 33.01 43.42
22.12 56.07 33.95 43.59
19.91 57.95 38.04 47.50
21.16 61.08 39.92 50.63
26.08 40.05 13.97 18.90
21.96 32.94 10.98 14.07
20.13 34.11 13.98 17.50
15.96 31.97 16.01 19.05

The blank area in Tables 1 and 2 corresponds to the experimental groups and the
gray area corresponds to the control groups. Based on the gain equation is a linear
model and due to the dispersion of the data we apply the method of least squares as in
Sect. 2.3.

Figures 3, 4, 5 and 6 show the maximum and minimum models of experimental
and control groups in (MBU) and (CSE), based on Eq. (10). This methodology allows
to look at the dispersion g, of the gain g with the (PrBL) and (TI) using least squares.

Figures 7 and 8 show simultaneously the experimental groups and control
(MBU) and (CSE) with the models calculated by the method of least squares and the
correlation coefficient r.

2.5 Quantitative Analysis Results

Based on theoretical Fundaments of Sect. 2.3, the mathematical models were obtained
for each educational process. Figure 9 shows all groups (control and experimental) in
(MBU) and (CSE), indicating the gain and the classification provided by Hake in [10].
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Fig. 3. Experimental groups (MBU), (PrBL), maximum model (top), minimal model (bottom),
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Fig. 4. Control groups (MBU), (TI), maximum model (top), minimal model (bottom),

g=13.04; 0, =1.14

Figure 9 also shows that the gain for the (MBU) with (PrBL) is (30.43 £ 2.08) and is
located in medium gain, but with (TT) is (13.04 & 1.14) and is located in low gain. For
(CSE) with (PrBL) is (46.52 £ 1.88) and is located in medium gain, but with (TI) is
(17.48 £ 1.23) and is located in low gain. The results show the efficiency of (PrBL) in
contrast to the (TI) at both universities.
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g=1748;0,=1.23
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Fig. 7. Experimental and control groups (MBU), (PrBL): g = 30.43, top; (TI): g = 13.04,
bottom.
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Fig. 8. Experimental and control groups (CSE), (PrBL): g = 46.52, top; (TI): g = 17.48, bottom
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Fig. 9. Experimental (black) and control (gray) groups (CSE, MBU), red (ideal: g = 100), blue
(hight: g > 70), green (medium: 70 > g > 30), low (g < 30) (Color figure online)

3 Conclusions

The method used in this work is part of the current curriculum of both universities
(MBU) and (SCE). Moreover, this research can be applied in various areas of physics,
such as optics, electromagnetism, Physics of Sound, Biophysics, Thermodynamics,
Fluid Mechanics and Modern Physics, among others. The prototypes for Mechanics
(Rotational Dynamics) are show in [17-21], for Electromagnetism (Electrostatic) in
[22, 23] and Fluid Mechanics in [24].

Based on the results (Sect. 2.4), the strategy allows for gains in the medium range.
Results obtained a gain to (MBU) of (30.43 &+ 2.08) and to (SCE) of (46.52 + 1.88).
The methodology used in this paper presents a gain compared to traditional instruction
(TT), which had a lower gain range than for the (MBU) that was of (13.04 + 2.08) and
to (SCE) that was of (17.43 £+ 1.24).

General speaking, the results analysis scheme allows quantitative measurement and
qualitatively evaluate the strategy used. It was possible to establish that the students:

— Built prototypes that allowed them to properly conceptualize the topics of rotational
cinema.

— Identified and corrected some mistaken concepts related to the fundamental
principles of rotational dynamics.
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Engaged actively and collaboratively in the execution of projects.

Developed a question on the topic raised, for which they carried out the review of
different sources (pages on the web, books, journals of scientific dissemination,
sought expert advice, among others). Then selected the information that allowed
them to solve the formulated project.

Could establish an experimentation process (prediction, observation and validation).
Although the theory of error and graphic analysis was difficult and generated
confusion at the beginning, then the students were able to perform correct analyses
and interpretations of the experimental data.

Constructed and modeled the prototype physically. For this they used methods of
inductive and deductive reasoning that allowed to identify the physical variables
involved as well as defining dependent variables, independent and constant. Sim-
ilarly, they obtained measures of the mentioned variables in order to perform the
analysis. In this regard the theoretical and practical solution of the project
strengthened investigative skills, such as: observing, analyzing, deducing, conjec-
turing, designing, producing, among others.

References

. Hernandez, C.: Aprendizaje de la Fisica en estudiantes de disefio Industrial dentro de una

innovacion pedagodgica consistente en el constructivismo, Tesis de Maestria en Educacion,
Uniandes (2004)

. Vygotsky, L.: Pensamiento y lenguaje. Alfa y Omega, México (1985)
. Thornton, R.K., Sokoloff, D.R.: Learning motion concepts using real-time microcomputer-

based laboratory tools. Am. J. Phys. 58, 858-867 (1990)

. Mokros, J.R., Tinker, R.F.: The impact of MicroComputer Based Labs on children’s ability

to interpret graphs. J. Res. Sci. Teach. 24, 369-383 (1987)

. McDermott, L.C., Rosenquist, M.L., van Zee, E.H.: Student difficulties in connecting graphs

and physics: examples from kinematics. Am. J. Phys. 55, 503-513 (1987)

. Redish, E.F., Saul, J.M., Steinberg, R.N.: On the effectiveness of active-engagement

microcomputer-based laboratories. Am. J. Phys. 65, 45-54 (1997)

. Stankova, E.N., Barmasov, A.V., Dyachenko, N.V., Bukina, M.N., Barmasova, A.M.,

Yakovleva, T.Yu.: The use of computer technology as a way to increase efficiency of
teaching physics and other natural sciences. In: Gervasi, O., et al. (eds.) ICCSA 2016.
LNCS, vol. 9789, pp. 581-594. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
42089-9_41

. Lisachenko, D.A., Barmasov, A.V., Bukina, M.N., Stankova, E.N., Vysotskaya, S.O.,

Zarochentseva, E.P.: Best practices combining traditional and digital technologies in
education. In: Gervasi, O., et al. (eds.) ICCSA 2017. LNCS, vol. 10408, pp. 483-494.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-62404-4_36

. Dyachenko, N.V., Barmasov, A.V., Stankova, E.N., Struts, A.V., Barmasova, A.M.,

Yakovleva, T.Yu.: Prototype of informational infrastructure of a program instrumentation
complex for carrying out a laboratory practicum on physics in a university. In: Gervasi, O.,
et al. (eds.) ICCSA 2017. LNCS, vol. 10408, pp. 412-427. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-62404-4_30


http://dx.doi.org/10.1007/978-3-319-42089-9_41
http://dx.doi.org/10.1007/978-3-319-42089-9_41
http://dx.doi.org/10.1007/978-3-319-62404-4_36
http://dx.doi.org/10.1007/978-3-319-62404-4_30
http://dx.doi.org/10.1007/978-3-319-62404-4_30

10.

11.

12.
13.
14.
15.

16.
17.

18.

19.

20.

21.

22.

23.

24.

Normalized Gain and Least Squares to Measure of the Effectiveness 77

Comas, Z., Echeverri, 1., Zamora, R., Vélez, J., Sarmiento, R., Orellana, M.: Tendencias
recientes de la Educacion Virtual y su fuerte conexion con los Entornos Inmersivos. Revista
Espacios 38, 4-10 (2017)

Stankova, E.N., Dyachenko, N.V., Tibilova, G.S.: Virtual laboratories: prospects for the
development of techniques and methods of work. In: Gervasi, O., et al. (eds.) ICCSA 2018.
LNCS, vol. 10963, pp. 3-11. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-
95171-3_1

Collazos, C.A.: Construccion de un prototipo para experimentos de Mécanica. Lat. Am.
J. Phys. Educ. 4(Suppl. 1), 840-843 (2010)

http://www.fisicacollazos.260mb.com. Accessed 15 Jan 2019

Riley, M.: Test Bank. W. H. Freeman and Company, New York (2003)

Hake, R.R.: Interactive-engagement vs traditional methods: a six-thousand-student survey of
mechanics test data for introductory physics courses. Am. J. Phys. 66, 64-74 (1997)
Spiegel, M.: Estadistica. McGraw-Hill, Madrid (1991)

Collazos, C.A.: Prototipo para la Ensefianza de la dindmica rotacional (conservacion del
momento angular). Lat. Am. J. Phys. Educ. 3, 446-448 (2009)

Collazos, C.A.: Ensefianza de la conservacion del momento angular por medio de la
construccion de prototipos y el aprendizaje basado en proyectos. Lat. Am. J. Phys. Educ. 3,
428-432 (2009)

Collazos, C.A.: Prototipo para la Ensefianza de la dindmica rotacional (Momento de Inercia
y teorema de ejes paralelos). Lat. Am. J. Phys. Educ. 3, 619-624 (2009)

Collazos, C.A., Mora, C.E.: Prototipo para medir Fuerza Centripeta en funcién de masa,
radio y periodo. Lat. Am. J. Phys. Educ. 5, 520-525 (2011)

Collazos, C.A., Mora, C.E.: Experimentos de mecénica con temporizador de bajo costo.
Revista Brasileira de Ensino de Fisica 34, 4311 (2012)

Collazos, C.A., Otero, H.R., Isaza, J., Mora, C.: Ensefianza de la Electrostatica por Medio de
la Construcciéon de Prototipos de Bajo Costo y el Aprendizaje Basado en Proyectos.
Formacion universitaria 9, 115-122 (2016)

Collazos, C.A., Otero, H.R., Isaza, J.J., Mora, C.: Disefio y Construccién de una Maquina de
Wimshurst para La Ensefianza de la Electrostatica. Formaciéon universitaria 9, 107-116
(2016)

Castellanos, H.E., Collazos, C.A., Farfan, J.C., Meléndez-Pertuz, F.: Disefio y Construccion
de un Canal Hidraulico de Pendiente Variable. Informacion tecnoldgica 28, 103-114 (2017)


http://dx.doi.org/10.1007/978-3-319-95171-3_1
http://dx.doi.org/10.1007/978-3-319-95171-3_1
http://www.fisicacollazos.260mb.com

l‘)

Check for
updates

A Model to Study the Strange Quark
s — 8§ Asymmetry in Nucleon Sea

I. A. Monroy'®  J. C. Sanabria?, and C. A. Collazos®

! Universidad Distrital Francisco José de Caldas, Bogoté, Colombia
ignacioalbertom@gmail.com
2 Universidad de los Andes, Bogot4, Colombia
jcsanabria@uniandes.edu.co
3 Universidad Manuela Beltran, Bogotd, Colombia
cacollazos@gmail.com

Abstract. We study the strange quark s — 5 asymmetry in the nucleon
sea using a model in which the proton wave function includes a Kaon
meson-Hyperon Fock state. Parameters of the model are fixed by fitting
the s — 5 asymmetry obtained from global fits to Deep Inelastic Scat-
tering data. We discuss possible effects of the s — 5 asymmetry on the
measurement of the Weinberg angle by the NuTeV Collaboration.

Keywords: Strange sea - Asymmetry

1 Introduction

Nucleons are one of the most important particles in the nature, they compose
majority of all matter in the universe. A nucleon is either a proton or a neutron,
the component of an atomic nucleus. In the standard model of elementary parti-
cles proton and neutron are classified into family of particles known as hadrons,
which are composed of more elementary particles named quarks. Proton is com-
posed by three quarks: 2 quarks up(u) and one quark down(d). Particles with two
quarks also exist and they are named mesons. Quarks into hadrons interact each
other by gluons(g), particles mediator of the strong interaction. At the present
there are six quarks with different mass values, associate to them their corre-
sponding antiparticles, or in general antimatter. Currently the precise study of
the quark physics into hadrons is a main challenge in the high energy of physics
made by experiments as CERN in order to understand the nature and origin of
the universe.

Quarks model was confirmed with the study of nucleons structure in process
of deep inelastic scattering (DIS) in the 1960s by colliding leptons as electrons,
muons and neutrinos with nucleon targets in a similar way as Rutherford’s scat-
tering, whose study determined the existence of the nucleons into atomos. In
DIS leptons have a high energies to break up the nucleons and collide with the
quarks, producing after of collision new particles, mainly hadrons. Additionally,
© Springer Nature Switzerland AG 2019
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in the scale of DIS energy values, gluon splitting process related with matter
anti matter production of quarks ¢ anti quarks g inside nuclons -known as sea
quarks- was a astonishing result that scientificts in that epoc could not expected.
Parton model making by Feynman could explain in a better way the structure
of nucleons: valence quarks, gluons process and sea quarks are inside nucleons
with a momentum fraction given by a probability density function ¢(x), known
as parton density functions. In general quarks sea densities for quarks up v and
down d inside nucleons are not symetrical, but in the case of heavier quarks as
the strange s, charm ¢, bottom b and top ¢ is expected that quarks sea densities
would be symmetric.

The first studies about a possible asymmetry in the strange sea of the nucleon
dates from 1987, when Signal and Thomas [1] discussed the possibility of a K+ A
pair component in the proton wavefunction. Since then on, several models have
been propossed for the nucleon structure, allowing for an asymmetric s — s [2,3].
However, no experimental evidence was presented on this subject until the global
fit of DIS data by Barone et al. [5] in 2000. Most recently, the s — 5§ asymmetry
in the nucleon sea was called for as a possible explanation.

From a theoretical point of view, it is interesting to note that although sea
quarks in the nucleon originating in gluon splitting necessarily have symmet-
ric momentum distributions, after interacting with the valence quarks and the
remaining partons in the sea, their momentum distributions do not have to be
equal. This can be interpreted as the formation of a virtual K+ A pair in the
nucleon structure. Being this the case, it is easy to see that, since the s and the
5 quarks are part of the A and KT respectively, then their momentum distribu-
tions would be different. This difference, which is merely a consequence of the
interaction of sea quarks with the remaining partons in the nucleon, has to be
understood as part of the non-perturbative dynamics responsible for the forma-
tion of the nucleon as a bound state of quarks and gluons. Recall also the @ — d
asymmetry and the Gottfried Sum Rule violation, known since the New Muon
Collaboration results [6,7], which can also been explained in terms of a nm™ and
ATTr~ components in the proton wave function [10].

In this work, we shall consider a model for the strange sea of the proton
which can describe the form of the s — 5 asymmetry extracted from global fits
to DIS data. After fixing the parameters of the model, in Sect.2.3, we shall
study the effect of this asymmetry, together with possible effects coming from
the non isoscalarity of the target, in the determination of sin? 6y by the NuTeV
Collaboration [8]. Section 4 will be devoted to discussion and conclusions.

2 A Model for the s — 5 Asymmetry

Different models [1-4] have attempted to predict the s — § asymmetry. Among
them, the most promising approach seems to be the Meson Cloud Model (MCM).
In the MCM fluctuations of the proton to kaon-hyperon virtual states are respon-
sible for the s — 5 asymmetry. Since the s quark belong to the hyperon particle
state and the 5 quark to the Kaon particle state, the asymmetry arises natu-
rally due to the different momentum carried by the kaon and the hyperon in the
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fluctuation. A squeme view of these process are shown as a Feynman diagram
in the Fig. 1. Here hyperon state is given A particle state which is compose uds
quarks and Kaon particle state compose by us quarks. Two different approaches
exist within the MCM. The first is based in a description of the form factor of
the extended proton-kaon-hyperon vertex [1,3] and, the second one, in terms of
parton degrees of freedom [4]. In the first approach, the knowledge of the form
factors is crucial to get a reasonable description of the s — § asymmetry (see e.g.
Ref. [3]). In the second one, fluctuations are generated through gluon emission
from the constituent valence and its subsequent splitting to a s — 5 pair [4].
This s — § pair then recombines with constituent quarks to form a kaon-hyperon
bound state. In what follows, we will adopt the second approach.

K

Fig. 1. Scheme view of Feynman diagram process: gluon emission from the constituent
valence and its subsequent splitting process produces a s5 pair which interact with
valence quarks u and d generating K and A° virtual states (shown with dashed boxes).
After that virtual states, the s pair recombines into a gluon which is reabsorbed by a
valence quark

2.1 The Model

We start by considering a simple picture of the nucleon in the infinite momentum
frame as being formed by three dressed valence quarks - valons, v(z) - which
carry all of its momentum [11]. In the framework of the MCM, the nucleon can
fluctuate to a meson-baryon bound state carrying zero net strangeness, that is

/0 ls(x) — 5(x)]de = 0 (1)

where z is the momentum fraction. As a first step in such a process, we may
consider that each valon can emit a gluon which, before interacting, decays
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perturbatively into a s§ pair The probability of having such a perturbative gq
pair can then be computed in terms of Altarelli-Parisi splitting functions [12]

Pyg(z) = %#a
Pig(2) = 522+ (14 2)%). @)

These functions have a physical interpretation as the probability of gluon
emission and ¢ creation with momentum fraction z from a parent quark or
gluon respectively. Hence,

i@ = ate. @) 8] [ g, (1) e, (D) @)

y Yy z z

is the joint probability density of obtaining a quark or anti-quark coming from
subsequent decays v — v + g and ¢ — ¢ + § at some fixed low Q2. As the
valon distribution does not depend on Q? [11], the scale dependence in Eq.3
only exhibits through the strong coupling constant s (Q?). The range of values
of Q% at which the process of virtual pair creation occurs in this approach is
typically below 1 GeV?, as dictated by the valon model of the nucleon. For
definiteness, we will use @ = 0.7 GeV as in Ref. [11], for which ax(Q?) ~ 0.3,
is still sufficiently small to allow for a perturbative evaluation of the gg pair
production. Since the scale must be consistent with the valon picture, the value
of @2 is not really free and cannot be used to control the flavor produced at the
gqq vertex. Instead, this role can be ascribed to the normalization constant NV,
which must be such that to a heavier quark corresponds a lower value of V.

Once a s§ pair is produced, it can rearrange itself with the remaining valons
so as to form a most energetically favored meson-baryon bound state. When
the nucleon fluctuates into a meson-baryon bound state, the meson and baryon
probability densities Pps(z), and Pg(x) inside the nucleon are not independent.
Actually, to ensure the zero net strangeness of the nucleon and momentum con-
servation, the in-nucleon meson and baryon distributions must fulfill two basic
constraints,

/O [Py () — Pas(a)]dx = 0 (4)

/0 Py (x) + 2Py (2)]dz = 1 (5)

for all momentum fractions z. The meson, Pys(x), and baryon, Pg(x), proba-
bility density functions have to be calculated by means of effective techniques
in order to deal with the non-perturbative quatum cromodynamics (QCD) pro-
cesses inherent to the dressing of quarks into hadrons. In Ref. [4], these proba-
bility densities have been related to the cross section for meson production by
recombination, and the model by Das and Hwa [13] was used to obtain them. In
this work, since the aim is to compare the model to experimental data by means
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of a fit, we will follow a different approach. Let us note that, for reasonable valon
distributions in the nucleon and sea quark distributions of the form given by Eq.
(3), the result of using the recombination model gives for the meson probability
density a function of the form z?(1 — ). Then we will assume

1
Blagn + 1,bgn + 1)

Py(x) = ZUEN (1 — g)PEN (6)

which is properly normalized to one. If for the in-nucleon baryon probability we
use the same functional form as for the meson,

1
Blagn + 1,0y +1)

Pp(x) = w1 — )iy (7)
it is automatically satisfied the requirement of zero net strangenes. In addition,
interpreting axn, bxn, agny and byn as parameters of the model, and recog-

nizing that Eq. (4) fix one of them as a function of the remaining three by means
of

I'lagny +bxn +2)(axgny +2)  Tlagy +bgn +2)(agn + 2)
Ilagny + 1) (agn +bxn +3)  lagny + DI '(agny +ban + 3)

-1 (8)

then the momentum conservation sum rule is also fulfilled. The non-perturbative
strange and anti-strange sea distributions in the nucleon can be now computed
by means of the two-level convolution formulas

sulo) = [ Lras (2). )
sule) = [ Lrats (2). (10)

where the sources sp(z) and §/(x) are primarily the probability densities of the
strange valence quark and anti-quark in the baryon and meson respectively, eval-
uated at the hadronic scale Q2 [1]. In principle, to obtain the non-perturbative
distributions given by Eqgs. (9) and (11), one should sum over all the strange
meson-baryon fluctuations of the nucleon but, since such hadronic Fock states
are necessarilly off-shell, the most likely configurations are those closest to the
nucleon energy-shell, namely A°K+, YOK* and X7 KO, for a proton state.

2.2 Fit to z(s(x) — 5(x)) Data

In order to fit to experimental data on the s — 5§ asymmetry and to extract the
parameters of the model, we will use
x(e) = (1 )P ()
ﬁ(aK +1,br + 1)
1

ﬁ(aH +1,bg + 1)

97 (1 — x)b# (12)

sp(x) =
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which are consistent with the hypothesis that the in meson and baryon are
formed by valons. Then the s — 5 asymmetry of the nucleon is given by

zs(z) — 5(z) = N?(zsVF (z) — 5VF () (13)

at the valon scale Q? = 0.49 GeV?, and where N? is the probability of the |H K)
Fock state in the proton wave function, which is related to the probability of
having a s(x) — 3 pair out of Eq. ( 3). The model has then a total of 8 parameters
to be fixed by fits to experimental data. Results of the fit to experimental data
from Ref. [14] are shown in Fig.2 and Table 1. For the experimental data, we
extracted 27 segments from the allowed band in Fig. 2 of Ref. [14] and assumed
that the midpoint of each segment is the most probable value which we inter-
preted as the value for the asymmetry, while the half lenght of the segment
was interpreted as the error bar. Notice however that this procedure has to be
taken only as a way to fit our model inside the allowed region for the s(z) — §
asymmetry. The fit was performed by minimizing the x? using MINUIT. In the
fitting procedure, since the allowed bars for the s — § asymmetry are given at
Q? = 20 GeV?, the parameters where chosen, then the asymmetry was evolved
from Q2 = 0.49 GeV? to Q? = 20 GeV?, the x?was evaluated and the procedure
was repeated until a minimum was reached.

Table 1. Fit results. Parameters axn, bxn are for the Kaon probability density in the
nucleon, agn, bun for the Hyperon probability density, ax, bx for the anti-strange
valon proba bility density in the Kaon and am, by for the strange valon density in the
Hyperon. The x2/d.o.f. = 0.15 and bgny = 1.11 is the result of the constraint due to
the momentum sum rule of Eq. (7)

Parameter | Value

axN 2.06 +2.62 x 1077
brn 2.1440.11

ax 5.14 + 1.93

bi 0.90 & 0.34

anN 1.17+0.35

am 9.47 4 0.61

by 2.51+0.61

N? 0.04 £ 0.02

2.3 Discusion of Effects of s(x) — §(x)

The effect of the asymmetry in the strange sea in the nucleon has a surprised
result in the DIS. In general the size of this asymmetry depends of the scale
value energy of Q2. As it mentioned before analysis of results of z[s(z) — 5(z)]
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asymmetry by Barone et al. [5] is given to a scale Q2 = 20 GeV2. Most recently,
the z[s(z) — 5(x)] asymmetry in the nucleon sea was called for as a possible
explanation [6] for the almost 3¢ difference between the NuTeV sin? 6y result
[8] and global fits [9]. The evolution has been done at next-to-leading order
(NLO) with the Eq. (3) and a value of

ST = /01 z[s(z) — 3(x)]dr = 0.87 x 1074 (14)

at Q% = 20 GeV? has been obtained, which is also the average Q2 reported by
NuTeV. Although this value of S~ is small to account for the anomalous result
for reported by NuTeV, it is positive. It is also conceivable that, by performing a
next-to-next-leading-orden (NNLO) evolution, the negative contribution of the
perturbative asymmetry in s(x) — §(x) be compensated by a bigger positive non-
perturbative asymmetry. In Fig. 3, the s and z5 distributions are displayed at
the Q2 scale where the evolution starts, namely, Q% = 0.49 GeV?2.

3 The Effect of s(x) — §(x) on the Determination
of sin? Oy,

The weak mixing angle is one of the basic parameters of the standard model of
electroweak interactions. An experimental value for sin? §y has been obtained,
using the on-shell renormalization scheme, from a global fit to the precise elec-
troweak measurements performed by the LEP experiments at CERN and the
SLD experiment at SLC, together with data from several other experiments at
Fermilab [9]. This global analysis lends a value of

sin? Oy = 0.2227 £ 0.004 (15)

excluding the data from CCFR and NuTeV experiments. The NuTeV collabo-
ration reported a value of sin® Oy extracted from the analysis of neutrino v and
anti-neutrino o charged current (CC) and neutral current (NC) scattering data
[8]. The on shell value obtained by this experiment is

sin? By = 0.22773 = 0.001354as =+ 0.00093ys (16)

which is ~ 30 away from the electroweak global fit value. Due to an inevitable
contamination of the muon and anti-muon neutrinos v, (7, ) beams with electron
muons v (v.), and the impossibility of separating CC v,(v.) induced interac-
tions from the NC v, (v,) induced ones on an event by event bases, the NuTeV
result was obtained by performing a full simulation of the whole experiment,
in which the value of the weak mixing angle was adjusted so that the Monte
Carlo yield the best de scription of the experimental data. The NuTeV Monte
Carlo included, among may other things, a detailed simulation of the neu-
trino(antineutrino) beam, a detailed model of the N cross section, QED radia-
tive corrections, charm-production-threshold effects, strange and charm sea scat-
tering, quasi-elastic scattering, neutrino-electron scattering, non-isoscalar-target
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Fig. 2. The model compared to experimental data at Q* = 20 GeV? (full line). The
curve is the result of the fit, data points were extracted to fit in the shadowed region
as given in Ref. [14] (see the text). The dashed line is the model at Q* = 20 GeV?
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Fig. 3. The xs(x) (full line) and x5 (dashed line) at Q% = 0.49 GeV? as given by the
model.
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effects, higher twist effects, etc. [15]. The experimental data and the Monte Carlo
results compare very well.

The NuTeV Monte Carlo simulation did not assume any asymmetry in the
strange-antistrange sea of the nucleons. The effect of this asymmetry and possible
effects due to nuclear medium modifications to the parton distributions have
been explored as possible explanations for the discrepancy between the results
for the sin’ Ay obtained by NuTeV and those obtained by the global fit to the
DIS data [9]. The effect of the s(z) — 5(x) asymmetry on the determination of
sin? Ay can be accounted for through the use of the Paschos-Wolfenstein (PW)
relation [16]

a.l/N o O.DN 1 )
R = 70%5,: - Ugjg =5~ sin? fyy . (17)

Equation (17) does not assume any asymmetry in the strange sea of the
nucleon, and has to be corrected when the target is a nucleus, due to effects
of the nuclear medium. In most experimental cases, as for example the NuTeV
experiment, the target is not isoscalar either and this effect has to be taken into
account. A generalized PW relation that includes all these modifications can
easily be obtained. The extraction of the sin®fy by NuTeV did not resort to
any PW relation because of the impossibility to separate effectively the charged
current form the neutral current signals.

Through the use of a generalized PW relation one can estimate the effect
of the presence of a nucleon-strange- sea asymmetry over the extraction of the
sin Oy done by NuTeV. The same procedure can also allow to estimate the
effect of different nuclear medium modifications. The generalized PW relation
can be written as:

R — Z(oNe — Uzifpc) + N(oge — va"c)
Z(ode —ode) +Z (Jg% —o%e)
(BN — Z)U Y (3Z - N)D- +3(N +2)8-] ~
K - fsm 9W) (ZU™ + ND™) + (i - ésinQ 0W> (ZD~ + NU™)
+ (4 ~3 sin 9W> (N + Z)S_} , (18)
where

1
U™ = /0 zlu(x) — a(z)]dz, (19)
D= /O 2[d() — d(z)dz, (20)
ST = /0 zu(z) — a(z)]dz, (21)

and Z and N are the proton and neutron numbers of the target nucleus. The
NuTeV Collaboration extracted sin® 6y, from a full simulation of the experiment
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in which a symmetric strange sea was assumed (S~ = 0). From this, and the use
of the generalized PW relation, one could determine the value of R~ consistent
with the results of NuTeV, by evaluating

Ryyrey = R7[S™ =0, Z, N,sin? 95 1¢V], (22)

where N and Z correspond to the iron target used, and sin® H%UTGV to the value
reported by the experiment. Assuming Ry, 1.y, the value of sin? @y from the

global analysis of the DIS data (sin? #51°P2) and the parametrizations of Gluck,
Reya and Vogt for the parton distributions of u(z) and d(x) [17], one can evaluate

the level of asymmetry in the strange sea of the nucleon that could explain the
NuTeV result,

12
5™ = ZU~ +ND™) (Z -3 sin? oﬁ;obal) +

1 [(
[(%RiuTeV - (i B %Sin2 OW)]

1 1 Ry
(ZD™ + NU™) (Z -3 sin? 9$V1°ba1) - %[(31\/ - 20U~ + (3Z — N)D]}

= 0.004013. (23)

The strange asymmetries predicted by our model is, again, given by
1
S™ = / z[s(x) — 5(x)]dr = 0.87 x 1074, (24)
0

which are two orders of magnitude smaller. Since our parametrizations for
z[s(z) — §(x)] are in agreement with the experimental data from [14], one can
conclude that the anomalous value for sin? 8y reported by NuTeV cannot be
explained in terms of a possible asymmetry in the strange sea of the nucleon.

4 Conclusions

We have presented a model, based in fluctuations of the proton wavefunction
to a generic Hyperon-Kaon Fock state, that closely reproduces experimental
data on the extrange sea asymmetry of the nucleon. The model has a total of 8
parameters which have been fixed by fits to experimental data. No NNLO effects
in the evolution of the xs and x5 have been considered, however the negative
asymmetry introduced by NNLO evolution effects should be compensated by
a large and positive asymmetry coming from the non-perturbative dynamics
associated to the confining phase of QCD.

We investigated also the effect of such an asymmetry on the result presented
by the NuTeV experiment on the measurement of sin?6@y . In the study we
considered, in addition, effects coming from the non isoscalarity of the NuTeV
target. Considering all together, we found that the effect of the z[s(z) — 5(z)]
asymmetry in the nucleon sea is too small to account for the almost 3¢ difference
among the sin? @y result by NuTeV and the world average.
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Abstract. Structural partitioning of systems of ordinary differential
equations is made on base of right-hand side dependencies on the
unknown variables. It is used to construct fully explicit Runge-Kutta
methods with several computational schemes applied to different parts
of the system. The constructed structural methods require fewer right-
hand side evaluations (stages) per step for some parts of the system
than classic explicit Runge-Kutta methods of the same order. The full
structural form of the system is presented, which after permutation of
variables can be applied to any system of ordinary differential equation.
For such structure a multischeme method is formulated and conditions
of the sixth order are written down. We present simplifying conditions
and reduce the system to a solvable smaller system. A particular compu-
tational scheme, that requires seven stages for a group without special
structure and only six stages for other equations, is presented. Its sixth
order is confirmed by a numerical convergence test.

Keywords: explicit Runge-Kutta - Partitioned methods -
Structural partitioning - Order conditions - Multischeme methods

1 Introduction

Nowadays Runge-Kutta type methods (RKs) are one of the most widely used
class of numerical methods for solving ordinary differential equations (ODEs).
They have been intensively studied for more than a century and each new chal-
lenge in numerical treatment of ODEs like stiffness or geometrical properties
preservation gave new inspiration to researchers for constructing and modifying
Runge—Kutta methods. There is a lot of literature on the topic. One can find
basics in classical textbooks on general numerical analysis, like [12,22], as well
as read special monographs on ODE solution as [3,8].

New methods are proposed every year. Obviously they are not new kinds of
“classical” explicit methods, but usually are designed to have one or few special
properties or are intended for some peculiar classes of ODE systems.
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It is well known that partitioning of variables in ODE systems helps to sim-
plify or reduce the system analytically. However even without analytical simpli-
fication it might be useful to separate the system into two or more parts and
treat them numerically in different ways, i.e. to apply different (though intercon-
nected) numerical schemes. Often this partitioning can be done in some natural
way, say different parts of the system correspond to the unknowns of different
physical nature. In other cases the partitioning is made on base of the system
structure, stiffness or characteristic speeds of the processes.

Pioneer papers dealing with partitioning proposed methods for stiff problems
of ODEs which were split up into “stiff” and “non-stiff” subsystems. Those
methods were named implicit-explicit, since the “non-stiff” part was solve by fast
explicit scheme and only the “stiff” part was solved by an implicit one (e.g. [9,
23]). In many recent paper such methods are called multischeme. Multischeme
methods are studied to obtain simplectic integrators [13,14,29], to treat partial
differential equations with parts of different physical nature [10,11], to solve fast
and slow processes in large systems with different step sizes [27,28].

Here we consider the partitioning based on the right-hand side functions
dependence on the unknowns. The structure of such dependencies can be used
to construct fully explicit multischeme Runge-Kutta methods with fewer total
right-hand side evaluations than classic explicit RKs require per step (the con-
straints known as Butcher barriers [3,8]).

We have presented several types of structural partitioning in [5]. Using the
same denotations as there we present a full structurally partitioned system. It
contains the general group of unknown functions—all those that don’t have
structural properties—and two structural groups.

y(/)(t) = fO(t,yanlla ey Y1,mqyy Y21, ~"7y2n2);
Yir(t) = frr(6 Y0, Y115 oo Yr—1, Y215 s Y2ns ), T =1, .m0, (1)
Yor(t) = for(6, 90, Y115 s Yling» Y21, s Y2,r—1), T =1,...,n2.

We distinguish between every unknown function in the first (y11,...,¥1.n,) and
the second (Y21, ..., Y2,n, ) Structural groups since the numerical method is imple-
mented differently to each of them. At the same time all the unknowns and
equations in the general group are treated in the same way and the denotation
1o can be formally considered as a vector of arbitrary length.

Any system of ODEs can be rewritten to have the structure (1). The general
algorithm of finding the permutation of unknowns to obtain the structure (1)
can be found in [17]. It is designed to maximize the size of structural groups,
since the advantage over classic RKs is provided for the right-hand sides within
them. In the worst case when for every possible r the derivative y!. depends on
Y-, No structural group can be formed and all the equations are included into
the vector yo. In this case the method studied in the present paper reduces to
a classic Runge-Kutta method. However many problems of celestial mechan-
ics, high-energy physics or some schemes of partial differential equations spatial
discretization allow reformulation with a suitable structure (1) (see e.g. [24-26]).
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Remark 1. In some systems all equations are included into the first or second
structural group. In this case the advantage over the classic RKs is more con-
siderable. The fifth order method can be constructed with four stages for every
equation [15,18] (along with six for classic RKs). The sixth order method for
the system with two structural groups requires six stages [1,6,20,21], while clas-
sic RKs require seven. The similar advantage can be obtained for continuous
Runge-Kutta methods as well [5,7].

In the present paper we construct an explicit partitioned Runge—Kutta type
method of order six for the system (1). It uses seven stages for the equations of
general group (the mentioned Butcher’s barrier) and only six stages for every
equation of the first and second structural groups.

In the next section we present the general form of structurally partitioned
system and the explicit Runge-Kutta type method for it.

The third section deals with sixth order conditions of the considered method
and describes the simplifying assumptions on the methods parameters.

The algorithm of solving the system and one possible solution are given in
Sect. 4 and the convergence test for a simple test problem in the last section.

2 Structural Numerical Method

Considering the initial point ¢ty we write down the computational scheme for the
Runge-Kutta type one-step method for obtaining the approximate solution in
the point ty + h, where h is the step size.

S0
yo(to + 1) = yo(to) + b boi Ko,
i=1

51
y17-(to+h) %ylr(tO)"'thliKlriy r=1,...,n1, (2)
=1

S2
Yor(to + h) = yar(to) + hzmezm r=1,..,n.

i=1

The difference from the formal expansion of classic Runge-Kutta methods to
the systems of ODEs is that the right-hand side functions are evaluated one by
one in strict order Ko, K111, K121, ..y Kin1, Ko11, ooy Kopy1, Koo, K12, ..o,
Kin,2, Ko12, etc. according to

Koi = fo (to + coih, yo(to) + h Z;;ll a00i; Koj,

y11(to) + hZ§-:1 ao1ij K115, s Y1, (to) + 1 Z;Zl a01ij K1y 55
y21(to) + hz;;ll ao2ij K215, -y Yans(to) + 1 Z;;ll aOZinanj)a
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Kiri = fir (to + c1ih, yo(to) + th-:1 a10i5 Koj, r=1,...,n,
y11(to) +h 22:1 a1 K115, ooy Y1,r—1(t0) + hZ§:1 a11i; K10-1,5,
y21(to) + h Z;;ll a12i5 K215, .., Yon, (o) + hZ;;ll a’12in2n2j)7

(3)
i

Ko.i = for (to + c2ih, yo(to) +h 325y a0ij Koy, r=1,..,n2,
y11(to) + R Z;Zl a21ij K115, oy Yin, (to) + hZ§=1 a21ij Kin, 5,
y21(to) +h 22:1 a22ij K215, ..y Y2,r—1(to) + hZ§:1 a22in2,r—1,j)-

In each formula ¢ varies in the corresponding range from 1 to sg, s; or So.

Notice that in general the algorithms demands that either sg = s; = s9, or

8o =81 =83+ 1, or s = s3 = sg — 1. The last case is the best for efficiency.
After the paper [2] it’s being conventional to collect coefficients of Runge—

Kutta type methods into so-called Butcher tables. Here we use an extended
Butcher table for structural methods of the form

co|Aoo| Aot | Aoz |bo

C1 AlO Ar1|A12|b

2| Aag| Az | A2z |ba

Here b, = (by1, .-, bus, )T and ¢, = (Cy1, ..., Cys, )T are vectors and A, = {auvij}
are [s, X $,]-matrices for u,v =0,1,2.

Each group (general or structural) is referred to three blocks of parameters
A,. The table form of the method corresponds to its structural properties and
their algorithmic use. The matrices Agg, A1, Ag2 and Ajs are strictly lower-
triangular (as is the case with classic explicit Runge-Kutta methods), but Ajq,
Aoy, A1y, Aop and Ago are lower-triangular, i.e. can have non-zero diagonal
elements.

Remark 2. As mentioned above, if a system (1) has no structural properties and
no structural groups can be formed (n; = ng = 0) then the method reduces to
classic Runge-Kutta method using only co;, bo; and agg,; coefficients. As a result
of this we cannot construct a structural method of order p with sy smaller than
a minimal number of stages required for a classic explicit Runge-Kutta method,
i.e. sg respects usual Butcher barriers [8]. A structural methods is more efficient
when s; = sy = sg — 1, and the efficiency grows as the size of the structural
groups grows over the size of the general group.

In the following section we present the conditions of the sixth order, which
form quite large system of algebraic equations. We apply additional relations
between the method’s coefficients, named simplifying conditions, and reduce the
original large system to a much smaller one.
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3 Conditions for the Sixth Order

The method (2), (3) is a one-step explicit method, so the convergence theorems
can be applied, i.e. its convergence order equals its local order for smooth enough
problems (e.g. [8]). In order to construct a method of order six we should find
the coefficients such that the Taylor expansions in respect of h of the exact and
numerical solutions are the same up to the k% terms, for each component. This

means that for any problem smooth enough and some vector norm || - || there
exist such positive numbers Cy, Ci1, ..., Cin,, Ca1, ..., Cay, that for any h small
enough

50
llyo(to + 1) = yo(to) = h Y boiKoill < Coh”,

i=1

s1
|y17~(t0 + h) — yh«(to) — hz bliKlri‘ < Ch«h7, r=1,..,n1, (4)

=1

S2
lyar(to + h) — yr(to) = Y baiKapi| < Coph™, 7 =1,...,ma.

i=1

Remark 3. Instead of considering the order componentwise in (4) we could use a
vector norm over all unknown functions yo (t), y11(t), -, Y1n, (t), Y21(t), -, Yon, (t)
simultaneously, but this doesn’t change the order conditions, which follow.

It is well known [8] that a classic sixth order Runge-Kutta method requires
at least seven stages and for such method the order conditions form a system of
37 nonlinear algebraic equations with 28 unknown parameters by, and ago;; (in
terms of Remark 2). The parameters ¢, are linearly dependent on ag;;, so we
don’t count them in this consideration.

In [1,20] sixth order methods for systems without general group with only six
stages for each unknown were constructed. In case of n; = ng = 1 the number
of order conditions is 74 and number of parameters is 48. However if n; > 1 and
ng > 1 the parameters a11,; and azz;; are used as well and in this case we obtain
a system of 292 order conditions for 90 parameters [21].

In case of full system (1) we construct a sixth order method with (sg, s1, s2) =
(7,6,6) stages. Besides of so-called basic simplifying conditions which connect
c-parameters to a-parameters

i—1 i—1 i—1
E agoij = E aplij = E ap2ij = Coi, 1= 1,..,7,
=1 j=1 =1
i i i-1
E a10i5 = g a1145 = E aisij = c1, t=1,...,6, (5)
=1 i=1 i=1
E a20ij = E as1ij = g agoij = C24, t=1,...,6,
=1 j=1 =1
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we have a system of 1224 order conditions obtained with the extension of labeled-
trees theory for classic Runge-Kutta methods [3,4]. In the following system the
indices u, v, w, a and § can be 0, 1 or 2 in any combination. The summation is
made over all possible (and meaningful) values of the summation indices.

1
Zbuzcil: — (]:0,1,...,5,
7 q+1
1
Zbuzcuzzauvwcw (q+3) q=0,1,2,3,
1
buicii auvi'c?;‘ =——, q=0,1,2
2 buele Dt =
1
buic Qyvs AywikCw =0,1,2,
Z MZ aZ jheuk = gy 4
1
zi:buiczi<2j:auvijcvj> <Xk:auwikcwk) = ma q=0,1,
1
Zbuzculzauvm 1_;] W q:0717

Zbuzzauvm vjzaijkcwk m,
(q, d) € {(0,2)7 (0,3), (1,1), (1,2), (2, 1)},

zi:bm zj:amjcgj zk:aijwik zl: GwakiChy = M’
(q.d,p) € {(0,0,1), (1,0,1), (0,1,1)},

1
zi: bM(zj: auvi_’jcv]) ( auwzkcwk> = %7 (6)
1
Zbuz Zauvw Coj = 37
1
Z bui ( Z Ayvig Z aijkcwk) < Z auailcal) = Ea
7 J k l
1
Z buicui Z AyvijCoj Z QywjkCre = @a
i i k
1
Z buiCus Z Qyvij Z aijkcg’g = ﬁa
i j k
1
Z bui Z Qi ( ; aijkcwk) < ; avajlcal> = 507
i J
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1
Z buiCus Z Aywij Z Aywijk Z QwaklCal = M7
7 g k l
1
Z buz Z Qi Z Aywik Z awaklcal 60
1
Z buicCui Z Ayvij Z Aywik Z Aokl Z AaBlmCBm = ﬁ

The total number of parameters to be defined (including c-parameters) for
(7,6,6) stages is 221.

Every classic sixth order Runge-Kutta method constructed by now has its
by parameter equal to zero. We make the same assumption for all three groups
and additionally we assume that for all three groups the first right-hand side
computation is done in the initial point of the step, i.e.

bo2 = b1z = baz = cp1 = c11 = c21 = 0. (7)

Next step to simplify the system is to introduce special assumptions known
in the literature as simplifying conditions [3]. For different high-order Runge—
Kutta methods different simplifying conditions can be used, each combination
resulting into a separate family of solutions. We tried to apply various simplifying
conditions and ended up with using different simplifying conditions of classic
Runge-Kutta methods for different groups of parameters in system (6). These
simplifying conditions are gathered blockwise and presented in the Table 1.

Table 1. Simplifying conditions for the system (6)

¢=01,2,d=0,1;i=3,..T: k=2,..,6; k=1,..51=1,...6;:m=3,...,6
i—1 g+1 i—1 d+1 i—1 d+1
. q . CO. d _ C0~ . d . CO-
> @o0ijch; = 1 a01ijC15 = i 2 Go2ijch; = Y
j=1 j=1 Jj=1
’ d+1 u 2 ! 2
Z bOJCOJ apoj2 = 0 Z bOjCOjll01j2 =0 2 bOjCOja02j2 =0
Jj=3 Jj=3 Jj=3
7 7 d+1 7 d+1
d by (1—cy;™) d bay(1—cy"")
> bojacot = bor(l = cor) | > bojchjaont = =gt | D bojch a0 = =t
j=l+1 j=l+1 j=l+1
k cdt+l k d+1 m—1 d+1
4 — Cik od— Cik d G
> A10k;jCo5 = 441 2. G1ikjCly; = d+1 @12m;jC2j = G
Jj=1 Jj=1 j=1
6 d+1 é 2
> bijciy a2 =0 Z bijcijainye =0
i=2
6 6 d+1
d by (1—cy;"")
> bigaiog = bor(1 —cor) | X2 bujcijany = 761“” > bijarzje = b2 (1 — c2x)
j=1 =l j=rt1
k cat1 k d+1 k d+1
_ Cog d . ok A o
2 Q20kC0; = 25 azk;cl; = 2 a22kjch; = g
j=1 j=1 Jj=1
6 d+1 & 2
- b2jch; a2 =0 > b2jcajazje =0
Jj=2 Jj=2
6 6 d+1 d+1
by (1—cy"") d bay(1—cy"")
S bajazoji = bor(1 — cot) | Y bajcsani = g | 2o bajchjanny = S
Jj=l Jj=l Jj=l
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The reducing of the original system with use of simplifying conditions can be
found in details in [16,21]. Here we present only the reduced system consisting
of 47 equations (obtained from 1224 equations of (6)):

S
. 1
q _ _ _
E byicy; = PR u=0,1,2, ¢=0,1,...,5,
i=1 q
7 i—1 j—1 1
2
E bo;coi E aopoij E AOwjkCopk = % w=0,1,
i=5 j=4 k=3
7 i1 j—1 )
2
E bo;co; E apoi; E WwjkCuk = 75 W= 1,2,
i—d =3 k=2
7 i—1 1
3 _
E bo;co; E @00ij€0; = 5
i—4 =3
7 i—1 7 i—1
b 2 2 1 b 2 2 1
0iCoi aop1ijC1j; = 1787 0iCoi (02i5C35 = 1—87
=4 7j=3 i=3 j=2
6 i j—1 )
2
E biicii E a10i5 E 005k ok = 7o
=4 7=3 k=3
6 i .
3
E buicCui g Qu0ijCoj = 55, U= 1,2,
=3 =3
6 i j—1 1
2
E biic1i E Qa10ij E AOwjkCopk = X w=1,2,
i=3 =3 k=2
6 i j-1 )
2
E biicii E a10i; E A01jkCTR = 7o
i—d =4 =3
6 i
1
2 2 _
E biicy; E 10505 = g
=3 =3
6 i1 j )
2
E biici E a12i; E 205k 0k = 75
i—d =3 =3
6 i j—1 1
2
E baicai E a20ij E QOwjkCuk = 7gr W= 0,1,
i—4 =4 =3
6 i Jj—1 1
2
E baica; g a20ij g AOwjkCopk = % w=1,2,
=3 =3 k=2

6 7 1 6 i—1 1

2 2 E A2 E o2
E blich‘ E a11ijC15 = TS’ blzcu Aa12ijCoj = 18’
i=3 =2 i=3 j=2

|
—~

oo
~—



Economical 6th Order RK Method for Systems of ODEs 97
6 1—1 1
biicrs aoiicd, = —— =1,2,3;
; 1:C1% 2 12:5C25 (1 + q)(3 + q) q
= ]_
6 i—1 7 1
byici; a12i; AowikCy = —, w=1,2,
Z 1:C14 Z 1245 Z 2wikCywk 79
=3 j=2 k=2
6 i—1 Jj 1
2
Z biicii Z a12ij Y a1kCTy = 72’
i=4 j=3 k=3

6 i 1
§ : 2 E 2
bQiCQ,L' agm-jcvj = TS, v = ]., 2.
=3 j=2

Together with 198 simplifying conditions from Table1 the total number of
equations is 245, i.e. five times fewer than the original system (6). The number
of unknown parameters (considering conditions (5)) is 202 now.

The reduced system (8) keeps the peculiarities of the original system: visible
block structure and nonlinear relations between parameters within and between
the blocks.

4 Particular Computational Scheme

Here we make certain special assumptions to find a particular solution of the
reduced system:

2 1
Co2 = Ap021 = @p121 = @221 = T5’ C12 = C22 = Cp3 = C13 = g, (9)
1 2 4
C23 = Cp4 = ga Co5 = §7 Coe = g, cor = C16 = C26 = 1.

We leave coy = « to be a free parameter. The remaining node parameters
c14, ¢15 and co5 can be found from the reduced system:
da — 2 4o — 3
——————— . C15 = Co5 = .
520 —1)" 7 T 5a—14

Cl4 =

Now the b-parameters (weights) are determined from the first equations of the
reduced (or original) system, i.e. from the pure quadrature order conditions:

7 125 27 27 125 7

bmz%, 038 =g b04 =175 bos = 1o b%i@, b07:%,
by = 1502 — 18a +5 b= 125(5a% — 5o+ 1) ,
12(5a — 2)(4a — 3) 18(3a — 1)(1ha — 11)
. 125(2a — 1)° |
12(3a — 1)(15a? — 20 + 7) (5 — 2) (5o — 3)
(5a — 4)°

bis = 12(15a2 — 200 + 7)(15a — 11)(a — 1) (4w — 3)°
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1502 — 27a + 11 2502 — 20a + 1
b = g b= ——————,
48(5a — 3)(a — 1) 60a(4a — 3)
1
b24 == 2 )
60(3a — 1)(5a2 — 8a+ 3)a(a — 1)
b — (5o — 4)°
* 7 60(5a% — 8+ 3)(Ta — 5)(a — 1) (4 — 3)”
81(5a? — 5a + 1) 5a% — 15a + 9
bas = s b = o5
40(3a — 1) (7o — 5) 120(a — 1)

It is natural to demand that all c-parameters lie in [0, 1] and that all weights b
are positive, i.e. lie in [0, 1] as well. This is provided when « satisfies

2—\/31 1 5—+5

5 5 510
We choose o = 1—10 and solve the rest of the system as a sequence of linear

subsystems. We omit the details and present only the computed values of the
parameters.

0 0
2 2
15 15
1 3 1 1
20 20 10 10
Agg = | 2L =5 10 Any — 1 =5 10
00=| 108 36 27 ) 01 = 8 B4 27 )
23 -5 =35 7 20 -5 -5 64
54 18 54 6 81 27 27 81
—83 3 9 —189 72 —206 2 62 —2944 43218
125 5 5 125 125 975 5 95 7725 127205
23 —15 —80 108 —18 25 145 -5 80 7936 12250 |
28 28 49 49 49 49 546 14 931 15141 25441
0
2
15
11
110 150
A2 = is 18 0 )
—4 =25 5 20
9 9 3 9
314 22 —1494 —88 4802
325 5 1075 25 13975
—141 —45 2988 1360 2450
182 14 2107 441 5031
0
2 0
15 1 3
1 20 20
5 1 3
1 20 20
Co=| 35 [, A= 955 _ 495 945 63 )
2 204 2048 2048 2048
3 30953 2717 199329 457938
4 600250 3430 168070 600250 2100875
5 95 165 395 393 45 1125
1 676 676 1183 1183 1183 2366
0 0
1 L L
5 10 10
1 1 0 1
10 10
=13 |, An= 1 o 5 1 ) (10)
3 16 18
26 18817 0 871 252928 9
35 154350 36015 540225
1 _ 3581 0 107935 370688 2701125 0

134862 ~ 1096641 4299529
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0 0
1 1
5 5
1 1 1
— 3 _ 10 10
Co=| 7 |, Az2=| a5 615 63 ;
10 1024 2048 2048
26 167401 _ 244751 3393039 814112
35 60025 24010 840350 84035
1 60745 16415 _ 848271 _ 54400 120050
4394 338 50869 1183 04471
7
0 96
1 3 0
20 20 125
11 5 10 62772
108 36 27
Ago = 19 33 5 21 , Bo=| 112 |
800 160 32 800 27
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5 Numerical Convergence Test

Since we don’t have an error estimator embedded into the presented scheme,

we make only the convergence test to confir
method.
The system of four equations

Yy = 2xy1y3 =
Yy = 2xys3 =
Y3 = —2x(y2 —1) =
Yy = 10zysy; =

with the initial conditions
solution

y1(0) = y2(0)

m the declared sixth order of the

(11)

y1 = exp(sinz?), yo =sina? +1, y3 =cosz?, yy = exp(5sinz?).

Here we have 1 unknown in the general group (y;), one in the first structural
group (y2) and two in the second structural group (ys3, y4)-
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We solve it at the interval [0, 5] with constant step size h and compute the
maximal norm of the exact error in every step Err. We change the step size as
h = % . (%)k for k = 1,...,11. The results are presented at Fig.1la and in the
Table 2 as Test 1. The average slope of the segmented line for i small enough
shows the rate of convergence in double logarithmic scale. The test confirms the

A. S. Eremin et al.

sixth order of the method.

In order to check the case of several equations in the first structural group,
we make the change of variables w1 = y1, us = y3, U3 = Y4, ug = yo. In this case
two equation are in the first group and one is in the second group. The results
of the same test for this system are presented at Fig.1b and in the Table2 as

Test 2.
Table 2. Results of the numerical tests of convergence
k | Test 1 Test 2
Err Order | Err Order
1 |14.6832 5.00611
2 1.11106 6.15 |1.95241 2.24
3 12.58338-107" 13.52 |2.41613-10"" |5.04
4 18.90772-1073 |8.18 16.31942-1073 |8.85
5 3.24414-107% |8.17 |3.66468-107% |7.02
6 3.35677-107° |5.59 14.19328-107° |5.35
7 12.64534-107% |6.27 |3.36406-107° |6.22
8 |2.46517-1077 |5.85 [3.02240-1077 |5.94
9 2.11060-107% 16.05 |2.70710-107% |5.94
10 [1.79768 - 107° | 6.07 |2.28522-10° |6.09
11/2.09015-1071° | 5.31 |2.29279 1071 | 5.67
: 5 :
Err (a) , Err (b) ,
R 7
L v
1t P 24 1F 7 7
g ’ 7
. Ve
1072 ‘, 102 /',‘
/7, , )
/a ‘
10 ' 10 27
7 , //
v ‘
10-6 //./ 10-6 //./
v 2
1078 2 1078 2
Y74 0 ’/
//’ //’
1010} i i A, 10017 i .
102 107" 102 107"

Fig. 1. The global error to step size ratio in the double logarithmic scale. The reference

lines have slope 6.
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Conclusion

The presented sixth order method for many systems transformable to the struc-
ture (1) provides better per step performance than formal application of classic
Runge-Kutta methods to such systems. However, practical use of RKs nowa-
days require an automatic time step size control which is usually based on local
error estimation. For RKs it is most often made with use of embedded scheme
of lower order, and it can also be done within the structural partitioning app-
roach [18,19]. This requires solution of even more complicated system of order
conditions.
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Abstract. We study the journey planning problem in transit networks
which, given the timetable of a schedule-based transit system, asks to
answer to queries such as, e.g., “seek a journey that arrives at a given
destination as early as possible”. The state-of-the-art solution to such
problem, in terms of query time, is Public Transit Labeling (PTL), pro-
posed in [Delling et al., SEA 2015], that consists of three main ingre-
dients: (i) a graph data structure for storing transit networks; (ii) a
compact labeling-based representation of the transitive closure of such
graph, computed via a time-consuming preprocessing routine; (iii) an
efficient query algorithm exploiting both graph and precomputed data
to answer quickly to queries of interest at runtime.

The major drawback of PTL is not being practical in dynamic scenar-
108, when the network’s timetable can undergo updates (e.g. delays). In
fact, even after a single change, precomputed data become outdated and
queries can return incorrect results. Recomputing the labeling-based rep-
resentation from scratch, after a modification, is not a viable option as
it yields unsustainable time overheads. Since transit networks are inher-
ently dynamic, the above represents a major limitation of PTL.

In this paper, we overcome such limit by introducing a dynamic algo-
rithm, called D-PTL, able to update the preprocessed data whenever
a delay affects the network, without recomputing it from scratch. We
demonstrate the effectiveness of D-PTL through a rigorous experimental
evaluation showing that its update times are orders of magnitude smaller
than the time for recomputing the preprocessed data from scratch.
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1 Introduction

Computing best journeys in schedule-based transit systems (consisting, e.g., of
trains, buses, etc.) is a problem that has been faced at least once by everybody
who ever traveled [2]. In particular, the journey planning problem asks, given
an input timetable (i.e. the description, in terms of departure and arrival times,
of transits of vehicles between stops within the system) to answer to natural
queries such as, e.g., “What is the best journey from some stop A to some other
stop B if I want to depart at time ¢7”.

Despite its simple formulation, the problem is much more challenging w.r.t.,
for instance, to the route planning problem in road networks which has been the
subject of many recent studies (see, e.g., [2,9,12]). This is due to the fact that
schedule-based transit systems exhibit an inherent time-dependent component
that requires more complex modeling assumptions to obtain meaningful results.
For this reason, recently, transit companies have invested a lot of resources to
develop software systems, called journey planners (see, e.g., Google Transit! or
bahn.de?), to be able to answer efficiently to such kind of queries and to provide
best journeys w.r.t. to some metric of interest. Depending on the considered
metric and modeling assumptions, the problem can be specialized into a plethora
of optimization problems [2].

The most common type of query is the earliest arrival query, which asks
for computing a journey that minimizes the total traveling time from a given
departure stop to a given arrival stop, if one departs at a distinguished departure
time. Another prominent type of query is the profile query, which instead asks
to retrieve a set of journeys from a given departure stop to a given arrival
stop if departure time can lie within a given range. Further types of queries
can be obtained by considering multiple optimization criteria simultaneously
or according to the abstraction at which the problem has to be solved. If, for
instance, one wants to optimize the time required by a passenger for moving from
one vehicle to another one within a stop (i.e., transfer time), then the problem
is called realistic while it is referred to as ideal otherwise [6]. In this paper, we
focus on the realistic scenario. To solve the mentioned variants, a great variety
of models and techniques have been proposed in the literature [5,11,13-15]. We
refer to the very recent survey of Bast et al. [2] for a comprehensive overview.

The state-of-the-art method, achieving the smallest query times on large sets
of real-world inputs, is Public Transit Labeling (PTL, for short) a preprocessing-
based approach that has been experimentally shown to outperform all other
solutions, achieving order of milliseconds query times on average even in
continental-sized networks [4,7,11,17]. Such approach essentially consists of
three main ingredients: (i) a well-known graph data structure for storing transit
networks, i.e. the time—expanded graph; (ii) a compact labeling-based representa-
tion of the transitive closure of the said graph, computed via a (time-consuming)
preprocessing step; (iii) an efficient query algorithm exploiting both the graph

! https://maps.google.com/landing/transit /index.html.
2 https://www.bahn.de.
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and the precomputed data to answer quickly to queries of interest at runtime.
Unfortunately, PTL has the major drawback of not being practical in dynamic
scenarios, that is when the network can undergo to unpredictable updates (e.g.
due to delays affecting the route traversed by a given vehicle). In particular, even
after a single change to the network, queries can return incorrect results since the
preprocessed data can become easily outdated and do not reflect properly the
transitive closure. Recomputing the labeling-based data from scratch, after an
update occurs, is not a viable option as it yields unsustainable time overheads,
up to tens of hours [11]. Since transit networks are inherently dynamic (delays
can be very frequent), the above represents a major limitation of PTL.

Dynamic approaches to update graphs and corresponding labeling-based rep-
resentations of transitive closures have been investigated in the past, in other
application domains, due to the effectiveness of such structures [1,8,10,16]. How-
ever, none of these can be directly employed in the PTL case, where time con-
straints imposed by the time-expanded graph add a further level of complexity
to the involved data structures.

Our Contribution. In this paper, we overcome the above mentioned limit by
presenting a new dynamic algorithm, named Dynamic Public Transit Labeling
(D-PTL, for short), that is able to update the information precomputed by PTL
whenever a delay occurs in the transit network, without performing a recom-
putation it from scratch. Notice that, decreases in departure times are typically
not allowed in transit networks, since, to preserve the integrity of pre-planned
connections, if a vehicle arrives early at a given stop, it just waits [2]. Hence
updating the information in such case is not necessary. However, our solution
can be easily extended to manage such scenario.

We discuss the correctness of D-PTL and analyze its computational com-
plexity in the worst case. Asymptotically speaking, the proposed solution is
worse than the recomputation from scratch. However, we present an extensive
algorithm-engineering based experimental study, conducted on real-world net-
works of large size, that shows that D-PTL always outperforms the from scratch
computation in practice. In particular, our results show that D-PTL is able to
update both the graph and the labeling structure orders of magnitude faster
than the recomputation from scratch. Our data also highlight that the updated
graph and labeling structure induce both query time performance and space
overhead that are equivalent to those that are obtained by the recomputation
from scratch, thus making D-PTL an effective approach to handle the journey
planning problem in dynamic transit networks.

Structure of the Paper. The paper is organized as follows. Section2 gives the
notation, describe the basics of PTL and of the labeling technique [11]. In Sect. 3
we present our new dynamic algorithm and discuss its correctness and complex-
ity. Section 4 describe our experimental study while Sect. 5 concludes paper and
outlines possible future research directions.
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2 Background

We are given an input timetable, consisting of data concerning: stops, vehicles
(e.g. trains, buses or any means of transportation) connecting stops, and depar-
ture and arrival times of vehicles at stops. More formally, a timetable 7 is defined
by a triple T = (Z,S,C), where Z is a set of vehicles, S is a set of stops (often in
the literature also referred to as stations), and C is a set of elementary connec-
tions whose elements are 5-tuples of the form ¢ = (Z, s;, s;,tq,ts). Such a tuple
is interpreted as vehicle Z € Z leaves departure stop s; € S at departure time tg,
and the immediately next stop of vehicle Z is stop s; € S at time t, (i.e. t, is the
arrival time of Z at arrival stop s; € S). Departure and arrival times are inte-
gers in {0,1,. .., tmaz b Tepresenting time in minutes after midnight, where ¢4
is the largest time allowed within the timetable (typically ¢,,4. = (n- 1440 — 1),
where n is the number of days that are represented by the timetable). We assume
IC| > max{|S|,|Z|}, that is we do not consider vehicles and stops that do not
take part to any connection. Moreover, we consider the realistic scenario, that is
each stop s; € S has an associated minimum transfer time, denoted by MTTP;,
which is the time, in minutes, required for moving from one vehicle to another
inside stop s;.

A trip TRIP; = (c1,¢2,...,¢) is a sequence of k connections that: (i) are
operated by a same vehicle; (ii) share pairwisely departure and arrival stop, i.e.,
formally, we have ¢;—1 = (Z, s, 8,14, ta) and ¢; = (Z, sj, s, t);, tl,) with ¢, > t4
for any ¢ € [2,k]. Clearly, connections in a trip are ordered in terms of the
associated departure times, hence we say connection ¢; follows connection c;_
in a trip TRIP; whenever the departure time of the former is larger than that of
the latter. Similarly, we say connection c¢; precedes connection c;i1 in TRIP;.

An earliest arrival query EA(SZ',SJ',T) asks, given a triple s;,s;,7 of source
stop s;, target stop s; and departure time 7 > 0, to compute a quickest journey,
i.e. a journey that starts at any ¢ > 7, connects s; to s;, and minimizes traveling
time. A journey J = (¢1,ca, ... c,) connecting two stops s; to s; is a sequence of
n connections that: (i) can be serviced by different vehicles; (ii) allow to reach a
given target stop starting from a distinguished source stop at a given departure
time 7 > 0, i.e. the departure stop of ¢, is s;, the arrival stop of ¢, is s; and the
departure time of ¢; is larger than or equal to 7; (iii) is formed by connections
that satisfy the time constraints imposed by the timetable, namely that if the
vehicle of connection ¢; is different w.r.t. that of ¢;11 at a stop sp, then the
departure time of ¢;11 must be larger than the arrival time of ¢; plus MTTP,. As
well as trips, journeys are implicitly ordered by time according departure times
of the connections. The traveling time of a journey is given by the difference
between arrival time of its last connection and 7. A profile query PQ(s;, sj, 7,7’)
asks for the set of non-dominated journeys between stops s; and s; in the time
range (7,7}, subject to 7 < 7/, i.e. the set of journeys connecting stops s; and
s; that start at any time in [7, 7] and are non-dominated journeys. A journey is
non-dominated if and only if the departure time (arrival time, respectively) of
its first connection is smaller than that of any other in the set.
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Public Transit Labeling. The state-of-the art approach to answer the above
queries is based on a graph representation of the transit network [11], and it
is discussed in the following.

In particular, the input timetable 7 = (Z,S,C) associated to the transit
network is modeled via a reduced time—expanded graph (RED-TE, for short) [6],
that is a directed acyclic graph G(V, A). Note that aperiodic timetables can
be effectively represented as directed acyclic graphs [11]. Starting from initially
empty sets V and A, the graph is built as follows. For each elementary connec-
tion ¢ = (Z, s4,55,t4,ta) we add two vertices to V, namely a departure vertex
v§ and arrival vertex v¢, respectively, each having an associated time time(vg)
and time(vS), respectively, that is equal to the departure and arrival times of
the connection, i.e. time(v3) = tq and time(vS) = t,. Departure and arrival
vertices are logically stored within the corresponding stop, that is each vertex
v§ (vg, respectively) belongs to the set of departure (arrival, respectively) ver-
tices DV® (AV7, respectively) of stop s; (s;, respectively). In addition, for each
connection we also insert a directed connection arc (v5,vS) to A, connecting
the corresponding two departure and arrival vertices. Moreover, for each trip
TRIP; = (cg,c1, ..., c;) we add to A a bypass arc (v, vg ™) connecting the two
arrival vertices. Furthermore, for any pair of vertices u,v € DV, we add to A
a waiting arc (u,v) if time(v) > time(u) and there is no w in DV’ such that
time(v) > time(w) > time(u). Finally, for each u € Av® and for each v € DV,
we add to A a transfer arc (u,v) if time(v) > time(u) + MTTP; and there is no
w € DV! such that time(w) < time(v) and time(w) > time(u) + MTTP;.

Given a RED-TE graph G = (V,A), we say a vertex u is reachable
from (reaches, respectively) another vertex v if and only if there exists a
path from v to u (from w to v, respectively) in G, i.e. a sequence of arcs
((v,v1), (v1,v2),. .., (vg,u)). The cost of a path is the sum of weights of the
arcs in the path, where the weight of an arc (7, j) is given by the positive (by
construction) difference time(j) — time(i) between the times of its endpoint ver-
tices. It is easy to see how, in a RED-TE graph built as described above, all paths
from a vertex u to a vertex v in G have the same cost [6,11], which is given
by time(v) — time(u) (again positive by construction). Given a graph G, any
approach for computing a so—called 2-Hop-Cover reachability labeling 1. (2HCR
labeling, for short) of G associates two labels to each vertex v € V| namely a
backward label Ly (v) and a forward label Loyt (v) [7], where a label is a set of ver-
tices of G. In particular, for any two vertices u,v € V', Loyt (4) NLip(v) # 0 if and
only if there exists a path from u to v in G [7]. Vertices {h : h € Loyt (u) ML (v)}
are called hub vertices for pair u, v, and each element in said set is a vertex lying
on a path from u to v in G. The size of a 2HCR labeling is given by the sum
of the sizes of the label entries and it is known that computing a 2HCR label-
ing of minimum size is NP-Hard [7]. However, numerous approaches have been
presented to heuristically improve both the time to compute the labeling and
its size [3,18,19]. Among them, the one in [19], called BUTTERFLY, has been
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shown to exhibit superior performance for directed acyclic graphs. Moreover,
the solution is suited for dynamic graphs, i.e. the authors also provide a dynamic
algorithm that is able to update the 2HCR labeling L of a graph G to reflect
changes occurring on G itself. In particular, given a graph G, a 2HCR label-
ing L of G, and an update operation occurring on G, the algorithm is able
to compute another labeling L’ that is a 2HCR labeling for G’, where G’ is
the graph obtained by applying the update on G. Note that, in this scenario,
updates can be incremental (decremental, respectively), if they are additions
(removals, respectively) of a vertex/arc. Throughout the paper, we denote by
INC-BU(G, L, v) (DEC-BU(G, L, v), respectively) the result of the application of
the dynamic algorithm of [19] to the labeling L of a graph G to handle an incre-
mental (decremental, respectively) operation occurring on vertex/arc v (we refer
the reader to [19] for more details on the above dynamic algorithms).

It is known that any 2HCR labeling, along with the above described RED-TE
graph model, can be used to answer to queries of interest on timetable (we refer
the reader to [11] for more details). However, in order to obtain very fast query
time, compatible with modern applications, in [11] a customization of the general
approach, tailored for RED-TE graphs, has been proposed under the name of Public
Transit Labeling (PTL, for short).

The main idea underlying PTL is to compact labels, and to associate them
to stops, rather than to vertices. In particular, PTL computes a RED-TE graph
G, a 2HCR labeling L of G, and a set of stop labels SL of L [11]. For the sake
of clarity we remark that the approach in [11] relies on a classic time-expanded
graph. However, there is a one-to-one correspondence between RED-TE graphs
and classic time—expanded graphs [6].

In details, we have a forward stop label SLoy:(i) and a backward stop label
SLin(7) for each stop s; € S. A forward (backward, respectively) stop label is
a list of pairs of the form (v, stoptime;(v)) where v is a hub vertex reachable
(that reaches, respectively) from at least one vertex in DV’ (AV?, respectively)
and stoptime,;(v) encodes the latest departure (earliest arrival, respectively) time
from s; to reach hub vertex v (from the stop, say s,, of vertex v to reach s;,
respectively) For efficiency purposes, entries in SLyy: (%) (SLir (7), respectively) are
stored as sorted arrays, in increasing order of hub vertices (according to distinct
ids are assigned to vertices). The set of stop labels is usually referred to as stop
labeling of G (or of L). Similarly to the general 2HCR labeling case, queries on
the timetable can be answered via stop labels by scanning the entries associated
to source and target stops. Query algorithms exploit the information in the stop
labeling to discard dominated journeys to the stored hubs and to achieve query
times of the order of milliseconds [11].

3 Dynamic Public Transit Labeling

In this section, we introduce Dynamic Public Transit Labeling (D-PTL, for short),
a new dynamic algorithm able to update a RED-TE graph G = (V, A), the cor-
responding 2HCR labeling L. and stop labeling SL, as a consequence of a delay
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affecting a connection of the transit network. Formally, a delay is an increase in
the departure time of an elementary connection of a finite quantity § > 0. It is
easy to see how a delay can induce an arbitrary number of changes to both the
graph and labelings [6,11], depending on the structure of the trip the connection
belongs to, thus in turn inducing arbitrarily wrong answers to queries.

A general dynamic strategy to achieve the purpose of updating both G, the
2HCR labeling L. and the stop labeling SL, after a delay, while preserving the
correctness of the queries, is to first update the graph representing the timetable
(via, e.g., the solutions in [5,6,15]) and then reflect all these changes on both
L and SL by: (i) detecting and removing obsolete label entries; and (ii) adding
new updated label entries induced by the new graph, as done in other works on
the subject [10,19]. However, this results in a quite high computational effort, as
shown by preliminary experimentation we conducted. Thus, in order to minimize
the number of changes to both L and SL, we exploit the specific structure of
the RED-TE graph and propose a dynamic algorithm that interleaves phases of
update of the graph with phases of update of the labeling L via the dynamic
algorithms of [19]. At the end of such phases, changes to L are reflected onto
its compact representation SL. through a dedicated routine. In particular, our
algorithm is based on the following observation: a delay affecting a connection of
a trip might be propagated to all subsequent connections in the same trip, if any.
Hence, the impact of a given delay on both the graph and the labelings strongly
depends on ¢, on the structure of the trip and, in particular, on the departure
times of subsequent connections. Therefore, D-PTL processes connections of a
trip incrementally, and in order w.r.t. departure time, by executing two sub-
routines, called, respectively, removal phase (Algorithm REM-D-PTL for short)
and insertion phase (Algorithm INS-D-PTL for short) that update L along with
the graph. The former, described in Algorithm 1, takes care of removing from
G vertices and arcs, associated with the delayed connection, that wviolate the
RED-TE constraints.

We say a vertex (arc, respectively) wviolates the RED-TE constraints when-
ever the associated time (the difference of the times of the endpoints, respec-
tively) does not satisfy at least one of the inequalities imposed by the RED-TE
model discussed in Sect.2. Note that, vertex and arcs of the above kind can
be: (a) departure and arrival vertices of the delayed connection; (b) departure
and arrival vertices following the delayed connection in the same trip; (c) arcs
adjacent to vertices in (a) and (b).

The latter, instead, described in Algorithm 2, adds to G vertices and arcs,
according to the delayed connection, in such a way G is a RED-TE graph properly
representing the updated timetable. Then, it also updates accordingly L.

The behavior of algorithm is customized depending on the effect of the delay
on the original G. In particular, we have a different update path by Algorithm 2
depending on whether the vertices associated to the connection are removed or
not from the graph by Algorithm 1. We distinguish four cases:
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Algorithm 1. Algorithm REM-D-PTL.
Input: RED-TE graph G, delay 6 > 0, delayed connection ¢, trip
TRIP; = (C0,Cly-++3Cmy---yCh)
Output: RED-TE graph G not including vertices of connections violating
RED-TE contraints, 2HCR labeling L of G

1 foreach cj, j =m to k do
2 Let ss and s; be departure and arrival, respectively, stops of ¢;;
3 PRED «— 00; SUCC «— 00,
4 time(vy) « time(vy ) + 6;
5 time(vy? ) « time(ve’) + 6;
6 foreach v € Nout(v;j) do // Outgoing arcs (if any)
7 if v € DV® then // Waiting arc in the graph
8 | succ — v
9 if time(vy ) > time(succ) then
10 foreach v € N, (v;) do // Incoming arcs (if any)
11 if v € DV® then // Waiting arc in the graph
12 | PRED « v;
13 if v € Av® then // Transfer arc in stop S
14 ‘ A— AU{v}
15 V—V\{v/}
16 L « DEC-BU(G, L,v});
17 if PRED # 0o and SUCC # oo then
18 | A~ AU{(PrED,sucC)}; // Add waiting arc
19 foreach w € A do
20 | A— AU{(w,succ)}; // Add transfer arcs
21 L «— iNnc-BU(G, L, succ);
22 foreach v € Nout(vzj) do // Outgoing arcs (if any)
23 if v € DV and time(v) < time(vy’) + MTTP, then
24 V—V\{v’};
25 L « DEC-BU(G, L, vg’ );
26 if G has not changed then break;

) vy €V and vy’ € V;
) vgj ¢V and vy € V;
(c) vy €V and vy’ € V;
) vy €V and vg ¢ V.

In more details Algorithm 2 incorporates specific sub-routines, described in
Algorithms 3, 4 and 5, whose purpose is to update of specific parts of the graph
and to handle the mentioned different topological cases.

Finally, the two above phases are then followed by a bundle update of SL by
a suitable procedure, described in Sect. 3.1.



Dynamic Public Transit Labeling 111

Algorithm 2. Algorithm INS-D-PTL.

Input: Graph G, delay 6 > 0, delayed connection ¢, trip
TRIP; = (C0,Cly-++3Cmy---yCh)
Output: RED-TE graph G including vertices of connections affected by the
delay, 2HCR labeling L of G

1 foreach cj, j =m to k do
2 Let ss and s; be departure and arrival, respectively, stops of c¢;;
3 PRED «— 00; SUCC «— 00,
4 foreach v € N,y (v ) do // Outgoing arcs (if any)
5 if v € DV’ then // Waiting arc in the graph
6 | succ — v
7 foreach v € Nj, (v ) do // Incoming arcs (if any)
8 if v € DV® then // Waiting arc in the graph
9 | PRED — v;
10 if ’U;j €V and vy’ € V then // Case a) - Both not removed
11 Call REWIRETRANSFERDEP(G, vzj ,SUCC, 8s);
12 if G has changed then
13 | L« Ne-BU(G,L,vy);
14 else if vzj ¢V and vy ¢V then // Case b) - Both Removed
15 Ve~ VUu{vi} // Add vy to G
16 Call REWIREWAITINGDEP(G, u;j ,Ss);
17 Call REWIRETRANSFERDEP(G, vsj ,SUCC, 8s);
18 L « Nc-BU(G, L, vy );
19 Ve VU{vd}; Ae— AU{(vy,va’)}; // Add vy’ and connection arc
to G
20 Call REWIREARR(G, vy’ , TRIP;, 5¢);
21 L «— INc-BU(G, L, vg? );
22 else if v, ¢V and v, € V then // Case c) - Only v, removed
23 V—VUu{vi}
24 A— AU{(v v} // Add v, and connection arc to G
25 Call REWIREWAITINGDEP(G, u;j ,Ss);
26 Call REWIRETRANSFERDEP(G, v;j ,SUCC, 85);
27 L « Nc-BU(G, L, v );
28 else // Case d) - Only vzj removed
29 V—Vu{vd}
30 A— AU{(vy v} // Add v;’ and comnection arc to G
31 Call REWIREARR(G, vy’ , TRIP;, 5¢);
32 L «— Nc-BU(G, L, vg?);

3.1 Updating the Stop Labeling

Once both the graph and the 2HCR labeling have been updated, if a corre-
sponding compressed stop labeling SL is available and one wants to reflect the
mentioned updates on said compressed structure, a straightforward way would
be that of recomputing the stop labeling from the scratch, via e.g. the routine
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Algorithm 3. Algorithm REWIRETRANSFERDEP.

Input: RED-TE graph G, vertices vsj and SuUCC, stop Ss
Output: (Partially updated) RED-TE graph G

1 if succ = oo then // Case a.l)
2 CANDIDATES «— ();
3 foreach v € Av® do
4 TO_ADD <« true;
5 foreach u € Noyu:(v) do // Outgoing transfer arcs (if any)
6 if u € DV® then // Has transfer arc
7 TO_ADD < false;
8 break;
9 if To_ADD and time(vy) > time(v) + MTTP, then
CANDIDATES «— CANDIDATES U {v} ;
10 foreach v € CANDIDATES do A «— AU {(v,v})};
11 else // Case a.2)
12 T «+ 0;
13 foreach v € Av® do
14 foreach u € Ny (v) do // Outgoing transfer arcs (if any)
15 if u = succ and time(vy') > time(v) + MTTP; then

T —TU{(v,u)};
16 foreach (v,u) € T do
17 A— A\ {(v,u)};

18 A— AU{(v,v{)};

Algorithm 4. Algorithm REWIREWAITINGDEP.

Input: (Partially updated) RED-TE graph G, vertex vgj , stop ss

Output: (Partially updated) RED-TE graph G

if Dv®\ {vj} # 0 then

M «— argmaz, s time(v);

if time(vy) > time(m) then // Add waiting arc
‘ A— AU {(mm?)};

Let m1,m2 € DV® be such that time(m1) < time(vy’) < time(ma);
A — A\ {(m1,m2)}; // Remove outdated waiting arc
A — AU{(m1,v]), (vg,ma2)}; // Add new waiting arcs

1
2
3
4
5 else
6
7
8

n [11]. This computational effort is not large as that required for recomputing
the 2HCR labeling. However, we propose a dynamic routine that is incorporated
in D-PTL and avoids (and it is faster than) the recomputation from scratch of
the stop labeling as well, described in what follows. Our routine requires, during
the execution of Algorithms 1, 2, to compute two sets of so—called updated stops,
denoted, respectively, by US,,: and US;,. These are defined as the stops s; € S
such that vertices in DV? (AV?, respectively) had their time value or forward label
(backward label, respectively) changed during Algorithm REM-D-PTL or during
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Algorithm 5. Algorithm REWIREARR.

Input: (Partially updated) RED-TE graph G, vertex vg’, trip
TRIP; = (CQ, Clyee-yCmy... 7Ck)7 stop st.
Output: (Partially updated) RED-TE graph G

1 TEMP_NODE <« 00;

2 TEMP_TIME « 00;

3 foreach v € DV’ do

4 if time(v) > time(vy’ ) + MTTP; then // Search for minimum

5 if time(v) < TEMP_TIME then

6 TEMP_TIME « time(v);

7 TEMP_NODE «— v;

8 A« AU{(vy, TEMP_NODE)}; // Add proper transfer arc

9 if j > 0 then // Not first connection of the trip
10 ‘ A— AU{(vd " vd); // Add bypass arc
11 if j < k then // Not last connection of the trip
12 ‘ A— AU{(ve vt} // Add bypass arc

Algorithm INS-D-PTL. Sets US,,; and US;,, can be easily determined by inserting
stops satisfying the property in said sets during the execution of Algorithms 1,
2, after each update to time or labels.

Once this is done we update the stop labeling SL by recomputing only the
entries of SLyyt(7) (SLin (), respectively) for each s; € USy: (for each s; € US;p,
respectively). To this aim, for each stop s; € US,ut (8; € USip, respectively)
we first reset SLoyu:(7) (SLin(i), respectively) to the emptyset. Then, we scan
departure (arrival, respectively) vertices in decreasing (increasing, respectively)
order w.r.t. time and add entries to SLyy:(7) (SLin(7), respectively) accordingly.
In particular, for all departure (arrival, respectively) vertices v of s; in the above
mentioned order, we add a pair (u, stoptime,;(v)) for each u in SLyyt(4) (SLin(4),
respectively) only if there is no pair SLyyt(7) (SLin(2), respectively) having u as
hub vertex. This guarantees that each pair contains latest departure (earliest
arrival, respectively) times. After updating the stop labels, we sort both SLy¢(7)
and SL;, (i) to restore the ordering according to the hub vertices [11]. Details
on how to update the stop labeling by executing the procedure are given in
Algorithm 6. We are now ready to give the following results, whose proof, due
to space limitations, is deferred to the full version of the paper.

Theorem 1 (Correctness). Given an input timetable and a corresponding
RED-TE graph G. Let L. be a corresponding 2HCR labeling and let 6 > 0 be a
delay occurring on a connection, i.e. an increase of 0 on its departure time. Let
SL be a stop labeling associated to L. Moreover, let G', L', and SL’ be the output
of D-PTL when applied to both G, L and SL. Then: (i) G' is a RED-TE graph
for the updated timetable; (ii) L' is a 2HCR labeling for G'; (iii) SL' is a stop
labeling for L.
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Algorithm 6. Algorithm for updating the stop labeling.

Input: Outdated stop labeling SL, 2HCR labeling L of G, sets USout, USin
Output: Stop labeling SL of L
foreach s; € USyy: do
Q 0
SLout (7») — @;
while {DV®\ Q} # 0 do

M < argmaz, c,ys time(v);

foreach u € Loy (m) do

if u ¢ SLout(i) then
‘ Add (u,time(m)) to SLout();

Q — QuU{m};
10 Sort SLoy¢(7) w.r.t. hub vertices;
11 foreach s; € US;, do

© 00 N0 A W N

12 Q — 0;

13 SLin (1) « 0;

14 while {av®\ Q} # 0 do

15 M argmin,c,ys time(v);

16 foreach u € L;,(m) do

17 if u ¢ SLin(i) then

18 | Add (u,time(m)) to SLin(i);
19 Q — QuU{m};

20 Sort SLin (i) w.r.t. hub vertices;

Theorem 2 (Complexity). Algorithm D-PTL takes O(|C|*>log|C|) computa-
tional time in the worst case.

Notice that, Theorem 2 implies that D-PTL is slower than the recomputation
from scratch via PTL in the worst case. However, our experimental study shows
D-PTL always outperforms PTL in practice.

4 Experimental Study

In this section, we present our experimental study to assess the performance
of D-PTL. In particular, we implemented, in C++, both PTL and D-PTL, and
developed a simulation environment to test the two algorithms on given input
transit networks. We conducted experiments as follows.

For each input, we build the RED-TE graph G and execute PTL to compute
both the 2HCR labeling L and the stop labeling SL. Then, we select a connection
¢; of the timetable uniformly at random and delay it by ¢ minutes, where ¢ is ran-
domly chosen within [5, time(m) —time(v§ )+10] and m = argmaz, ¢, time(v).
Finally, we run D-PTL to update both the graph and the labelings. In parallel, we
run PTL to recompute graph and labelings from scratch. We repeat the above for
50 connections After each execution, we measure both the update time of D-PTL
and the running time of PTL. Moreover, we also measure the average size of the
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labelings and the average query time. The former is the average space occupancy
in megabytes of the labelings while the latter is obtained by computing the aver-
age time to answer to 100 000 queries, of both earliest arrival and profile type via
the query algorithms of [11]. This is done to evaluate the quality of the obtained
data structures w.r.t. relevant factors like size and query time. For each query,
for the sake of validity, we compare the result by comparing the two outputs
with the result of an exhaustive Dijkstra’s-like visit on the graph [15].

As inputs to our experiments, we considered real-world transit networks
whose data is publicly available 2, as done in other studies of this kind [5,6,11,14].
Details of the considered inputs are given in Table 1 where we report, for each
network, the number of stops, the size of the corresponding RED-TE graph
G = (V, A), the time for preprocessing the network to compute the 2HCR labeling
L and the stop labeling SL, resp., and the size of both L. and SL, in megabytes.
All our code has been compiled with GNU g++ v.5 (O3 opt. level) under Linux
(Kernel 4.4.0-47). All tests have been executed on a workstation equipped with
an Intel Xeon®© CPU and 128 GB of main memory.

Table 1. Details of input datasets: preprocessing time is expressed in seconds, sizes in
megabytes.

Network # stops | Graph Preprocessing time | Labeling size
V] | Al L SL L SL

London 5221 |3066852 5957246 | 4494.00| 5.19 5856 | 529
Madrid 4698 |3971870| 7859375|10559.10 | 13.66 12295 | 2653
Rome 9273 5502796 10893752 | 17081.05 | 30.18 18531 | 5262
Melbourne | 27237 | 9757352 | 18389454 | 3774.00 | 12.79 8293|1136

Analysis. The results of our experiments are summarized in Table 2, where we
report the average time taken by D-PTL to update L and SL i, resp. (cf 2nd and
3rd columns), the average time taken by PTL for recomputing from scratch L
and SL, resp., (cf 4th and 5th columns) and the average speed-up obtained by
using D-PTL instead of PTL (cf 6th column), that is the ratio of average total
time taken by PTL to the average total update time of D-PTL.

In Table 2 we can observe that D-PTL is able to update L and SL in a time
that is orders of magnitude smaller than that taken by the recomputation (up to
more than 600 times smaller). Moreover, the speed-up seem to increase as the
network size increases, thus suggesting that D-PTL scales well against input size.
Furthermore, our experiments show that graphs and labelings updated via D-PTL
and those recomputed from scratch are equivalent in terms of both query times
and space overhead, thus confirming that the use of D-PTL does not induce any
degradation in the performance of the data structures. Results supporting these
claims are postponed to the full version of the paper due to space constraints.

3 Public Transit Feeds Archive — https://transitfeeds.com/.
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All above observations are a strong evidence of the fact that D-PTL is a very
effective and practical option for journey planning when dynamic, delay-prone
networks have to be handled, especially when they are of very large size and yet
require fast query answering.

Table 2. Comparison between D-PTL and PTL in terms of computational time, in
seconds, to update and recompute from scratch, resp., the data structures.

Network | D-PTL PTL Speed-up
L SL L SL
London 8.64 | 2.48| 4417.65| 5.50397.77
Madrid 17.47| 7.76 1 10495.40 | 14.20 | 416.55
Rome 12.36 | 14.49 | 16847.00 | 29.50 | 628.55
Melbourne | 4.08 | 7.25| 3807.00|11.50 | 337.03

5 Conclusion

We have studied the journey planning problem and have presented D-PTL, the
first dynamic algorithm that enables the use of the state-of-the-art solution (PTL)
in dynamic scenarios. We have shown, through extensive experimentation, that
D-PTL is orders of magnitude faster than the recomputation from scratch, while
at the same time preserving the performance in terms of query time and space
overhead. Several research directions deserve further investigation. Perhaps the
most relevant one is to adapt D-PTL to support multi-criteria queries. In [11] such
queries are handled by encoding transfers as arc costs, by computing shortest
path labels based on these costs, and by adjusting the query algorithm to com-
pute Pareto optimal solutions. Unfortunately updating shortest path labels is a
challenging task, computationally speaking [1,8,10] and it would be interesting
to adapt one known technique to the scenario considered in this paper. Another
worth future work could be to extend the experimentation to larger and more
diverse inputs, to strengthen the obtained conclusions.
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The proliferation of wireless devices in the last years has resulted in a wide range
of services including indoor localization [2]. Indoor localization is the process of
obtaining a device or user location in an indoor setting or environment. Indoor
device localization has been extensively investigated over the last few decades,
mainly in industrial settings and for wireless sensor networks and robotics. How-
ever, it is only less than a decade ago since the wide-scale proliferation of smart
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Abstract. We implemented a system able to locate people indoor, with
the purpose of providing assistive services. Such approach is particu-
larly important for the Art, for providing information on exhibitions, art
galleries and museums, and to allow the access to the cultural heritage
patrimony to people with disabilities.

The system may provide also very important information and input
to elderly people, helping them to perceive more deeply the reality and
the beauty of art.

The system is based on Beacons, very small and low power consump-
tion devices, and Human Body Communication protocols. The Beacons,
Bluetooth Low Energy devices, allow to obtain a position information
related to predetermined reference points, and through proximity algo-
rithms, locate a person or an object of interest.

The position obtained has an error that depends from the interferences
present in the area. The union of Beacons with Human Body Commu-
nication, a recent wireless technology that exploits the human body as
a transmission channel, makes it possible to increase the accuracy of
localization.

The basic idea is to exploit the localization derived from Beacons to
start a search for an electrical signal transmitted by the human body
and to distinguish the position according to the information contained
in the signal. The signal is transmitted by capacitance to the human
body and revealed by a special resonant circuit (antenna) adapted to
the microphone input of the mobile device.
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phones and wearable devices with wireless communication capabilities have made
the localization and tracking of such devices synonym to the localization and
tracking of the corresponding users and enabled a wide range of related appli-
cations and services.

User and device localization have wide-scale applications in health sector,
industry, disaster management [18], building management, surveillance, and
other innovative areas as Internet of Things (IoT) [16], smart cities [14] and
smart environments.

In most devices there is a GPS receiver that allows to easily locate, by satellite
signal, a terminal in an open space; unfortunately, for indoor clients most services
become unavailable due to the lack of (or a weak) communication signal. It is
important to emphasize that, depending on the information we want to obtain,
there are two methods for identifying the position of a client: localization and
proximity.

Localization is a method used mainly in navigation in open space (outdoor)
using the GPS signal: this technology allows obtaining precise information on
the user’s position. The satellite signal cannot be transmitted inside buildings,
and is therefore unusable indoor: this has led to the development of alternative
technologies, such as radio, infrared, ultrasound or magnetic fields.

The results obtained with these techniques does not provide an absolute
position data, but relative position information is provided, that has then to
be interpreted to provide a reliable position. Therefore, these technologies are
identified with the term proximity techniques. In this context it is necessary
to calculate the distance from the various points of interest that will lead to
determining, after the execution of certain algorithms, the position sought [13].

The state of the art on the subject of indoor positioning and tracking is
such that there is not a single technology that appears to dominate, but several
technologies are adopted, each characterized by advantages and disadvantages.
The main technologies for indoor localization are described in the Table 1.

Various indoor navigation technologies have been tested in order to identify
the best one for locating a person indoor, inside a museum or a room, and then
being able to trace her/his movements. We selected the Bluetooth Low Energy
(BLE) technology, a new protocol designed for reducing the battery consumption
and for optimizing the communications among Internet of Things (IoT) devices.

We use Beacons for localizing and then tracing people in indoor areas, trans-
mitting the data to a mobile device, using BLE and the Human Body Communi-
cation protocols. The data transmitted by a BLE Beacon is contained in packets
formatted according to the Bluetooth Core Specification.

Applications interact with Beacons in two different ways:

Monitoring: action activated when entering and leaving the region of Beacon
monitoring, works whether the application is running, paused or stopped;
Ranging: action activated based on the proximity of the Beacon, it works only
when the application is running.

Therefore the monitoring allows to identify the Beacon regions, while the
ranging is used to interact with a specific Beacon. The standardized Beacon
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Table 1. Overview of indoor technologies

Technology Advantages Disadvantages

Infrared Low cost Short range and need to maintain
visual contact

Bluetooth Infrastructure availability | Channel saturation in the case of a
large number of users per unit area

Ultrasounds Limited battery Reflection of sound waves in the

consumption and poor
maintenance

presence of obstacles

RFID active

Reading from great
distances

Fairly high costs, need for power
supply, large size

RFID passive

Infinite average life,
reduced cost, small
dimensions and resistant
to external shocks and
stresses

Radius and reduced reading range

Dead-reckoning

Low cost

High energy consumption and low
range

Wifi

Infrastructure availability

Low accuracy, channel saturation,
poor information security

Ultra-wide band

Accuracy of the order of
1 m, robust to multi-path
phenomena, does not
require visual contact

Very high costs

Zigbee

Low cost, long battery life
and accuracy of the order
of 1 m

Limited penetration of the walls

Bluetooth Low
Energy

Low energy consumption,
reduced costs, large-scale
distributed network

Unidirectional

protocols are IBeacon and Eddystone; in our work we adopted the Eddystone
protocol, developed by Google Inc. and released under the open source Apache
License 2.0 [10].

The implemented system is relevant to provide assistive services to people, in
particular for elderly people, who can take advantage of the system in case they
feel lost or disoriented. The system may be also used for general purpose services,
in particular to provide specific informations on artifacts in a museum or in an
art gallery, art, history and tourism information nearby relevant monuments or
popular meeting points in a city or a suburb.

The present work is addressing also the theme of so called tangible web [11,12]
interactions, which are completing the sensory engagement with audio and video
of multimedia interfaces. The idea to associate a value of haptic exploration in
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retrieving information (i.e. from web sources) humanises the learning experience
offering a contextual feedback which is related to forms and textures sensed
by touch. The chance to detect such interaction, identifying the specific user’s
device, allows the access to specific information which is related to the experi-
ence that the user is making in a certain moment, adding contextual or related
information or feelings (i.e. sounds and music).

The basis of such developments could be recognised in both afferent and
efferent stimulations: in terms of afferent stimula, the current work is making use
of recent applications of HBC - Human Body Communication solutions - which
are proposing a “natural” paradigm in the relationship between the artifact and
the device weared by the user.

The development of such technology will offer the chance to produce emotion-
ally enriched explorations of artifacts also for those who are deprived of vision
(low vision-blind persons), as mentioned in the reported use case.

2 The Human Body Communication

Human Body Communication (HBC) is a recent wireless technology which is
part of the Body Area Network (BAN), able to interconnect wearable devices at
distances lower than 1 m. The human body becomes the communication medium
defined as “Body-wire channel” that can propagate frequencies in the range from
10 KHz to 100 MHz.

The human body is made up of ions and can suffer harmful effects depending
on the frequency, the intensity of the current, the path followed by the current,
and the duration of the interaction [3]. Generally high frequencies are less dan-
gerous because they are accompanied by a skin effect, in fact the possibility of
fibrillation decreases, as the current passes outward without affecting the heart,
although at the same time there is a reduction of the impedance on the human
body, which determines a current increase at the same voltage.

There are directives, issued by the ICNIRP, the International Commission on
Non-Ionizing Radiation Protection, and IEEE, Standard for Safety Levels, that
limit the time of exposure to electric, magnetic and electromagnetic fields. It has
been proven that the pain threshold varies between 100 kHz and 1 MHz. Below
100 kHz one can feel a slight stimulation of muscles and nerves, from 100 kHz to
10 MHz one feels a sensation of heat, while for over 10 MHz one is beyond the
percentage of energy that the human body is able to absorb when it is exposed
to the action of a radio-frequency electromagnetic field (RF).

In literature, there are two approaches of HBC: galvanic coupling and capac-
itive coupling. Both methods use body as transmission medium, but they differ
in the coupling between signal and human body. In the present work we have
analyzed only the capacitive coupling.

2.1 Capacitive Coupling

In the 1990s, Zimmerman [4] explained that electrical signals with a frequency
lower than 100 kHz interacts with the human body. When a very high frequency
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comes in touch with the body, the electrical energy does not remain confined
but propagates around it as if to simulate an antenna.

Figure 1 shows the model of a conventional circuit and the near-field cou-
pling mechanism around the human body is described. The signal is transmitted
between the body channel transceivers by making a current loop, which is com-
posed of the transmitter electrode, the body channel, the receiver electrode, and
the capacitive return path through the external ground. As the communication
frequency increases for a high data rate, the coupling capacitances of the return
path have less effect and the body impedance cannot be ignored. As the trans-
mission length of the body channel increases, both the resistance of the body
and the coupling capacitance to the external ground increase. These elements
cause signal loss at the receiver, and its amount depends on the channel length.

The Zimmerman’s theses is the base reference for further studies, that are
different for the amplitude of the coupling, the frequency range, the signal mod-
ulation method and the speed of data transmission.

Capacitive coupling has several weaknesses:

— The return path of the signal must be managed. The ground conduction is

the base for the transmission.

The transmission channel of the dominant signal is on the surface of the arm,

because the signal is distributed like a wave.

— The same contacts can emit dispersal fields.

— Higher the carrier frequency is, more the transmission by irradiation through
the air becomes relevant.

Body RX
Body Node Electrode
™ Nows  RX =
RX
RX_GND
External GND External GND

Fig. 1. Model of a circuit based on human body communication.

In a recent study Namjun Cho and co-workers [1] provided two empirical
formulas that express the characteristic of the communication channel and of
the minimal area of contact as a function of several parameters.
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3 Signal Analysis on Mobile Environments

Signal analysis is a process of different check that where apply in many different
environments including the Mobile one. Signal Analysis allows to get only the
significant part of the signal that represent the data using a device called filter.

A filter removes some unwanted components from a signal, this means remov-
ing some frequencies to suppress interfering signals and reduce background noise.
There are many different types of filters, classified according to their properties:
passive or active, analog or digital, discrete-time or continuous-time etc. In order
to apply a digital filter in Mobile environments it is necessary to obtain a digital
signal. The original analog signal has to be sampled, reading the signal at reg-
ular time intervals, quantize the signal, and encode it with discrete values. The
types of digital filters analyzed are: Finite Impulse Response (FIR) and Infinite
Impulse Response (ITR). We selected the FIR filter, whose impulse response is
of finite duration because it settles to zero in finite time.

The filtered signal is transformed with a digital technique, in a impulse train
of 0, when no signal is resent, and 1, when the signal is present, that represents
the data after the On-Off keying (OOK). On-Off keying is the simplest form of
amplitude-shift keying modulation, which variations is in amplitude of a carrier
wave. Modulation is the process of varying one or more properties, as amplitude,
frequency, phase etc., of a periodic waveform, called the carrier signal, with a
modulating signal that contains the information that have to be transmitted.

The last part of signal analysis is the check of correctness of the transmitted
data. Error revelation is an important technique to auto detect errors between
information’s data without correct them. The cyclic redundancy check (CRC)
is an error-detecting code with checksum where the reminder of a polynomial
division of the contents data follows some data blocks.

The described setup is summarized in Fig.2. The components that appear
in the Figure are described in Table 2.

Gate Capacitive
Control 00K coupling gesqtnané MicrophcneI
i ——— == Circuit an
Arduino modulator - Antenna y

CRC codes
list

Android SDK
Reading signal
Filtering
Decision making

Decoding

Information
Value

Fig. 2. The setup of the experimental apparatus.
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Table 2. Description of the setup elements

Element Description

Arduino Board Arduino Uno with microcontroller ATmega328,

velocity 16 MHz, flash memory 32 KB, SRAM 2 KB and
EEPROM memory 1 KB. The program generates on the
exit pin a bit sequence at 100 bps, modulated to 1 KHz.

Modulator OOK Wave shapes generator HM130 from 0 to 10 MHz. The
square wave generated at 155 kHz with 50 €2 input and
exit gate

Ab HF (High Frequency) frequency amplifier with resonant

circuit on exit

Neutral Ground reference

Resonant Circuit Antenna | Weared unit connected to the microphone of the mobile
phone (dimensions: 50 x 30 X 4 mm)

Mobile Device Smartphone Android 4.4 (KitKat)

Philip Koopman proposed the guidelines for identifying the best polynomial
function related to 8 bits payload. In particular he compared 3 different poly-
nomial: DARC-8, CRC-8 and C2. C-2 show the best performance with a frame
length of 119 and a payload greater than 10 bits, while DARC-8 showed the
best performance with 8 bits payload. So the polynomial function selected was
DARC-8.

4 The Electronic Apparatus

The electronic apparatus developed for data communication implements the
interfaces for inductive human body transmission of signals. The scheme pro-
vides the emission of low-freq modulation (which is modulating the base band
signal) generated under the surface of the sensorized object and then conveyed
by the user skin during the contact toward a receiver antenna which is resonat-
ing at the same frequency. For sake of simplicity, the modulation frequency has
been chosen at 125 KHz, allowing the utilization of coils and related components
already available for wireless charge systems. Figure 3 shows the overall block
scheme.
In this conceptual scheme the main blocks are:

Baseband generator is constituted by the coded string that is periodically

sent to the apparatus. i.e. tangible object unique identifier

— SW modulator is working with the modulation frequency to realize OOK
(On-Off Keying) modulation

— The amplifier is energizing the plate under the plastic reproduction (i.e. a 3D
printed scale copy of the tangible item)

— The skin interface conveys the energy coming from the capacitive coupling

toward a wrist-placed detection system
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— The resonant demodulator is trimmed around the central modulation fre-
quency producing a demodulated input at low level (2-5 mV)

— The microphone input of the mobile device is detecting the modulation allow-
ing a the receiver process to recognize data string

5 The Implemented Libraries in Android

The present part is focused on the libraries implemented in Android. The code
implemented can be divided in four different parts in which we consider the
signal acquisition, the signal filtering, the decisioning and finally the encoding.

Base band
generator

»| SW Modulator > Amplifier

Tangible object

\a Skin interface

|

1
I_l

Resonant demodulator

Mic input

Fig. 3. Electronic apparatus
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The signal is acquired in realtime through the microphone in PCM (Pulse
Code Modulation) for n seconds. After the recording the signal is filtered with
a FIR filter with 20 TAP, that was compared to the one obtain with LabVIEW
library. Results of many tests underline that the use of filter is not necessary
because rumor doesn’t hold the signal’s presence or absence.

The third part check if in an instant ¢ the signal is present or not. After
bringing all the samples positive, it is applied an average function based on a
window that take k& samples with some overlays in order to obtain a greater pre-
cision. The window dimension can be determined only through experiments. The
results are then “decimated” with a technique in which the samples occurring
in the same millisecond are reduced to one. The “decimating” algorithm reads
tree different values, if one of these is ‘1’ it considers that there is signal. Also
the distance between the tree different samples is based on experimental tests.
The aim of “decimating” algorithm is to read the central part of a millisecond,
in order to have an high probability of take the correct measure.

Finally the correctness of the result is analysed and the reliability of the
transmission is verified, using the Cyclic Redundancy Check (CRC), detecting
the frames transmitted with errors.

6 The Use Case: Art for Everyone

Many use cases of this project can be identified in everyday life, in particular
the implemented system may help elderly people and people with disabilities,
such as blind or hypovision people, who are for example excluded from the visual
art. The only way for such people to access visual art is through the tactile and
auditory sensations and taking into account this type of disabilities we took the
cue to carry out this project.

Let us take an archaeological museum as an example, the visitor with dis-
abilities may be equipped with the headset and sensors necessary to capture the
signal transmitted through the human body connection to the microphone jack.
The application may be installed in the personal mobile device of the visitor so
that only the headset and the antenna should be provided to her/him.

The description of the artifacts may start as soon as the visitor is intercepted
by a beacon and the related information transmitted. Once the artifact is iden-
tified, the application starts an audio that describes it, and if more sensors have
been installed, the audio may describe the area the visitor is touching.

The use of the application can be extended to painting, photography, archi-
tecture, and all visual arts.

7 Conclusions and Future Work

The present work describes a system able to localize people indoor and is partic-
ularly important for helping elderly people in case they feel lost or disoriented,
and people with disabilities helping them receiving information.



Mobile Localization Techniques Oriented to Tangible Web 127

This work is another pillar on the way we started several years ago, helping

people with disabilities to recover in part the limitations originated by their
health status [5-9,15,17].

The system may be improved optimizing the number of beacons required to

cover indoor areas and to improve its precision adopting triangulation methods.
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Abstract. This paper presents a model to evaluate how heterogeneities
in road traffic caused by different driver’s profiles affect the dynamics of
traffic on a road with an unsigned intersection. These driver’s profiles,
defined by the use of different acceleration policies, are not observed in
usual measurements and can only be evaluated through computational
simulations. A modified Nagel-Schreckenberg (NaSch) cellular automata
model with a Probability Density Function (PDF) Beta is used to model
these distinct behaviors, where each driver profile is represented by a
Beta PDF. The analysis of space-time diagrams herein obtained and
traditional traffic diagrams corroborate the importance of taking into
account different profiles of drivers on the road.

Keywords: Traffic flow - Cellular automata - Road intersection -
Driver’s behavior - Computational simulations

1 Introduction

Traffic flow directly affects the quality of life of citizens in modern cities. Traf-
fic jams and their psychological effects, besides the pollution associated with
heavy traffic are some of the reasons why a better understanding of traffic flow
has received so much attention in the last decades. Several solutions have been
proposed to try to mitigate the effects of the increasing amount of vehicles in
big centers, whether by the use of electric vehicles to minimize air pollution,
or autonomous cars, in order to reduce traffic jams and reduce the number of
traffic accidents. However in any situation it becomes important to know traffic
dynamics and the understanding of its behavior in different situations. In order
to study and to analyze traffic flow’s characteristics, many mathematical mod-
els, both macroscopic and microscopic, have been employed. In the microscopic
© Springer Nature Switzerland AG 2019
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modeling Cellular Automata (CA) methods have been applied with good results,
since the dynamics of the CA tries to closely mimic the movement of all vehicles
and their interactions. Some of the main advantages of CA models are that they
are easily implemented, lead to moderate computational cost and keep the basic
features of the phenomenon [1-3]. As an example we can mention that there is
already, in North Rhine-Westphalia [4], a CA model presenting on-line informa-
tion about the freeway to guide drivers passing trough it. Recently, in all types
of modeling, it has been tried to evaluate how the different drivers profiles affect
the dynamics of the road traffic, in particular, the aggressive and the cautious
or timid direction [5-14]. In this context, in particular, the CA models can be
of great interest because it allows to describe the behavior of each driver pro-
file that one wants to represent. Zamith et al. [12] proposes a CA model where
the driver profiles, defined by the use of different acceleration policies are mod-
eled using a non-uniform Probability Density Function (PDF), the PDF Beta.
Thus, different parameters of PDF Beta will define different acceleration poli-
cies, where each driver “tries” to accelerate more aggressively or cautiously. In
recent published works Leal-Toledo et al. [13] and Almeida et al. [14] used the
same proposal to modify the traditional probabilistic NaSch model [15] in order
to evaluate the effects of different acceleration profiles and their influence in the
occurrence of dangerous situations that can lead to road accidents.

Considering the importance of the understanding of traffic flow in modeling
signed or not, urban and highways crossings [16-18], in the present work we
intend to show how important are the above considerations evaluating the influ-
ence of different acceleration profiles when there are a unsigned intersection in
the road. For this purpose we model a intersection with a closed circuit, as pro-
posed in Marzoug et al. [18], where two perpendicular roads cross in the middle.
Marzoug et al. [18] showed that the fundamental diagram depends strongly on
the probability of priority P and it exhibits four phases: free flow, the plateau,
the jamming phases and a new phase occurring for any value of P # 0.5. These
phases disappear gradually as one increases the probability P, and disappear
completely for P = 0.5. In this work, we present how the different acceleration
policies alter these results, as well as we evaluate the influence of braking prob-
ability on them. Different values of maximal velocities are also computed and
for the purpose of comparing the influence of the acceleration policies on the
results, in each analysis the same V,,,4, is considered for all profiles.

The paper is structured as follows: Sect. 2 presents the modified NaSch model,
with heterogeneity in acceleration and deceleration policies. In Sect. 3 we describe
the intersection model used in our simulations. Next, in Sect. 4, we show some
results to illustrate how different acceleration policies affect the flow traffic at two
roads with an intercection. Discussions and conclusions are presented in Sect. 5.

2 Nagel-Schreckenberg Model with Driver’s Behavior

Despite being a simple model, the automata cellular NaSch model [15] is able
to represent traffics main characteristics such as the spontaneous occurrence of
traffic jams and the relation between traffic flow and density, representing the free
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and congested flow [16]. It’s a one-dimensional probabilistic cellular automata
(CA) traffic model where space and time are discretized resulting that the lane
is described by a lattice of cells that are occupied or not by vehicles and in its
traditional form a vehicle occupies only one cell.

In CA models, at any instant of time ¢, a vehicle occupies the cell z(i,t) and
has the velocity v(3,t), which tells how many cells it will move at that instant of
time. The number of unoccupied cells in front of each vehicle, generally called
as gap, is denoted by d(i,t) = x(i + 1,t) — z(i,t — 1) — L, where L = 1 is the
vehicles’ length, and the vehicle i+1 is considered to be in front of the vehicle i.
As usual, periodic boundary condition can be considered and traditional NaSch
model can be described by four simple rules applied simultaneously to all vehicles
(Algorithm 1):

Table 1. Algorithm 1.

Acceleration: v(i, t + 1) = min[v(i, t) + A, Vinaa]

Deceleration: (i, t + 1) = minfv(i, t + 1),d(i, )]

Random deceleration: | v(i,t + 1) = maz[v(i,t + 1) — A, 0], with a probability ps
Movement: z(i,t + 1) = z(i,t) + v(i, t + 1)

In Table1 we have the following parameters: V4., the maximum velocity that
a vehicle can reach; A, the acceleration rate of the vehicles and A = 1cell/s? in
traditional NaSch model; p,, a stochastic parameter, modeling the uncertainty
in driver behavior and representing the probability that a vehicle, randomly, do
not accelerate to reach the maximum velocity or even slows down. In NaSch
model typical cell length is 7.5 m and each time step corresponds to one second,
resulting vehicles’ speed multiples of 1 cell/s, which is equivalent to 27km/h.
In order to take into account traffic influence of driver’s behavior in a modified
NaSch model we considered the evaluation of how different acceleration policies
influence the traffic dynamics. It was proposed that the acceleration A, which
in the NaSch model is a constant, can assume different values. To do this, a
more refined network discretization is used to allow the representation of these
different policies. Each vehicle may then occupy more than one cell, as can be
seen in Fig. 1, and each driver profile tends to accelerate in a characteristic way:
abruptly (aggressive profile) or more smoothly (non-aggressive profile). A non-
uniform Probability Density Function (PDF) is used to describe trends in the
drivers’ acceleration policy. The new acceleration parameter is stochastic and is
calculated as:

A =int[(1 — a)Amaz) (1)

where « is a random value between 0 and 1 and int returns the nearest integer
of its argument. Therefore, the probability p models the drivers’ intention to
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Fig. 1. Discretization scheme

accelerate while o models how they will accelerate and « is modeled by a con-
tinuous Beta Function (PDF), defined by:

I'(a+b) 29-1(1 — )1

where 0 < z <1 and I'(n+1) = n!, being n a positive integer. Depending on the
values of the parameters a and b, the majority of a values will tend to different
values between 0 and 1 and those closer to 0 will produce accelerations A closer to
Ainaz, while those closer to 1 will produce accelerations A closer to 0. In fact, the
« values float around the Beta mean value, which are given by u = 45 Thus,
it is possible to predict each profile acceleration trend based on the average of
the Beta function used to model it. Therefore, each profile is given by a different
pair (a, b) of parameters, defining one PDF Beta function, and the different mean
values of these distributions model the desired acceleration tendencies as shown

in Fig. 2.

B(a,b) =

3 Intersection Model

For the purpose of the present work, where we intend to evaluate the influence
of different acceleration profiles at an unsigned intersection of two roads, we
consider a closed circuit, as proposed in Marzoug et al. [18], where two perpen-
dicular roads cross in the middle. In this configuration we will consider that the
crossing consists of the intersection of two stretches of roads: R1 and R2. In R1
the vehicles move from top to bottom and in R2 vehicles move from left to right.
In this closed circuit, the exit of R1 is the entrance of R2 and the exit of R2 is
the entrance of R1, as shown in Fig. 3.

In the traditional Nasch model the road intersection is composed by one cell.
Thus in our modification, the crossing is composed by the number of cells that
the vehicle occupies. As in Marzoug et al. [18], we denote G1 and G2 as the
distances of the vehicle to the intersection cell. When two vehicles can cross at
the same time-step, the priority is given to the vehicle in R1 with probability
P, and to the vehicle in R2 with probability 1 — P. Near to the intersection the
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vehicle that has priority moves with its normal velocity and the vehicle that does
not have priority decelerates, as described in Algorithm 1, where d; = G; is the
distance to the intersection.
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Fig. 3. Crossing scheme

4 Numerical Results and Discussion

For all results here presented the total length of the circuit is 30 km, and the
results are obtained after 20,000 time steps. The first 17,000 steps were discarded
since transient effects were not the target here and the density p is the percentage
of cells occupied on the road.
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To maintain analogy with the traditional NaSch model, a vehicle occupies
7.5m, divided in n cells, where the length of cells [, are given by I, = (7.5/n)m
and Apae = ncell/ s2. For results presented here we took n = 5 and we called
pp the probability of braking and P the priority probability of the vehicle in R1
(Fig. 3). Besides the results from traditional NaSch model, we present results
when n = 5 for four different profiles chosen to represent the different accelera-
tion policies, with distinct averages and similar variance [14]. So, we consider in
this work:

0) for the Aggressive profile, with p = 4 cell/s* = 6 m/s?;

8), for the Intermediary I, with u = 3 cell/s?* = 4.5m/s?;

0), for the Intermediary II, with u = 2cell/s?> = 3m/s?

0), for the Cautious or Non-Aggressive profile, with p = 1 cells/s* =

10,3
20,2
28,2
30,1
1.5m/s%.

B(
B(
B(
B(

Here p is the average of all values of A, in Algorithm 1. In traditional NaSch
model, u = 1cells/s?> = 7.5m/s?, with A always equal n.

4.1 The Deterministic Case (pp = 0)

To compare with results obtained by Marzoug et al. [18], we consider the case
where p, = 0 in NaSch model.

(i) Influence of discretization

To show the influence of discretization in this modeling, we will initially present
results of the NaSch model with different discretizations. The vehicle occupies n
cells and to maintain equivalence with the original model, the intersection has n
cells. The vehicle moves considering both the space available for its movement
and its velocity, even if the gap is not a multiple of n. Due to these factors a
vehicle can occupy only part of the intersection. In this situation the intersection
may be occupied by more than one instant of time by the same vehicle even if
it moves. Also, the intersection can be occupied by parts of two vehicles which
are in the same direction.

Figure 4 shows the fundamental diagram for P = 0.5, V0 = (5xn) cell/s =
135km/h for n = 1, 3 and 5. We can observe that the maximum flow in the
plateau region is maintained. However, in the traffic jamming region, a new
phase arises where there is no flow of vehicles. This is caused by vehicles that
remain more than one instant of time at the intersection and by the priority that
is given only to vehicles that can pass through the intersection at that instant of
time. These situations can not be represented by the traditional NaSch model. It
should be remembered that this configuration was generated in a closed circuit,
and this is the reason which allows zero flow to occur, since there is no possibility
of movement when parts of the road are occupied by vehicles as can be illustrated
in Fig. 5.
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(ii) Proposed model

It is worth noting that in the modified NaSch model p, = 0 has the same meaning
as in the traditional model: the probability of not accelerating or braking. This
means that p, = 0 makes all vehicles accelerate whenever possible. However,
in our model, unlike the NaSch model, the acceleration is not constant, and is
modeled by the Beta Function, making possible the definition of driver profiles
based on the mean of the distribution.

To illustrate, we present in Figs.6 and 7 comparisons for flow-density dia-
grams, with discretization n = 5, for the NaSch and NaSch modified model,
for extreme behaviors which are aggressive and cautious profiles with, respec-
tively, maximum velocities Vmaz = 15 cell/s and V4. = 25 cell/s and priority
P = 0.5. It can be noticed that the cautious profile presents the same flow in
the region of low density, where the flow is free. However, the flow drops quickly
when there is interaction between vehicles. In this phase, the flow remains prac-
tically constant, but the flow in cautious profile is much lower than the NaSch
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model and the aggressive profile. This is because the cautious driver takes longer
to resume his velocity when he needs to brake due to the approach of another
vehicle. Thereafter, in a fourth step, the velocity becomes close to zero, for the

reasons described in the previous example.

4.2 Probabilistic Cases (P, # 0)

(i) Comparing all profiles

Figures8 and 9 present respectively results for the flow-density and velocity-
density diagrams for the NaSch model compared with the four profiles defined
at the beginning of the session: aggressive, intermediate I, intermediate II and
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cautious, for n =5, P =1 and p, = 0.01. We can observe the existence of four
phases defined by Marzoug et al. [18]. We can also observe that both, the second
phase (plateau region) (Fig. 8) and the mean velocities (Fig. 9) decrease with the
average acceleration of each profile, with a more pronounced difference in the

cautious profile.

(ii) Results for several priorities at the intersection(P)

Next, Figs. 10 and 11 present flow-density and velocity-density results for the
aggressive profile of the modified NaSch model with p, = 0.3, for V0. = 25 cell/s
and in Figs. 12 and 13 for V,,,4. = 15 cell/s, respectively, for different values of P.
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We can observe that the results show the same discontinuity between the third
and fourth phase described by Marzoug et al. [18] when the density p = 50, except
when P = 0.5 where this discontinuity occurs when p = 60. In this case, in the
results presented in Marzoug et al. [18], diagrams present only three phases, since
the discretization used in the traditional NaSch model does not allow the repre-
sentation of the situations described in Sect. 4.1 (i).

5 Conclusions

In this work we presented a model to evaluate how driver’s behavior, defined
by different accelerations policies, can affect the traffic flow on a road with an
unsigned intersection. We looked for whether the way drivers speed up to reach
the same maximum speed, influences the dynamics of traffic and how it influences
if there is an unsigned intersection on that road. This is usually an unobservable
behavior and that is why modeling the problem and performing computational
simulations becomes fundamental for the understanding of traffic dynamics. To
this end we modeled an intersection with a closed circuit, as proposed for Mar-
zoug et al. [18], where we have two transversal roads crossing in their middle,
leading to an eight shape (Fig. 3).

We used a modified version of the NaSch model that includes heterogeneities
due to different acceleration policies for vehicles under the same velocity limit,
using a continuous probability density function, the Beta function, to model it.
The usage of functions with different mean values made possible the consider-
ation of drivers with different steering behaviours, given by their acceleration
profile.

From the results we conclude that the proposed model represents the four
phases of the flow, as described by Marzoug et al. [18] for the same configura-
tion of the road: free flow, the plateau, the jamming phase and the intermediate
phase, where flow decreases. However, we have verified that the most refined
discretization allows the representation of situations not representable by the
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traditional model, with a vehicle partially occupying the intersection or having
parts of two vehicles in the same direction, occupying the intersection. It is also
noticed that the representation of the different acceleration profiles decisively
interfere in the modeling of the problem, since more cautious profiles signifi-
cantly alter the flow-density and velocity-density diagrams. These factors lead
us to conclude that this type of modeling is necessary when analyzing more com-
plex topologies, with the existence of more crossings, roundabout, traffic signals
among others.

With the approach here considered, driver’s behaviors besides being able
to be described by different maximum velocity, can also estimate if the way
these drivers reaches this velocity influences the dynamics of traffic and how it
influences. This is an unobservable behavior in usual measurements and thus
usually disregarded in traffic flow analysis.
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Abstract. To better understand the neural interactions amongst human
organ systems, this work provides a framework of data analysis to quan-
tify forms of neural signalling. We explore network interactions among
the human brain and motor controlling. The main objective of this
work is to provoke unique challenges in the emerging Network Physi-
ology field. The proposed method applies network analysis techniques
including power coherence for connectivity discovering and correlation
measurement for profiling relationships. We used a well-designed dataset
of 50 subjects over 14 different scenarios for each individual. We found
network models for these interactions and observed informative network
behaviours. The information can be used to study impaired communica-
tions that can lead to dysfunction of organs or the entire system such as
sepsis.

Keywords: Physiology network - Data analysis - Brain -
Network interactions

1 Introduction

The human body consists of diverse physiological organ systems of which each
has its own structural and functional complexity, causing transient and non-
linear output information from each system [1]. Furthermore, complex signalling
between these organ systems and sub-systems has been found among distinct
physiologic states, e.g., wake and sleep; light and deep sleep; dreams; conscious-
ness and unconsciousness (i.e., a person fails to respond normally to painful stim-
uli, light, or sound) [2,3]. Therefore, at the system level, the human organism
can be considered as an integrated network with its own regulatory mechanism
among physiological organ systems. Each organ system, referred to as a node
continuously interacts with each other to maintain their functions. Recent works
[4,5] showed that impaired communications can lead to dysfunction of organs or
the entire system such as sepsis. However, the mechanisms of interactions over
space and time scales are not well-understood and in need of a suitable analysing
tool or theory-based framework [6].
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The main challenge to study these interactions is the network complexity [3].
Each node of the network represents an individual physiological system and thus
has different characteristics and outputs against others, therefore it is hard to
identify and quantify their signalling. For example, each organ can be charac-
terized by unsteady, periodic and non-linear output signals [7]. Furthermore,
physiological organ systems operate in a wide range of time scales (ms to hours)
and can be chaotic oscillators [8]. In contrast to traditional complex network
theory, edges (i.e., links) in this field are non-deterministic, i.e., they do not con-
stitute static connection graphs. In fact, changes in physiologic state can lead to
collective network behaviours [3].

As aresult, approaches in this area often span from statistical physics, applied
mathematics to biomedical signals processing, human physiology and clinical
medicine [3]. Recently, interdisciplinary methods have been found to address the
aforementioned challenges. Biomedical engineers, data scientists, physiologists
and medical specialists have worked as a team to shape a new field of Network
Physiology [6]. Latest achievement examples are discoveries of differences in
nonlinear heart dynamics during rest and exercise [9], a network-analysis tool
to localize the epileptogenic zone [10], synchronous behaviour in network model
based on human cortico-cortical connections [11], network structure of the human
musculoskeletal system shapes neural interactions on multiple time scales [12].

Earlier nonlinear methods were used to tackle the complexity in non-linearity
including phase synchronization, coherence in heart and brain [13], mutual infor-
mation [14], and the Granger causal analysis [15]. Lately, the time delay stability
[16] has been a new concept to identify physiologic interactions across distinct
physiologic states (e.g., brain-organ communications as a signature of neuroau-
tonomic control [16]). Specifically, if the time delay between systems is more
consistent, the interaction is more stable and longer periods of the delay stabil-
ity indicate stronger coupling [16]. These methods quantified the strength and
directionality of links in the network.

From a data science perspective, information calculating has been applied
to find the network of interaction. For example, entropy was measured between
the brain and the heart [14]. Time-variant coherence analysis was introduced to
study the control network of the cardiovascular and cardiorespiratory systems in
patients with epilepsy [13]. Temporal interactions were investigated with bursts
of activity in neural networks [17] to show whether bursting arise from inherent
nodes or as a result of network interaction. Coherence measurement over time
scale were found in latest works [10-12].

Above approaches have not been targeted to data mining for a diverse record-
ing system at a large scale. More appropriate techniques should be deeply based
on advances in complex network theory. Several pioneers proposed in near sim-
ilar fields such as human symptoms-disease network [18]. The typical approach
often involves weighted correlation analysis for module detection, variable selec-
tion, topological information extraction. Nevertheless, these methods adopted
temporal network forms (i.e., modelling as graphs of vertices coupled by edges)
[19]. Though the static network topologies were developed to time-dependent
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models [19], the complex activities of individual nodes and the time-variant
links were missed [6]. Hence, merging of those techniques could help alleviate
aforementioned unique challenges in the network physiology.

We propose network analysis techniques such as power coherence to model
the connectivity of network and correlation measures for profiling relationships.
The main contribution of this work: propose a new framework of using network
analysis techniques for physiology interactions within a human body.

2 Methods

From graph theory perspective, we consider each data channel (i.e., one of 64
recording location on the scalp) as a node of a network. The relationship between
two electrophysiological signals recorded at two nodes is the link (or edge) of
two nodes. The strength of the relationship is called weight of the link. In this
work, to compute the weight, we first computed pairwise spectral coherence Cy,,
between the two data windows of nodes x and y. Cy, is calculated by the Fourier
transform (the Welch method [20] Eq. 1) between two EEG channels across time
windows (size of 2.5s sliding each second) in the frequency range of 30-90 Hz
(so-called gamma band).

_ Py (w)
N o ) W

where w is frequency, P, (w) is the power spectrum of signal z, P,,(w) is the
power spectrum of signal y, and P, (w) is the cross-power spectrum for signals
and y. When Py, (w) = 0 or Py, (w) = 0, then also P,y (w) = 0 and we assume that
Cyy(w) is zero. The power and cross spectra are estimated by the Fourier trans-

form. In the continuous domain, let §;(w) and §.(w), denote the Fourier trans-
+oo

form and its conjugate of signal z, respectively, i.e. §,(w) = [ z(t).e 7“'dt.
—0o

Then, the neural interactions are represented by a three-dimension matrix
of which one dimension is for time windows and the others are for a connec-
tivity matrix, C. The centrality of a node at a time point is measured by the
strength and number of connections a node makes with others. In this work, the
centrality is computed from the singular vector decomposition of C'. The leading
eigenvector is extracted to represent for each node (further details of eigenvector
centrality was analysed in the earlier works [10]).

To analyse properties of the constructed network, we propose to depict the
strength of relationship between two nodes across time windows (i.e., the entire
experiment task) using the Pearson correlation coefficient definition [21]. Because
we are looking for the strength of relationships, the direction of the coefficients
is ignored (i.e., coefficients =|r| and is from 0 — 1). When |r| is closer to 1, the
more closely two nodes are related. In order to investigate leading interactions,
we applied a threshold p (0 < p < 1) to filter out minor links (i.e., links with
small weights, thus, represent weak relationships). Specifically, we preserved a
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proportion p of the links with largest weights; all other links including self-node
connections were assigned with weight of 0. We can vary this p to better visualise
the network models. The proposed method was implemented using MATLAB
scripts R2018b (The MathWorks Inc., Natick, MA, 2000).

3 Datasets

We used a well-designed dataset of 50 subjects across 14 different scenarios for
each individual. This data set is a portion of a larger collection [22] originally
contributed to PhysioBank [23] by Gerwin Schalk and his colleagues using their
BCI2000 system [24] (www.bci2000.0org) at Wadsworth Center, New York State
Department of Health, Albany, NY. W.A.

The dataset consists of 700 electroencephalogram (EEG) recordings. This
measurement technique depicts electrical activity of the brain as wave patterns.
Electrodes (i.e., small metal discs with thin wires) were placed on the scalp, and
then send signals to a computer for further processes. The system was used in
this dataset is a 64-channel type (Fig.1) that covers the scalp from frontal left
/right, central left /right, to occipital left/ right. The electrode map is as per the

Fig. 1. The electrode map of 64 channels from BCI2000 [22].
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international 10-10 system (excluding electrodes Nz, F9, F10, FT9, FT10, A1,
A2, TP9, TP10, P9, and P10). The numbers below each electrode name indicate
the order in which they appear in the records.

There are 14 experimental runs for each individual as in Table 1. Each record-
ing measures for one or two minutes. Sampling rate was set at 160 samples per
second. Raw EEG data were filtered by a Butterworth notch filter of order 4
(built-in MATLAB function) for the range of 59.5-60.5 Hz. We eliminated corre-
lated noise across channels by taking an average signal from all recordings of the
same subject and subtract this from each channel. We also discarded channels
which were labelled as artefacts contaminated. Each network is calculated for
each subject then we investigate neural interactions by looking at the average
network for each scenario (i.e., averaging weights of the same link during a same
task description across 50 subjects).

4 Results

We varied parameter p from only 1 — 100% for the proportion of links with
largest weights to be preserved. Figure 2 (a, b, ¢) illustrates examples of different
p in the same Baseline 1 task (i.e., when the subject only open eyes Table1).

Table 1. Specifications of experimental tasks for each individual [22].

Task Name | Length (seconds) | Repeats | Task Description

Baseline 1 | 60 1 Eyes open
Baseline 2 60 1 Eyes closed
Task 1 120 3 A target appears on either the left or the

right side of the screen. The subject opens
and closes the corresponding fist until the
target disappears. Then the subject relaxes

Task 2 120 3 A target appears on either the left or the
right side of the screen. The subject
imagines opening and closing the
corresponding fist until the target
disappears. Then the subject relaxes

Task 3 120 3 A target appears on either the top or the
bottom of the screen. The subject opens
and closes either both fists (if the target is
on top) or both feet (if the target is on the
bottom) until the target disappears. Then
the subject relaxes

Task 4 120 3 A target appears on either the top or the
bottom of the screen. The subject
imagines opening and closing either both
fists (if the target is on top) or both feet
(if the target is on the bottom) until the
target disappears. Then the subject relaxes
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We found that at level of 30% preserved links the network constructed still has
a high level of complication for analysis by visualisation method. In the scope
of this work, we suggest to further analyse the model with 5% preserved links.
According to the top 5% of all possible relationships, we can clearly observe
major interactions by the colour and size of each node which are upon the
number of connections associated with the node. The links are also illustrated in
a similar way in the grayscale. For example, Fig. 2(c, d) compares two networks
between baselines (i.e., open and close eyes). In the open eyes action, the main
active areas are at electrodes FT7, T7, then TP1, FC1, FCz. In the close eyes
action, most active electrodes shifted to electrode POz, PO4, PO8 (Fig. 2c, d).

(¢) p = 5%, open eyes (Baseline 1) (d) p = 5%, close eyes (Baseline 2)

Fig. 2. Varying the proportion parameter p for preserved links with largest weights.
(a, b, c¢) are for different p in the same Baseline 1 (Table1). (c, d) are between open
and close eyes when p = 5%. Colour and size of each node are up to the number of
connections. Links are weighted in the grayscale.
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(a) Open and close left/right fist (Task 1) (b) Imagine Task 1 (Task 2)

Fig. 3. Comparisons of networks across tasks. (a, b) are for Task 1 and its imagine
version (Table 1). Colour and size of a node are up to the number of connections. Links
are weighted in the grayscale.

(a) Open and close both fists/feet (Task 3) (b) Imagine Task 3 (Task 4)

Fig. 4. Comparisons of networks across tasks. (a, b) are for Task 3 and the imagine
(Table1). Colour and size of a node are up to the number of connections. Links are
weighted in the grayscale.

Regarding to four other tasks, they can be grouped into two scenarios of
controlling movements (open and close) of one or both hands/feet. In both sce-
narios, each subject was asked to do and imagine doing the action. Figures3
and 4 shows four networks construct through these four tasks. We noted that
state of the network only changed slightly between acting on one to both hands
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(Figs. 3a and 4a). However, the changes of network appeared clearly between
doing the action and imagine doing so (Fig.3a, b). Specifically, more connec-
tions appeared in the back area of the scalp (e.g., electrode PO4, POz, and O1)
than in the task of in action.

5 Conclusion

In this work, we attempt to analyse physiologic networks. We propose a frame-
work to construct relationships between nodes using power spectral coherence
and singular decomposition. Then we use correlation measurements to repre-
sent major interactions through largest link weights and node attributes. We
demonstrated the method with a real dataset of 64 EEG channels across dif-
ferent experimental tasks such as open and close one hand or both hands or
imagine doing each of these actions.

We found changes in network properties between these different tasks. At
level of more than 5% preserved links, the network is highly complicated to
analyse by visualisation method. Major interactions are depicted by the number
of connections associated with the node. During open eye tasks, electrodes of
FT7, T7, then TP1, FC1, FCz are main active areas. During close eye tasks,
the participating area shifted to electrode POz, PO4, POS.

In other tasks (i.e., two scenarios of controlling movements (open and close)
of one or both hands/feet), state of the network only changed slightly between
acting on one to both hands. However, more connections appeared in the back
area of the scalp (e.g., electrode PO4, POz, and O1) when imagining the task
than doing so in action.

6 Discussion

These informative network behaviours can be used to study impaired commu-
nications that can lead to dysfunction of organs or the entire system such as
sepsis. For example, in the next steps of this works, we will intensively investi-
gate changes in network topologies and other characteristics to find associations
of neural interactions between different controlling scheme of the brain and other
body parts. This may require new data collections and more specific experimen-
tal designs of trials. Nevertheless, the framework of this work will continue to be
applied to the aforementioned extension or even a new clinical application such
as network analysis for freezing of gait monitoring in patients with Parkinson’s
disease [25,26]. The underlying mechanism of the freezing is not well-understood
while sensory information channels have been successfully demonstrated in our
earlier works [25-27]. Therefore, this network-based framework would open a
new way to investigate freezing of gait occurrences.
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Abstract. A review of state of art reveals that the characterization and analysis
of the relation between problem-algorithm has been focused only on problem
features or on algorithm features; or in some situations on both, but the algorithm
logical is not considered in the analysis. The above for selecting an algorithm will
give the best solution. However there is more knowledge for discovering from
this relation. In this paper, significant features are proposed for describing
problem structure and algorithm searching fluctuation; other known metrics were
considered (Autocorrelation Coefficient and Length) but were not significant.
A causal study case is performed for analyzing causes and effects from: Bin-
Packing problem structure, Temperature, searching behavior of Threshold
Accepting algorithm and final performance to solving problem instances. The
proposed features permitted in the causal study to find relations cause-effect;
which gave guidelines for designing a Threshold Accepting self-adaptive algo-
rithm. Its performance outperforms to original algorithm in 74% out of 324
problem cases. The causal analysis on relevant information from problem,
algorithm (both) and algorithm logical could be an important guideline to dis-
cover rules or principles over several problem domains, which permit the design
of self-adaptive algorithms to give the best solution to complex problems.

1 Introduction

The majority of reviewed related works from some disciplines as combinatorial opti-
mization, machine learning, artificial intelligence have characterized the relation
between problem and algorithm focusing only on problem information, some examples
[1-4]; or algorithm, some examples [5-7]; other only one problem and algorithm
information [8—12]. This relation has been analyzed in the majority cases to select the
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most indicated algorithm [2, 11, 13—15]; or predict the problems hardness [16, 17]; or
built hyper-heuristics [18]; or adjust control parameter [6, 9, 12, 19-23]. The objective
principal is to give the best solution to some problem.

However, these not include both information about: problem (problem structure)
and algorithm (behavior in its search trajectory); the algorithm logical design; for
analyzing deeply causes and effects between problem-algorithm; it is to say, why this
relation becomes successful in some problem instances and why not in other, what
problem feature are related to algorithm feature, which is the algorithm logical design;
and how they relate in some way for obtaining the best solution on instances set. These
causal relations found over several problems domains could give guidelines for dis-
covering theories that permit to self-adapt the algorithm logical, depending on problem
structure, searching behavior and give the best solution to any problem.

In order to be able to give small, but relevant steps according to above, firstly,
starting for a specific domain; in this paper, firstly, a reviewing of state of art from
disciplines combinatorial optimization, machine learning, artificial intelligence about
information type and approaches for characterizing and analyzing the relation between
problem-algorithm is presented in Sect. 2, and a reflection about this long trajectory of
these related works is performed. In Sect. 3, a framework is proposed for characterizing
the One Dimension Bin-Packing problem and Tabu Search algorithm. In Sect. 4, a
causal study case is presented, where the relation between One-Dimension Bin-Packing
problem and Tabu Search algorithm is analyzed, the found causes and effects between
proposed features from problem and algorithm, considering the algorithm logical
design, gave knowledge that permitted design a Threshold Accepting self-adaptive
algorithm. In Sect. 5, an analysis of performance results of original and self-adaptive
algorithms is performed; where a statistical test was applied. Finally, in Sect. 6, con-
clusions about the performed work are presented, as well as research future works.

2 Reviewing State of Art: Information and Analysis
Approaches

This section emphasizes two main issues, information type and the approaches con-
sidered to analyze the relation between problem and algorithm. Table 1 presents some
investigations of both. The column 2 indicates if the analysis was based on problem
features (F). The column 3 indicates if the analysis was based on algorithm features
(A) and column 4 indicates if the analysis considered some algorithm logical area. The
last column indicates the analysis approach performed. The analysis approach in this
paper is referred to procedure for discovering knowledge from experimentation data,
which permits the analysis of the relation between problem and algorithm. Some of
these: Unsupervised Learning (UL), Supervised Learning (SL), Regression Analysis
(RA), Functions of Probability Distribution (FD), Exploratory Analysis (EA), Causal
Analysis (CA).

Some related works considered problem features for building models, using
machine learning, specifically supervised learning (SL), to learn patterns identified
from data, model and use it to make predictions about who would be the most
appropriate algorithm to solve better a new problem instance. Several algorithms have
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Table 1. Relevant causes

Work Problem | Algorithm searching | Algorithm logical | Analysis approach
[2] v UL
[13] v SL
[24] v SL
[25] v FD
[26] v EA
[27] v EA
[28] v EA
[29] v v EA
[7] v v SL
[3] v UL-SL
[9] v v RA
[19] v v SL
[10] v v EA
[6] v SL
[21] v v SL
[11] v v v SL
[30] v v SL
[12] v v SL
[22] v RA
[23] v EA
This paper | v v v CA

been utilized by some related works: Case-base reasoning [1], decision trees [2, 3, 24],
Support Vector Machine (SVM) [13].

Other related works in the context of model-based algorithm portfolio considered
only the algorithm performance as information for analyzing. It is to say, the perfor-
mance of all algorithms is measured by means some function, so too, this performance
is characterized and adjusted to a model, either by a regression model [16] or a
probability distribution model [14]. Other related works in the context of feature-based
portfolio, considered some problem features for building a model, applying supervised
learning [25]. The model can be utilized in an off-line way or an on-line way [31],
where model is updated and system changes to another algorithm to give the best
solution to new problem instance.

Other related works analyze relations between problem features and algorithm
performance by means an unsupervised learning model, and identify key problem
features. Some methods from this approach have been utilized by some related works,
which are K-means clustering [2], Self-organizing maps [3].

Some other related works obtain knowledge by means exploratory analysis [7, 28],
supervised learning [6], which permits to configure the algorithm in a way that it can
produce the better results. There is no clearly reasons for what kind of problem
instances, a algorithm configuration will produce better results. It is to say, what is the
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problem structure that permits to one configured algorithm to give the best results.
Montero considers this information very relevant to adjust the algorithm logical [32].
There exists some related works that included problem features for analyzing the
parameter control and algorithm performance by means supervised learning [12, 19,
21], as well as, this approach in the context of algorithm portfolio [9]. The searching
methodology of algorithm is also analyzed with problem features and algorithm per-
formance [29] by supervised learning, using the method k-nearest neighbor.

There exists related works that considered problem and algorithm features in their
work by supervised learning [30], Exploratory Analysis [10]. However, the algorithm
logical area could have given relevant knowledge for understanding more deeply the
relationship that exists between problem and algorithm.

As it can be observed in Table 1, the majority of related works not includes in their
works features from problem, from algorithm and the logical design. A model is built
by means method Random Forest in [11], where features from problem and algorithm
are considered, as well as, information of algorithm logical area. However, due nature
of built model structure, which it is used for predicting the best algorithm to solve a
problem instance, it is difficult to interpret the learned knowledge. It is to say, to
identify the principal causes and effects about the algorithm performance, and under-
stand better the relation between problem and algorithm; why an algorithm is best for a
certain set of instances of a problem and why not in another.

3 Proposed Framework: Causal Analysis and Proposed
Features

In this paper, a causal study case is presented for analyzing causes and effects that there
exists between problem features, algorithm features, algorithm logical and algorithm
performance; having as framework the One Dimension Bin-Packing problem and
Threshold Accepting algorithm. Past works [33-35] have suggested that causal anal-
ysis is important for obtaining relevant knowledge, structured as causes and effects,
from relationship problem-algorithm. As an extension from these related works, we
proposed significant features for obtaining a new characterization from problem
structure and algorithm searching fluctuation; which also permit to discover latent
knowledge structured as a formal causal model. So too, such discovering gives rules for
designing a new self-adaptive Threshold Accepting algorithm that outperforms to
original algorithm for solving instances of One Dimension Bin-Packing problem.

In this section, a brief description of causal analysis is presented; where the liter-
ature nomenclature will be used for describing proposed features and causal study case.

3.1 Causal Analysis

This approach consists, in general terms, of identifying the principal causes of the
behavior of some phenomenon, representing them in the form of relations cause-effect
in a causal model. A causal model consists of a Directed Acyclic Graph (DAG) over a
set V= {V, ..., V,} of vertices, representing features of interest, and a set E of directed
edges, or arrows, that connect these vertices.



156 V. Landero et al.

These graphs can be causally interpreted if they have the features: Causal Markov
condition, Minimality condition, Faithfulness condition. These features make the con-
nection between causality and probability [36]. Causal modeling has four phases. The first
phase is structure learning, where its objective is to find the principal structure of causal
relations between several relevant features and a data set; it is to say, a causal graph G is
found that represents the causal structure G = (V, E); there exist several algorithms of
structure learning, one of them is PC algorithm (Peter&Clark). The set E is described as:

E={Cy, C,, ..., C,}, where each C; € E is a set of ordered pairs,

Ci = {(Vi, )’1), (Vi, y2)’ ey (Vi’ yn)}, lt iS

Ci={(vi € V;y, € V)|v; # yi, Yk is a direct cause of v; relative to V and there is
a directed edge from y; to v; in G}

The second phase is estimation of the found causal relations; one of algorithms that
perform it is Counting algorithm [37]. The third phase is the interpretation of causal
model; the causal relations with higher magnitudes are analyzed and interpreted. The
fourth phase is the causal model validation.

3.2 Characterizing One Dimension Bin-Packing Problem

The problem One Dimension Bin-Packing (BPP) is considered as combinatorial
optimization problem NP-hard [38]. It consists to pack & items into minimum number
of bins or containers mb; subjects to, all items packed in one bin or container does not
exceeds the container capacity c (it is for all bins). The fitness function f{x;) for one
solution x; of One Dimension Bin-Packing problem is described in [39].

In this paper propose characterize the problem structure by means new feature ve. It
is the coefficient of normalized pearson variation, from object sizes that are not multiple
of container size; it considers the information obtained by feature f, proposed by [2].
The feature vc is described by expressions 1 and 2, where f; is the frequency of size s;,
dv is standard deviation of frequencies set Fre and me is the mean.

So too, in this experimentation, the features b and os are considered, which were
significant in past experimentations [33-35]. The feature b describes the use of con-
tainer; the proportion of total size that can be assigned to a container with capacity
c. The feature os measures the variability of a sample of solutions generated randomly.

Fre = {fr; | simod ¢ # 0} (1)
vc:%.(l -f) (2)

The set V begins to be built with the values of these features for each problem
instance (see Expression 3). For set V, the rows represent the problem instances and
columns are the values of these variables; where m is the total of problem instances.

V = {{b1,vc1,081},{b2,vc2,082}, . . .y {Byus VCm, OSm } (3)
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3.3 Characterizing the Threshold Accepting Algorithm: Searching
Fluctuation

The Threshold Accepting algorithm is described in [40]. In general terms, it starts gen-
erating a feasible initial solution. An iterative process is performed until freezing is
reached. During this process, a neighborhood solution y is generated from one actual
solution x; if the difference between fitness function values for these solutions f{y) — fix)
is less than temperature value 7, then solution y is the new actual solution. The temper-
ature value T is decremented by freezing factor p.

The term of searching fluctuation or behavior, in past experimentations and this
work, refers to above algorithm iterative process. It is to say, all generated solutions are
seen as the path traced by algorithm in axis “x” and the fitness function value of each
from these solutions is represented in axis “y”. The algorithm searching fluctuation has
been characterized by feature tm in past works [33-35]. The feature fm is the average of
valley sizes identified for all algorithm runs; it has been significant in past experi-
mentations for characterizing behavior of algorithms Tabu Search and Threshold
Accepting.

In this paper, the algorithm searching fluctuation is also characterized by new
features pp, pn and dv; where pp is the positive slope and pn is the negative slope from
one valley identified during the iterative process. Figure 1 shows one identified valley;
axis “y” is the value of fitness function f(x;) for each generated solution x; (axis “x”),
during algorithm iterative process. Also the positive (pp - left side) and negative (pn -
right side) slopping of an identified valley are shown.

0.14
0.12 "I’\

0.08

0.06 -

0.04

0 +rrr i e e e e

1 3 5 7 9 11 13 1517 19 21 23 25 27 29 31

Fig. 1. Positive and negative slopes

The new features pp and pn are calculated by means of the approximation to
tangent of a curve in one point; it is obtained by means of the secant defined by two
points (one is where the tangent crosses and another is closed to curve). Figure 2 shows
the slope of a curve in a point A, which is defined by the straight T. Also is shown how
can be approximated this slope by means the secant; it is defined by points A and B.
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When B is going to A, k and & going to 0, but its quotient is going to a determinate
value; which is the slope of AT. Expression 4 defines the calculating of the slope of a
curve in two points very closed (xo + £, xp). Features pp and pn (Expressions 5 and 6)
describe the average of the negative and positive slopping of the found valleys in all
algorithm runs (nrun). The feature vd measures the dispersion of found valleys.

Sfexoth)

fx)

Xo Xoth x

Fig. 2. Calculating a slope
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The algorithms are executed in problem instances, during execution (considering
that there is more than one algorithm that will resolve problem instances). These
proposed features tm, pp, pn and dv are calculated for describing the behavior during
searching of algorithm that will be object of study (see in Sect. 4). The set V continues
to be built with the values of these features (Expression 7).

V= {{blavcl,oslatmlaPPl»Pn17le}» ey {bmavcm,osmv[mm7ppmvpnm7Vdm}} (7)

3.4 Characterizing Algorithm Performance

After execution of each problem instance (1, 2, ..., m), the algorithm performance is
measured by features time and quality, described in expressions 8 and 9. The evalu-
ations number of fitness function for feasible and infeasible solutions is considerate for
time. The quality is the ratio between the best solution found by algorithm QO (final
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number of containers) and theoretical solution Q, (sum of object sizes divided by
container capacity c), described by expression 10.

time = feasibles + infeasibles (8)
O
uality = =- 9
quality =5 9)
k
LS
0 = —Z’;‘ (10)

A set D is being built, mapping these performance features to each algorithm with
the specific order as Expression 11; where n is the total of algorithms executed. The
values of quality,;, time;; meaning the performance of algorithm 1 for problem
instance 1; the values of quality,,, time,, meaning the performance of algorithm 2 for
problem instance 1; the values of quality,,, time,, meaning the performance of
algorithm 1 for problem instance m; the values of quality,,, time,, meaning the
performance of algorithm 2 for problem instance m, and so on.

D— {{quality,\, timey, }, {quality,», times }, . . ., {quality,,, time, } } (11)
{{quality, time, }, {quality,, time,n}, . . ., {quality,,, time,, } }

The function r considers information of algorithm a, from set D for one problem
instance i (consider a, as algorithm that will be object of study). Expression 12
describes the function r;. This function returns the performance scope of algorithm a,
compared to other algorithms for problem instance i. The set R contains the values for
all problem instances (see Expression 13). The set V is finally described by the values
of set R in the last column; with specific order described by Expression 14; rows
represent problem instances and columns represent information from proposed features
for describing problem structure, algorithm searching fluctuation, algorithm perfor-
mance scope.

1, if (D(quality;,) = D(quality, ) and D(time;;) > D(time;))
or
D(quality;;) > D(quality;y ),V x # t; quality; € D;quality;x € D;
0, otherwise.

ri(a; i) =

R={r(a,1),rn(a;2),... rm(a,m)} (13)

{blavclagslatmlvpphpnlv th rl}a
V = {b2,vca, 082, tmy, ppa, pra,vdy, 12}, . ., (14)
{bmv VCry OSpy My PPy PP vdy, rm}
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4 Causal Study Case of Relation Between Bin-Packing
Problem and Threshold Accepting

The latent relation between One Dimension Bin-Packing problem (BPP) and Threshold
Accepting Algorithm is analyzed by means causal analysis; considering the proposed
problem and algorithm features. For considering the logical design of algorithm in the
analysis, understanding the relation of this with the problem structure, algorithm
behavior, algorithm performance; we considered in our analysis to study the important
logical area of initializing temperature control parameter 7. Two algorithms a; and a,
were considered, which they are different only in this logical area (initializing tem-
perature control parameter 7). The procedure of algorithm a; is to fix T to 1. For
algorithm a,, a sampling method without replacement is performed over problem
solutions space to fix the initial temperature 7. The set of algorithms {a;, a,} is applied
to 324 instances of problem BPP, where each algorithm is executed 16 times in each
instance (runs number nrun); it was observed a very small variance between best
solutions found of these runs. The algorithm that will object of study was selected
randomly, it is a,. These 324 problem instances is considered as training set (instances
1) and were selected randomly from Beasley, Scholl and Klein repositories [41, 42]. So
too, other different 324 problem instances were selected randomly from these reposi-
tories, which are considered as test set (instances 2).

4.1 Discovering Causal Structure

The values of set V, representing proposed features b, vc, os, tm, pp, pn, dv, are
normalized by means of method min-max; after that, these values are discretized using
the method MDL [43]. So too, with the objective of considering metrics known by
scientific community, autocorrelation coefficient (ac) and autocorrelation length (al),
described in [44], were calculated and discretized. A set V, is built almost the same as
set V, with the only difference that it contains the ac, al metrics instead of features tm,
pp, pn, dv proposed for characterizing the algorithm searching behavior. The set V, has
b, ve, os, ac, al and set R as last column.

The method PC [36] was performed, using as input the sets V and V,, for dis-
covering causal structures E and E,; where causal inference software Hugin [45] with a
confidence level 95% was used. Expressions 15, 16 and Fig. 3(a, b) show the learned
structures. E with tm, pp, pn describes better the direct causes of algorithm performance
scope (in terms of algorithm searching behavior) than E, with known metrics ac, al.
Therefore, E will be considered for continuing with study case.

_ {(R7pn),(R,pp),(R,tm),(R,vc)},{(os,b),(os,pp)},
E‘{ {(pn,ve), (pn,va)}, {(pp, pn)}, { (b, ve) } (15)

_ JA(R,ve)}, {(b,R), (b, vc), (b, ac)},
E2—{ {(al, 05), (al,ac)}, {(0s, b)} } (16)
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b)

Fig. 3. Causal structures

The method Counting [36] was performed to estimate the causal relations from
structure E. The function cR (Expression 17) is used to identify the direct causes of
algorithm performance scope, in terms of set R. Table 2 shows the intervals of each
feature and the major estimations for whose causal relations identified by function cR.

cR(E) ={e; = (v, yi)|lvi ="R"Ve €C;, C; EE} (17)

Table 2. Relevant causes

%
PR=1|ve=2,pn=3,pp=2tm=2)| 100
PR=1|vc=2,pn=2,pp=2,tm=2)| 100
PR=0|vc=1,pn=1,pp=1,tm=1)| 60

4.2 Understanding Discovered Knowledge: Design of Self-adaptive
Algorithm

The interest algorithm a, corresponded better to problem instances where their struc-
ture had a variability of object size frequencies in the second interval; there are more
possibilities for generating neighbor solutions, which can be accepted. The logical
design forces the algorithm to begin with an initial temperature smaller than 1; it is
taken of value of the objective function (values are between 0 and 1, being the optimal
1) of one solution from a sample of solutions generating randomly; being its searching
very restrictive for accepting neighbor solutions. The algorithm behavior during its
searching found valleys with sizes in the second interval, positive and negative slop-
ping in the second and third interval; meaning that algorithm could enter and leave
from these valleys, and does not stagnate in local optimal. The algorithm a, wins in
time in the majority of instances; it found the best solution faster than algorithm a;.
However, a, had disadvantage with problem instances, where their structure had a
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variability of object size frequencies in the first interval; there is not many possibilities
for generating neighbor solutions, its behavior is almost flat (valley sizes, positive and
negative slopping in the first interval); its condition of small temperature does not allow
it to move much, ends faster than algorithm «@; and lost in quality. The learned
knowledge permit to design a self-adaptive threshold accepting algorithm (sa). It adjust
automatically the temperature initial value; if feature vc has a value in the second
interval, the temperature will be initialized from one solution taken from a solutions
sample generated randomly; otherwise it will 1.

Self-Adaptive Threshold Accepting Algorithm (sa)
1 Begin
2 S = 100; size of neighborhood; ¢ = 0.85; freezing factor;
3 x = x*; initial feasible solution;
4 Calculate vc from parameters of problem instance
5 If (ve=2) Then
6
7
8

T'= a solution chosen randomly from solutions space.

Else T=1
Repeat
9 Repeat
10 Fori=1to §
11 v =neighbor solution € N(x)
12 Iff(y)-fix)<TThen x=y
13 Else solution y is rejected
14 i=i+1
15 Until termal equilibrium is reached
16 T=uT
17 Until freezing is reached
18 End

5 Results Verification

Algorithm a, was executed in problem instances set instances 2; where sets D', R’ were
obtained. The set V', for algorithm a, also was obtained with proposed features and set
R'. The set V' is normalized and discretized. The causal structure E is used with set V'
for predicting values and to form the set R, (predicted R values). The sets R’ and R,
were compared. The causal model obtained an accuracy percentage of 84.88%, using
the causal inference software NETICA [46]. The model validation indicates that
knowledge learned and structured as E can be used to predict which algorithm will give
the best solution to one new problem instance.

On the other hand, the self-adaptive Threshold Accepting algorithm was executed
on set instances 1. Then, the experimentation results on algorithms (a,, sa) were
analyzed. The algorithm sa corresponded better to 239 problem instances from 324,
representing the 74% percentage. In the instances with same guality for algorithms a,
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and sa, the time of algorithm sa is much less than a,. It is to say, the differences are
very big. Due the above, there is not necessity to verify significance on these differ-
ences. Then, the quality for both algorithms only is analyzed more deeply. The values
of quality does not assume a normal distribution, therefore, we applied a non-
parametric statistical test Wilcoxon of two dependent samples, using a confidence level
of 95%. The null and alternative hypothesis Hy and H, were formulated, expres-
sions 18 and 19; where p, is the mean of quality performance results of algorithm a,
and 1, is the mean of self-adaptive algorithm sa. The statistical software Dataplot [47]
was used.

Ho:py —pp =0 (18)
Hy:py = #0 (19)

The results of application of statistical test were: a calculated statistical value of
2.4802 and a theoretical statistical value of 1.96. Therefore, the null hypothesis Hy is
rejected and the alternative hypothesis H, is accepted. There is a significant difference
between means. The self-adaptive algorithm sa improves the performance of analyzed
algorithm a,.

6 Conclusions

In this paper, new features for characterizing problem structure and algorithm searching
fluctuation were proposed. A causal study case could have performed with these
proposed features; in the framework of Bin-Packing problem and Threshold Accepting
algorithm, considering also information about algorithm logical area. These features
were relevant, significant and permitted in the causal analysis to discover relations
cause-effect from relationship between problem and algorithm. The causal structure
obtained an accuracy percentage of 84.88% over another problem instances set (test
data). The causal relations learned represent knowledge between problem structure,
algorithm searching behavior, logical design (specifically in the logical area of ini-
tializing the temperature) and its performance. A self-adaptive Threshold Accepting
algorithm was designed from the above discovered knowledge; it considers the prob-
lem structure to initialize the temperature. The performance results of original algo-
rithm and self-adaptive algorithm were analyzed. The self-adaptive algorithm solved
74% of 324 problem instances better than analyzed algorithm. An application of the
Wilcoxon statistical test, using a 95% of confidence level, over these results, indicates a
significant difference. The proposed framework could be a methodological guideline
for discovering knowledge and designing self-adaptive algorithms that adjust better to
real problems. As next task, is interesting to analyze more about the knowledge dis-
covered from relation problem-algorithm. It is to say, considering also the information
of relations cause-effect; from proposed features tm, pp, pn (direct causes) and algo-
rithm performance scope (effect); for constantly adjusting the algorithm logical during
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execution, depending searching behavior. As future work is to study the relation
between problem BPP and other algorithms Genetic, Ant Colony Optimization; and so
on for other optimization problems.
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Abstract. Delay/Disruption-Tolerant Networking (DTN) can be char-
acterized by high delays and disconnections between the participat-
ing nodes. Despite these characteristics, DTN needs network manage-
ment features similar to those found in conventional networks such
as, for example, latency monitoring in message exchanges. One of the
approaches commonly used for such monitoring is the use of stan-
dardized protocols for active measurements, such as, for example, the
Two-Way Active Measurement Protocol (TWAMP). However, protocols
like TWAMP are not prepared for DTN because they consider conven-
tional network environments, such as the Internet. This paper describes
the Delay/Disruption-Tolerant Two-Way Active Measurement Protocol
(DTWAMP), a proposed extension for TWAMP which enables the exe-
cution of active measurements in DTN. In addition, experiments were
performed to evaluate the proposed solution. The results demonstrate
that DTWAMP has desirable properties to perform monitoring tasks in
DTN.

Keywords: Delay/Disruption-Tolerant Networking -
Active measurements + Two-Way Active Measurement Protocol

1 Introduction

Computer networks employ different architectures to perform communication
between the participating nodes. These architectures consider some assump-
tions about the exchange of messages. For example, the TCP/IP architecture,
used in the Internet, was developed for environments with low latency and small
packet loss [4]. However, this architecture does not perform well for all types of
communication networks. There are network environments, considered challeng-
ing, that have the difficulty of maintaining end-to-end communication with low
latency and small packet loss (e.g., TCP needs a convergence layer to operate in
such environments [11]). One of the most commonly used architectures for these
environments is called Delay/Disruption Tolerant Networking (DTN) [4], which
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is standardized by the Internet Engineering Task Force (IETF). The protocol
implied in such standard is the Bundle Protocol (BP) [2,10].

The DTN communication particularities impact on the tasks execution,
among them management ones. In any case, a DTN has network management
needs as well as traditional computer networks [1]. In this context, active mea-
surement mechanisms are an important tool to monitor and the health of a
network as a whole. Such mechanisms inject synthetic traffic into specific net-
work paths to measure the network performance in terms of, for example, delay,
jitter, and packet/frame loss. Due to DTN characteristics like high latency and
frequent disconnections, the TCP/IP network management tools tend not to per-
form in an adequate way. Such tools usually need closed loops that depends on
the timeliness of management messages among management entities (e.g, man-
ager and agent). Besides that, TCP/IP network management produces “chatty”
interactions, which are feasible only in low delay environments.

The use of standardized two-way measurement protocols, such as the Two-
Way Active Measurement Protocol (TWAMP) [6], can provide detailed infor-
mation about round-trip metrics in an interoperable fashion. The evaluation of
these metrics is performed using the results obtained during the exchange of test
messages between two nodes. However, these protocols were designed to operate
on a TCP/IP network and their direct use in a DTN would hardly present the
expected results. In this context, there are some measurement ad hoc tools, such
as DTNperf [3], that can perform two-way measurements. Unfortunately, such
tools does not follow measurement standards either in the employed architec-
ture or in the format of test messages. This can hamper the interoperability
of measurement mechanisms among heterogeneous DTN nodes and even the
comparison of different measurement results.

The present work presents the Delay/Disruption-Tolerant Measurement Pro-
tocol (DTWAMP), an extension for TWAMP to provide two-way measurements
in DTN. Such extension allows the use of a standardized protocol in a DTN
environment to deliver different round-trip metrics between two DTN nodes.
The main contribution is to support interoperable monitoring tasks in DTN.
The performed evaluation highlighted the feasibility and the performance of the
proposed protocol. Furthermore, the experiments were conducted using a proof
of concept implementation, developed using a well-established DTN framework.

This paper is organized as follows. In Sect. 2, the background on Active Mea-
surements and DTN is presented. The DTWAMP is described in Sect.3. In
Sect. 4, the evaluation of the proposed solution is depicted. The Sect.5 presents
the related work. Finally, the concluding remarks are described in Sect. 6.

2 Background

This section presents the main background concepts for the proposed solution
depicted in the present work. These concepts are divided into two subsections.
In the first subsection, active measurement mechanisms are highlighted, spe-
cially regarding TWAMP. This section closes with a discussion about network
management properties and challenges in DTN.
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2.1 Active Measurement Mechanisms

Active measurement mechanisms can be employed in different contexts, such as
pre-deployment service validation and live network-wide SLA monitoring. A well-
defined injection of measurement traffic (i.e., test messages) in the networking
infrastructure is usually called a measurement session [9]. In this context, active
measurements are performed either one-way or two-way (i.e., round-trip). Two-
way measurements, which are common in TCP /TP networks, employ time stamps
applied at the echo destination to achieve better accuracy. Thus, they do not
require synchronization between local and remote clocks. However, it is difficult
to isolate the direction in which performance issues are experienced using two-
way measurements.

The IETF’s TWAMP [6] supports round-trip measurement through the
exchange of timestamps between two hosts. In general, TWAMP architecture
is usually composed of two hosts having specific functions, the client node (the
controller) and the server node (responder). TWAMP consists of two proto-
cols, the TWAMP-Control and the TWAMP-Test. In TWAMP-Control, there
are at least eight exchanges of messages between the controller and responder
to establish a test session. After such establishment, the test session is started
and TWAMP-Test is responsible for transmitting test messages of the same size
between the nodes in both directions. The results obtained during this exchange
of messages is used to evaluate the network performance between the controller
and the responder [6].

TWAMP also has a reduced version, called TWAMP Light, in which it is
not necessary to exchange control messages to establish the measurement ses-
sion [6]. TWAMP Light does not specify how the establishment of such session
between the controller and the responder is performed, thus it assumes that a
previous relation exists, for example, through a configuration file. In a TWAMP
Light measurement session, there is only the exchange of test message (i.e.,
there is no TWAMP-Control). Since TWAMP-Control requires several messages
to configure the measurement session, the use of TWAMP Light provides quicker
measurement results and less measurement overhead.

2.2 Delay/Disruption-Tolerant Management

The IETF DTN architecture is described in RFC 4838 [4]. Such architecture com-
bines the use of a message switching technique and the persistent data storage,
defining an overlay layer called the Bundle Layer, located between the transport
layer and the application layer. Devices that use the bundle layer are considered
as DTN nodes, and the messages carried by such nodes are called bundles [4].
The Bundle layer has an aggregation protocol, the Bundle Protocol (BP) [10],
which defines the format of bundles as well as their use. The format of the bun-
dles is defined by a mandatory primary block, an optional payload block, and a
set of optional extension blocks [4].

DTN management is required to assure an adequate operation in DTN. Tra-
ditional management solutions, such as Simple Network Management Protocol
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(SNMP) and Network Configuration Protocol (NETCONF), are examples of
management protocols that can not be used in DTN environments due to the
high delay/disruption-tolerant end-to-end communications. Although there are
works which present solutions for the management of DTNs based on these pro-
tocols (e.g., SNMP [7]), they were either developed for specific DTN scenarios
or still need implementation.

DTN management cannot employ protocols that need to establish control
loops across the network infrastructure. Thus, it is not possible for the manage-
ment application to be fully aware of the local network conditions at the remote
device to be managed. This is a critical constraint in defining how management
tools should define, transmit, and receive their data. In this context, the Asyn-
chronous Management Architecture (AMA) and the Asynchronous Management
Protocol (AMP) [1] relax this constraint for management tasks. Despite the
development of AMP, there are no standards for active measurement protocols
to be deployed in DTN. In this context, even with less interactions, TWAMP
Light still is not tailored for DTN.

3 Delay/Disruption-Tolerant Measurement Protocol
(DTWAMP)

The present paper proposes DTWAMP, an extension of TWAMP to provide
two-way measurements in DTN. In these networks, the delivery of a message
to its destination can take a significant amount of time (e.g., hours). This ends
up influencing how DTN nodes communicate with each other, as well as ser-
vices such as network management. The DTWAMP can be useful for calculating
performance metrics, such as delay, jitter, and bundle loss within the DTN infras-
tructure. For example, with the measurement results of the bi-directional delay
between two DTN nodes, DTN applications can configure the required life time
that an application message must have. In this context, DTWAMP is an adap-
tation of TWAMP Light for DTN environments. DTWAMP has a simple logical
(depicted in Fig. 1, composed by the controller, which initiates the emission of
test messages, and the responder, which replies test messages.

CONTROLLER RESPONDER

Fig.1. DTWAMP logical model

The following assumptions are considered for the proposed solution. The
DTWAMP works with TWAMP non-authentication mode test messages, thus it
is not applied any security controls to test messages exchanged between nodes.
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This is because TWAMP Light does not have TWAMP-Control, which is neces-
sary to provide authentication and encryption [6]. In addition, DTWAMP con-
troller assumes that the responder is reachable and start replying test messages
as soon as it receives them. Also, to perform the exchange of TWAMP-Test
messages in a DTN, such messages must be adapted to the BP format. In this
context, we assume that is possible to transport TWAMP-test messages using
the BP in most DTN infrastructures. Finally, we modeled “collaborative” inter-
mediate DTN nodes in the sense that they may carry all test messages that are
exchanged between the controller and the responder.

This section is organized as follows. First, the messages format employed
by DTWAMP is presented. After that, the proof of concept implementation of
DTWAMP is described.

3.1 Messages Format

The TWAMP establishes that test messages exchanged between the controller
and the responder during the TWAMP-Test use fields with fixed sizes [6]. This
is done to ensure that the test messages transmitted during the test session have
equal size in both directions. Therefore, DTWAMP employs fixed sizes in the
controller and responder data that will be transmitted by the block text data
of the payload block of the bundle. In this context, the BP does not specify the
size of the block body date field of the payload block of the bundle since it is
defined as a variable size [10]. Thus, since the responder has a larger amount of
information to provide, we defined a specific packet padding field in the controller
message to match the responder message.

DTWAMP messages are transported through bundles in the same sense as
test messages used by TWAMP Light are transmitted using TCP/IP. The test
messages specified in Fig. 2 are the payload block of the bundles forwarded by the
controller and the responder. Block Type, Proc. Flags and Block Lenght are the
original fields of the payload block of a bundle (represented in green background
in Fig. 2) [10]. In terms of the controller, the DTWAMP transmits the Sequence
Number, Timestamp and Packet Padding fields (represented in gray background
in Fig.2(a)) as payload data of the bundle. The Sequence Number field is an
integer beginning with 1 that is incremented by the number of bundles sent.
The field Timestamp has the time registered before sending the bundle to the
responder node. The packet padding field has the fixed value of 20 bytes to be
able to match the payload size of controller bundles to the responder ones.

The responder employs the Sequence Number, Timestamp, Receive Times-
tamp, Sender Sequence Number, and Sender Timestamp fields (represented
in gray background in Fig.2(b)). The Sequence Number field uses the same
Sequence Number provided by the controller. The timestamp field employs the
time recorded before sending the bundle to the controller node. The Receive
Timestamp field uses the time recorded when the controller bundle is received.
The Sender Sequence Number and Sender Timestamp fields have the values
reported by the controller.
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BlockType Proc. Flags Block Lenght Block Type Proc. Flags Block Lenght
Sequence Number Sequence Number
Timestamp Timestamo
Receive Timestamp
Packet Padding Sender Sequence Number
Sender Timestamp

A)Controller B)Responder

Fig.2. DTWAMP test messages format

The IETF DTN architecture uses timestamps since it depends on the syn-
chronization between DTN nodes to perform activities such as routing between
nodes and the deletion of bundles according to their expiration time [4]. Although
TWAMP defines timestamps as the number of seconds from the beginning of the
year 1900 [6], DTWAMP, as a DTN application, uses the timestamp defined by
RFC 5050 [10] which employs the number of seconds from the beginning of year
2000.

The fields used by the DTWAMP controller and responder as bundle payload
data are based on the TWAMP non-authentication test messages. In this context,
not all fields of TWAMP-test messages are relevant for the DTN environments.
The error estimate, TTL (Time To Live), and MBZ fields are not used by the
DTWAMP. The error estimate field is not used because this field is a calculation
that shows the error and synchronization estimate between the test messages. As
in a DTN environment there may be constant oscillations during communication
between nodes, such as high latency and disconnections, DTWAMP does not use
this field.

The TTL field, which is used by the responder in TWAMP, is another field
that was not used in the DTWAMP. This field is defined according to the TTL
from the IP header of the packet received by the TWAMP node [6]. Since the
primary block of each bundle has a lifetime field that determines the payload
lifetime of the bundle [10], the TTL field was not adapted for the DTWAMP.

3.2 Implementation

We implemented DTWAMP as a proof of concept using the C programming lan-
guage. The dinperf application, which is an open source application made avail-
able through the DTN2 reference implementation, was used as the starting code.
The DTWAMP controller is based on the dtnperf-server and the DTWAMP
responder is based on the dinperf-client.

The DTWAMP implementation defines the controller as responsible to initi-
ate message exchange, to calculate the round-trip metrics, and to display the
measurement results. The responder just acts as a reflector. The controller
computes the raw time and number of transmitted bundles and the round-trip
results as well as summary information (e.g., average round-trip delay for each
direction).
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The DTWAMP controller application provides two modes of operations for
reporting the round-trip delay between two DTN nodes. The first option, time
mode, defines the duration of the measurement session (in seconds). In this mode,
if specified duration ends during the transmission of a bundle, the controller still
wait for this bundle. The second mode of operation, bundle mode, defines the
number of bundles to be exchanged during a measurement session between two
DTN nodes.

4 Evaluation

The objective of the evaluation presented in this section is to demonstrate the
feasibility of the DTWAMP in different scenarios when performing the round-
trip delay between two DTN nodes. First, the environment used for the evalu-
ation is described. Then, the performed experiments are depicted. Finally, the
experimental results are discussed.

4.1 Experimental Environment

The DTN environment used in the evaluation is the DTN2 reference implemen-
tation'. The DTN2 implements the BP as defined on the RFC 5050 [10]. The
BP agent and its support code is implemented as a unix daemon (dtnd). The
DTN applications interact with dénd through Remote Procedure Calls (RPCs).
The employed operation system is Ubuntu Linux.

The network delay was configured individually on the DTN nodes using the
netem?. The delay was configured as specified in the experiments. The DTN
nodes use Network Time Protocol (NTP) to ensure synchronization. The exper-
iments were repeated ten times and the variance of the obtained results was
minimal.

4.2 Experiments

The first experiment was performed using DTWAMP time mode (configuration
- 600s) and its results can be visualized in Fig. 3. Initially, the experiment was
executed without any additional delay in the environment to provide a baseline
(in the bars indicated as “0”). Then, the delay was initially set with 500 millisec-
onds (ms). After that, the delay was incremented in each subsequent experiment
in 500 ms steps, until the last experiment (3500 ms). During this experiment,
there was no other network traffic between the DTN hosts.

Figure 3 shows the results obtained from the first experiment. In this figure,
“C-R” represents the delay in the controller node - responder node direction;
R-C represents the delay in the responder node - controller node direction; and
C-C represents the round-trip delay. In this experiment, it is possible to verify
that the delays collected by DTWAMP are similar to the delay values configured
on the netem.

! DTN2 source code - https://sourceforge.net/projects/dtn/.
2 netem - https://wiki.linuxfoundation.org/networking /netem.
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Fig. 3. DTWAMP measurement results obtained with delays configured in the VMs

The largest difference between the configured and the measured delay con-
sidering VM1-VM2 is found on the execution with 2500 ms. However, even in
this experiment, the times obtained in VM1 (2594 ms) have a small difference,
being only 1.21 % greater than those found in VM2 (2563 ms). Regarding the
VM2-VM1, the biggest difference is found in the experiment with 500 ms latency.
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In this experiment, the dealays collected in VM1 (630 ms) are only 3.45 % higher
than those found in VM2 (609 ms).

If we compare the bundle output times of the controller to the response of
Fig. 4 with the experiment from VM1, the difference is minimal between them.
The biggest difference is found in the experiment with 3,500 ms latency. In this
experiment, the times obtained in Fig. 4 (3628 ms) are only 1.09 % greater than
those found in the VM1 latency experiment only (3589 ms). With respect to
the output times of the texting respond to the controller of the experiment from
VM2, the major difference compared to Fig.4 is found in the experiment with
500 ms latency. In this experiment, the times obtained in Fig. 4 (577 ms) are 4.15
% greater than those found in the VM2-only latency experiment (554 ms). In
these comparisons, the biggest difference found is with respect to the experiment
with 500 ms latency of Fig.4 (1182 ms) and 1,000 ms latency of the experiment
with latency only in VM2 (1135 ms). In this comparison, the round-trip time of
the controller in Fig. 4 is 4.14 % greater than that found in the VM2 experiment.
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Fig. 4. DTWAMP results obtained with delays specified on both VMs and the number
of bundles sent in latency experiments

The number of bundles sent during the delayed experiments decreased due to
increased delay. Figure 4 shows the number of bundles sent during the DTWAMP
operation in each experiment with latency performed. In Fig.4 it can be seen
that the number of bundles sent during the experiments of Fig. 3 are equivalent.
Only in the experiment with 500 ms latency, VM2 sent 32 bundles more (3.36%)
than VM1. However, if we compare with the experiments in Fig. 4 (delays in the
two VMs), the number of sent bundles decreased by 48.37% (476 bundles less).
This number is expected since delay is configured in both directions.

The initial experiments were performed under no background traffic. Then,
additional experiments were executed to demonstrate the operation of the
DTWAMP when there is traffic in the DTN infrastructure. The network traffic
considered for this experiments was the transfer of an 1 GB file between two
DTN nodes. Before the experiments were carried out, the average transfer time
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of such file was calculated in two situations: transfer of the file through the dukto®
application over TCP/IP and the transfer of the file using bundles, through the
dtncp application (from the DTN2 implementation). The average file transfer
time by dukto was 40s, while dtncp was 70s.

The first two experiments were performed with the DTWAMP in the time
mode configured with 40 and 70 s respectively, under normal conditions, and their
results can be visualized in Table 1. The following experiments were performed
as follows: In VM1, the file was transferred from the same to VM2 through
dukto and the DTWAMP was executed with 40s of time. Then the file was
transferred through dincp and executed the DTWAMP with time mode of 70s.
In both experiments, the DTWAMP was executed in parallel with the transfer of
the file between the nodes. Subsequently, the same experiments were performed
from VM2. The results obtained can be visualized in Table 1. In the experiments
performed both from VM1 and from VM2, it can be observed that the average
times presented have differences according to the transfer mode used in each
experiment. In addition, it can be noted that the bundle transfer from VM2, as
compared to VM1, had a total 86.93% greater delay. In addition, the amount of
bundles sent was 40.22% lower.

Table 1. Comparation between the file transfer experiments from VM1 and VM2

C-R R-C C-C Sent bundles
Time mode 40 ms 46ms| 35ms| 83ms |487
Time mode 70 ms 47ms| 33ms| 80ms |867
Dukto transfer VM1-VM2 | 93ms | 258 ms | 352ms | 115
Dukto transfer VM2-VM1 |253ms| 71ms|325ms |124
Bundle transfer VM1-VM2 | 511 ms | 261 ms | 773 ms 92
Bundle transfer VM2-VM1 | 472ms | 972ms | 1445ms | 55

4.3 Discussion

The results demonstrated in Fig.4 and Table1, in summary, prove that the
DTWAMP can be executed in latency environments, as long as they are sup-
ported by the DTN2 standard configuration. For larger latencies, you need to
check for additional DTN2 settings. In addition, with the knowledge of the esti-
mated time of sending and receiving a message between two DTN nodes, the
other DTN applications can define the lifetime of this message. If you can not
change the lifetime of the message, DTN applications can also analyze whether
the message can be sent and/or received within the estimated time, thus avoiding
unnecessary traffic.

Experiments performed during file transfer as a bundle demonstrate that the
node that is sending the file has its most affected time than the one receiving the

3 Dukto R6 - http://www.msec.it/dukto.
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file as a bundle. While in the transfer by the textit dukto, through the TCP /TP
network, the opposite happens, the node that is receiving the file has its time
more affected than the one that is sending the file. This experiment can also be
considered as an experiment in which there was an increase of processing by the
nodes, since the file was not transferred by the DTN network.

5 Related Work

This section presents briefly some measurement tools which use the DTN2 imple-
mentation. These tools can be characterized by the execution of active measure-
ments to deliver their metrics [8].

Davis and Doria [5] proposed dinping, which is a DTN version of TCP/IP
ping. Comparing with DTAMP, dtnping is also a active measurement mechanism
that exchanges bundles between DTN nodes. However, dtnping does not follow
a standard to define neither its architecture or its messages. This hampers fair
performance evaluations on different DTN infrastructures. Besides that, it also
impacts the use of comparable measurement tools.

Caini et al. [3] proposed dtnperf, which is a DTN application similar to
TCP/IP iperf. The main dtnperf feature is to provide the throughput between
two DTN nodes. The architecture of this application is similar to the DTWAMP
one, composed by two entities: the dinperf-client, which computes the perfor-
mance metrics and the configuration options, and the ditnperf-server, which only
reflects test messages. However, dinperf uses the bundle receiving flag, while
DTWAMP employs specific timestamps during the communication of two DTN
nodes. In addition, dinperf does not respect any measurement standard (in the
same sense as dtnping).

6 Final Remarks

One of the major challenges in DTN management is the lack of an end-to-end
connection between DTN nodes. This is one of the main reasons why traditional
management tools are not directly employed in DTN. In the context of measure-
ment mechanisms, there is neither a standardized measurement protocol or one
based on Internet standards. This hampers the execution of measurement tasks
in different DTN infrastructures and measurement tools.

The present paper describe DTWAMP, an extension for TWAMP to provide
two-way measurements in DTN. Such extension adapts a special TWAMP mode,
TWAMP Light, to delay/disruption-tolerant infrastructures. In order to demon-
strate the feasibility of the proposed solution, experiments were performed to
show the DTWAMP operation considering configured delay as ground truth. In
addition, synthetic bundle traffic was added to verify how DTWAMP would react
when there were other types of bundles being carried by DTN nodes. DTWAMP
can be used by DTN applications to produce the estimated delay for an appli-
cation bundle, which can be used to predict the Quality of Service perceived for
this application.
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Although the DTWAMP presented positive results in the performed evalua-
tion, new features can improve the protocol. For example, the DTWAMP mes-
sages could be adapted to use TWAMP-Test authenticated and encrypted mode
in order to improve their security features. Besides that, regarding the trans-
port of test messages, the DTWAMP sends them through a exclusive bundle
which incurs in a significant overhead. Thus, in future work, we aim at adapted
the DTWAMP messages to be transmitted along with other bundles either as
an opportunistic send or piggybacking. Finally, DTWAMP was not evaluated
in environments that have frequent disconnects. Therefore, it is necessary to
include such environments in future evaluations to highlight the properties of
the protocol in DTN scenarios with pose disconnections.

References

1. Birrane, E.: Asynchronous management architecture. Work in progress as an
internet-draft, draft-birrane-dtn-ama-06 (2017)

2. Burleigh, S., Fall, K., Birrane, E.: Bundle protocol version 7. Work in progress as
an internet-draft, draft-ietf-dtn-bpbis-10 (2017)

3. Caini, C., d’Amico, A., Rodolfi, M.: Dtnperf_3: a further enhanced tool for delay-
/disruption-tolerant networking performance evaluation. In: 2013 IEEE Global
Communications Conference (GLOBECOM), pp. 3009-3015. IEEE (2013)

4. Cerf, V., et al.: Delay-tolerant networking architecture. RFC 4838 (informational)
(2007)

5. Davies, E., Doria, A.: Functional specification for DTN infrastructure software
comprising RFC 5050 bundle agent and associated components. version 1.2 (2010)

6. Hedayat, K., Krzanowski, R., Morton, A., Yum, K., Babiarz, J.A.: Two-way active
measurement protocol (TWAMP). RFC 5357 (request for comments) (2008)

7. Isento, J.N., Dias, J.A., Canelo, F., Rodrigues, J.J., Proenca, M.: MonidVDTN: a
monitoring system for vehicular delay-tolerant networks. In: 2012 IEEE Interna-
tional Conference on Communications (ICC), pp. 1188-1192. IEEE (2012)

8. Nobre, J.C., Mozzaquatro, B.A., Granville, L..Z.: Network-wide initiatives to con-
trol measurement mechanisms: a survey. IEEE Commun. Surv. Tutor. 20(2), 1475—
1491 (2018). https://doi.org/10.1109/COMST.2018.2797170

9. Roy, A., Acharya, T., DasBit, S.: Quality of service in delay tolerant networks: a sur-
vey. Comput. Netw. 130, 121-133 (2018). https://doi.org/10.1016 /j.comnet.2017.
11.010. http://www.sciencedirect.com/science/article/pii/S1389128617304188

10. Scott, K., Burleigh, S.: Bundle protocol specification. RFC 5050 (request for com-
ments) (2007)

11. Sipos, B., Demmer, M., Ott, J., Perreault, S.: Delay-tolerant networking TCP
convergence layer protocol version 4. Work in progress as an internet-draft, draft-
ietf-dtn-tcpclv4-06 (2018)


https://doi.org/10.1109/COMST.2018.2797170
https://doi.org/10.1016/j.comnet.2017.11.010
https://doi.org/10.1016/j.comnet.2017.11.010
http://www.sciencedirect.com/science/article/pii/S1389128617304188

®

Check for
updates

A Proposal for IP Spoofing Mitigation
at Origin in Homenet Using
Software-Defined Networking

Manoel F. Ramos!, Bruno L. Dalmazo?®)®, and Jeferson C. Nobre?

L University of Vale do Rio dos Sinos, Sao Leopoldo, Brazil
manoel@dropreal.com
2 Federal University of Rio Grande do Sul, Porto Alegre, Brazil
{bldalmazo, jcnobre}@inf.ufrgs.br

Abstract. Computer networks are continually evolving, making the
execution of security tasks increasingly complex. Also, the development
of new networking environments, such as the Internet Engineering Task
Force (IETF) Home Networking (Homenet), usually is not followed by
advances in security mechanisms for these environments. In this context,
IP Spoofing, the obfuscation of the actual network address of the attacker
either to amplify or redirect communications responses to a given tar-
get, is an example of network attack that can be employed in several
infrastructures. Considering Homenet, the utilization of IPv6 does not
avoid such attacks since the Neighbor Discovery Protocol (NDP), which
is responsible for neighborhood discovery in IPv6, does not have mech-
anisms of validation of network and link addresses in its packet header
(i.e., source-address validation). The present work proposes a solution
to mitigate the use of IP Spoofing attacks originated in a Homenet
using Software-Defined Networking (SDN) features. The results from
the experimental evaluation demonstrate that the proposed method has
desirable properties to avoid such attacks without increasing the com-
plexity of the Homenet architecture.

Keywords: IP Spoofing - Homenet - SDN

1 Introduction

Computer networks are constantly evolving, making their configurations increas-
ingly complex. This provides a significant increase on the security challenges
related to supported services [1]. In home networking (i.e., domestic network-
ing), this complexity becomes an even more important challenge, since there
are no network administrators to implement security policies and to ensure an
adequate operational state of the networking infrastructure [7].

The Internet Engineering Task Force (IETF) Home Networking (Homenet)
Working Group (WG) proposed a solution to allow self-management in home
networks, including self-configuration, which can avoid human intervention and,
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consequently, the need of technical knowledge from the home user [3]. In this con-
text, it is also necessary to address security features. Homenet has vulnerabilities
analogous to those found on traditional networks. Considering self-* properties,
self-protection will be need to perform security tasks in an autonomic manner.
However, this is not present in current Homenet specification.

Homenet is known to be vulnerable to several network attacks. One of this
attacks is IP address spoofing [8]. Such attacks falsify source addresses contained
in the headers of network packets, either to amplify/redirect communication
responses to a particular target or to ensure the anonymity of the attacker. Also,
IP spoofing is usually an initial step for various types of attacks. Fortunately, as
the deployed IP addresses in a Homenet are controlled, network programmability
can be used to validate source IP addresses.

Software-Defined Networking (SDN) has become a significant network pro-
grammability alternative to enhance the security of computer networks by pro-
viding the separation of data and control plane, and centralizing decision making
over network traffic through the network controller [4]. In this context, SDN can
help facing IP Spoofing at origin in home networks (such as IETF Homenet),
avoiding that external targets are compromised by attacks originated in the
home hosts.

The present paper presents a method for IP Spoofing mitigation in origin at
a Homenet using SDN. The main contribution is the support of a solution based
on the Homenet standards for the validation of source addresses. This solution
employs to use control data in a programmatic fashion. We developed a proof of
concept implementation to investigate the properties of the proposed solution.

This paper is organized as follows. In Sect. 2, the background is presented.
In Sect. 3, it is described the proposed solution. Section 4 details the evaluation
and the experiments performed, followed by the related work described in Sect. 5.
Finally, Sect. 6 presents the conclusion about this study and future work.

2 Background

This section presents the central theoretical concepts needed to develop this
work. We describe these concepts in two subsections. First, the IETF Homenet
and its composing protocols are introduced. Then, this section closes with the
presentation of fundamental concepts on SDN.

2.1 Homenet

Homenet is an IETF WG that aims to focus on the evolution of home networks
by developing and providing a simple, self-configuring architecture to address
IPv6 prefix configuration requirements for routers, network management, name
resolution (Domain Name System - DNS) and network discovery services [3].
This architecture can be employed in several contexts, such as Internet of Things
(IoT) [5]. Homenet employs two main protocols for its operation: the DNCP (Dis-
tributed Node Consensus Protocol) and the Home Networking Control Protocol
(HNCP).
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Homenet uses the DNCP to receive information from routers through discov-
ery services, negotiations, and autonomous bootstrapping services. In addition,
Homenet uses the HNCP with a DNCP profile for sharing information about the
state of routers in Homenet. This use allows automatic discovery of gateways
and receiving/delegating the prefixes for hosts and routers that have (or not)
support from HNCP [3].

For IPv6 prefix assignment, Homenet uses the Distributed Prefix Assignment
Algorithm that uses a flooding mechanism, which allows each node to advertise
its directly connected prefixes. Also, the algorithm randomly creates an IPv6
/64 prefix and assigns the addresses to the hosts. Devices connected to Homenet
will receive the IP addresses through the HNCP protocol. For non-HNCP hosts,
the task is made through DHCPv6-PD or SLAAC [3].

2.2 Software-Defined Networking (SDN)

Some traits of SDN can be highlighted in the context of the present work. We will
describe two of such traits. The first is the separation of the control plane from
the data plane. The control plan decides how to handle network traffic and the
data plane forwards traffic as the control plan decides. The second feature is that
SDN consolidates the control plane; thus the programmable interface supports
direct control over the state of the elements contained in the data plane, such
as switches and routers.

SDN integrates the physical and virtual elements, allowing the controller to
manage the network in an automated and centralized way. All traffic can be
analyzed by the controller, which can decide what action to take on the passing
flows. When the switches receive specific network packets, they will analyze their
flow tables and, if the origin and destination are not known, the switches will
forward the data to the controller [4].

3 Proposal for Mitigation IP Spoofing in Homenet at
Origin Using SDN

The proposed solution is the use of an SDN application which uses the controller
API to allow a global view of all network traffic through flow analysis. This
application, called SPOOFING_SRC_CONTROL, is responsible for analyzing
and handling the IPv6 addresses of each packet that comes out of Homenet.
This verification is done by consulting the addresses provided by the HNCP
protocol to the Homenet internal hosts. This section describes the proposed
solution. First, the rationale of the solution is presented. Then, the algorithms
of the proposed solution are depicted.

The proposed solution runs as an application on the Homenet router, and it
can control the entire home network topology. SDN controller may be located on
the edge router itself, where it analyses all network traffic and decides if packets
can be added to the switch’s flow table. In this context, decision making is done
by comparing the MAC and IPv6 addresses entered in the switch flow table. If
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the IPv6 addresses of a respective packet are not inserted in this table or the
IPv6 address is already assigned to another MAC address, the switch forwards
the packet to the SDN controller, which then decides what action to take.

The proposed solution can be abstracted in some steps as follows. First, this
starts when a switch is unaware of the source and destination IPv6 address of
an incoming packet to be forwarded to a particular destination. This packet
is sent to the controller (step 1), which will then verify that the destination
and source addresses are different from internal Homenet addresses. Then, the
controller will query the database containing the IPv6 and MAC addresses of
the Homenet hosts generated by the HNCP protocol. After this, the controller
processes the address and sends the necessary action on the respective packet
for the implied switch. The switch updates its flow table with the action defined
by the controller.

Algorithm 1. MOD_CONTROL()

Input: IP_.SRC, MAC_SRC, IP_DST, LOCAL.NETWORK_ADDRESS.
Output: SDN_STATUS.
if IP.DST == LOCAL_NETWORK_ADDRESS then

if IP_.SRC != LOCAL_NETWORK_ADDRESS then
| SDN_STATUS = ALLOWED

end

else

SDN_STATUS = VERIFICATION

ANL_IP_SRC = IP_SRC

ANL_MAC_SRC = MAC_SRC

MOD_VERIFY_IP-MAC()

if SPOOFING_STATUS == NO then
| SDN_STATUS = ALLOWED

end

if SPOOFING_STATUS == YES then
| SDN_STATUS = BLOCKED

end

if SPOOFING_STATUS == FAIL then
| SDN_STATUS = BLOCKED

end

end
end

Three algorithms compose the proposed solution. In this context, SPOOF-
ING_SRC_CONTROL consists of MOD_CONTROL(), MOD_VERIFY_IP-
MAC(), and MOD_IPMAC_SEARCH() submodules. The MOD_CONTROL()
module is responsible for deciding on the correct action to be taken on the
previously analyzed network packet. It needs the MOD_VERIFY_IP-MAC()
and MOD_IPMAC_SEARCH() submodules for its operation. The Algorithm 1
describes storing the packet source IP address information (in the IP_SRC
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variable), the source MAC address (in the MAC_SRC variable), and the des-
tination IP address of the packet (in the IP_DST wvariable). In addition,
MOD_CONTROL() has the variable LOCAL.NETWORK_ADDRESS, which
has the value corresponding to the IPv6 address of the Homenet local network.

LOCAL.NETWORK_ADDRESS is extracted from the database of the
addresses assigned by HNCP to Homenet. The first action of MOD_CONTROL()
is to analyze whether the value contained in the IP_DST variable corresponds
to the same prefix of the value of the LOCAL_.NETWORK_ADDRESS variable
and if the source address (IP_SRC) is different from the local network. This pro-
cess is done to verify if the packet destination is the local network or an external
network (Internet), in addition to verifying if it is Homenet internal traffic. If the
packet is destined for some internal Homenet host, it is released by the system
through the SDN_STATUS function and no further verification is performed by
closing the module.

The SDN_STATUS function is responsible for executing the system actions
internally and, before the SDN controller, its values are: VERIFICATION that
has the internal action of the proposed system to initiate the verification process
of the source IPv6 address analyzed; ALLOWED that has the action to be taken
by the SDN controller in which to release the flow in the switch; and BLOCKED,
which has an action to be taken by the SDN controller in which it will block the
flow in the switch.

Algorithm 2. MOD_VERIFY_IP-MAC()

Input: ANL_IP_SRC, ANL_MAC_SRC.
Output: SPOOFING_STATUS.
MOD_IP-MAC_SEARCH()

if DB.SERVER_STATUS != OK then
| SPOOFING_STATUS = FAIL

end
else

if SEARCH_-MAC == XX_XX_XX_XX_XX_XX then
| SPOOFING_STATUS = YES

end

else
VERIFY_IP = SEARCH_IP

if VERIFY_IP == ANL_IP_SRC then
| SPOOFING_STATUS = NO

end

else
| SPOOFING_STATUS = YES
end

end

end

The first value to be generated by the SDN_STATUS function is VERI-
FICATION, in which the system initiates the verification process by storing
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the IP_SRC values in the ANL_IP_SRC variable and the MAC_SRC variable
in the ANL_MAC_SRC variable. After this, the MOD_VERIFY _IP-MAC() sub-
module is executed, feeding the value of the SPOOFING_STATUS variable into
MOD_CONTROL(). SPOOFING_STATUS has three types of values, FAIL that
is generated when the MOD_VERIFY _IP-MAC() submodule did not obtain com-
plete results that prove the existence of IP Spoofing, NO that is generated when
the MOD_VERIFY_IP-MAC() submodule validated MAC and IPv6 addresses
and did not identify the use of the IP Spoofing technique in the packet and YES
that is generated when the MOD_VERIFY_IP-MAC() submodule validated the
MAC and IPv6 addresses and identified the use of the IP Spoofing technique in
the packet.

If the value of SPOOFING_STATUS is equal to FAIL, the proposed system
could not analyze the addresses and prove the existence of the IP Spoofing
technique. This incident may occur in cases of unavailability in the consultation
process or in an attack on the database of the addresses assigned to Homenet.
In this case, the system can enter two different types of values in the variable
SDN_STATUS according to the security policy established by the administrator
of the Homenet environment at the moment of configuring the solution. These
values are: ALLOWED to release the packet stream; and BLOCKED to block
packet flow. If the value of SPOOFING_STATUS is equal to NO, the variable
SDN_STATUS receives the ALLOWED value, which indicates to the system
that the packet must be released through the SDN controller because it was able
to verify the addresses and did not identify the existence of the IP technique
Spoofing. Finally, when the SPOOFING_STATUS value is equal to YES, the
SDN_STATUS variable receives the value BLOCKED, which tells the system
that the SDN controller should discard the packet because it has identified the
use of the IP Spoofing technique.

The submodule MOD_VERIFY_IP-MAC(), described in Algorithm 2,
works in conjunction with the MOD_IP-MAC_SEARCH() submodule and
generates results for the completion of the MOD_CONTROL() mod-
ule. MOD_VERIFY_IP-MAC() receives the values of ANL_IP_SRC and
ANL_MAC_SRC generated by the MOD_CONTROL(). Your first action is
to start the MOD module IP-MAC_SEARCH(). After this, the value of
DB_SERVER_STATUS generated by the submodule MOD_IP-MAC_SEARCH()
is analyzed.

DB_SERVER_STATUS may contain two distinct values, being they FAIL
when the MOD_IP-MAC_SEARCH() submodule was not able to execute the
address localization process and OK when the MOD_IP-MAC_SEARCH() sub-
module successfully executed the address localization process. If the value of
DB_SERVER_STATUS is other than OK, SPOOFING_STATUS receives the
FAIL value. If the value of DB_.SERVER_STATUS is equal to OK, the verifica-
tion process starts.

It is first checked whether the SEARCH_MAC value received by executing
the MOD_IP-MAC_SEARCH() submodule is equal to XX XX XX XX XX _XX.
If so, this indicates that the MAC address contained in ANL_MAC_SRC is not in
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Algorithm 3. MOD_IP-MAC_SEARCH()

Input: DB_.SERVER, ANL_IP_SRC, ANL_.MAC_SRC.
Output: SEARCH_MAC, SEARCH_IP, DB_.SERVER_STATUS.
Connection with DB_SERVER

if DB_SERVER is not accessible then
| DB_SERVER_STATUS = FAIL

end

else

DB_SERVER_STATUS = OK

Search ANL_MAC_SRC em DB_SERVER

if ANL_MAC_SRC is not found then
| SEARCH_MAC = XX XX XX XX_XX_XX

end

else
SEARCH_MAC = ANL_MAC_SRC

SEARCH_IP = IPv6 assigned to the MAC located in DB_.SERVER;
end

end

the database of the list of assigned IP addresses. Thus, the SPOOFING_STATUS
value is defined as YES. If not, VERIFY_IP receives the SEARCH_IP value
extracted from the module IP-MAC_SEARCH(). If the value of VERIFY_IP is
equal to the value of ANL_TP_SRC, the source addresses are in compliance and
SPOOFING_STATUS is given the value NO. Finally, if the value of VERIFY _IP
is different from ANL_IP_SRC, the use of the IP Spoofing technique is identified
and SPOOFING_STATUS receives the value YES, ending the execution of the
submodule, giving sequence in the analysis process.

The submodule MOD_IP-MAC_SEARCH(), described in Algorithm 3, has
the responsibility of locating the values of ANL_IP_SRC and ANL.MAC_SRC
in the database of the list of IPv6 addresses assigned to Homenet. It is started
through submodule MOD_VERIFY _IP-MAC().

4 FEvaluation

In this section, the experiments carried out to evaluate the solution proposed
in a Homenet are presented. First, the topology employed on the simulation
(Experimental Scenario) is explained. Then, the implementation of the proposed
solution is depicted. Finally, the performed experiments and their results are
presented.

4.1 Experimental Scenario

The test infrastructure and its topology were implemented using a virtual envi-
ronment in which it was possible to evaluate the proposed solution. Figure1
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shows the complete implementation topology. Routers A, B, and C (ISP) com-
municate through the OSPFv3 protocol and the automatic distribution of IPv6
addressing was used by the DHCPv6-PD service. Hosts B and C are ISP cus-
tomers as well as Client A, the gateway of Homenet. Each of the hosts has a
network interface connected to their respective gateways.

4.2 Development and Implementation of the Proposed Solution

SPOOFING_SRC_CONTROL was developed and implemented on the RYU con-
troller. RYU was developed in the Python programming language, so SPOOF-
ING_SRC_CONTROL was also developed in Python. The RYU driver has been
compiled to support the proposed solution. The system is started by the con-
troller when the switch does not know the source and destination (IPv6 or MAC)
of the incoming packet because in its flow table there is no such information.
With this, the switch sends the packet to the RYU controller which executes
SPOOFING_CONTROL through its “_packet_in_handler” function before exe-
cuting the add_flow function.

ROUTER B ROUTER C
Client B \ ISP/ Client C
Host B-1 Host C-1
ROUTER A
Client A

SDN

P22 N P22 N P22 N
Host A-1 Host A-2 Host A-3

Fig. 1. Simulation infrastructure.

SPOOFING_SRC_CONTROL checks the Homenet source address according
to the submodule MOD_VERIFY _IP-MAC(). SPOOFING_SRC_CONTROL has
a function, developed according to the submodule MOD_IP-MAC_SEARCH(),
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which is responsible for querying the prefixes and IPv6 addresses assigned to
Homenet via HNCP. such queries check the source address in each packet. If the
source IPv6 address is different from the Homenet or the source MAC address
is different from that contained in the assigned address base and the destination
address is also different from the Homenet, the use of the IP Spoofing technique
is identified and the packet is discarded by the controller.

4.3 Experiments

As shown in Fig. 1, the communication for this experiment was made between
Homenet hosts (Hosts A-1, A-2 and A-3) and the other external hosts, ISP clients
(Host B-1 and Host C-1). The HNCP protocol assigned two IPv6 prefixes to the
Homenet interface on its router and the internal Hosts A-1, A-2, and A-3). For
these experiments, the Homenet environment with multihoming support was not
implemented. For the use of the IP Spoofing and MAC Spoofing technique in
IPv6 networks, the NMAP! software was used. The experiments were carried
out 10 (ten) times to validate their results, and the observed variance was low.

Three experiments using the IP Spoofing technique were performed in the
environment shown in Fig. 1. The experiment 1 validates the use of IP Spoofing
at the source through the communication of Homenet hosts with external hosts
(Host B-1 and Host C-1), comparing IPv6 addresses and MAC addresses; exper-
iment 2 validates the source communication between Homenet’s internal hosts
(Hosts A-1, A-2 and A3), also comparing IPv6 addresses and MAC addresses;
and experiment 3 validates the communication between the internal hosts in
Homenet with the external communication, however, using only the validation
of the Homenet source addresses through the assigned IPv6 prefix, not validating
the MAC addresses of the Homenet hosts.

Results. The Fig. 2 shows the communication results between Hosts A-1, A-2,
and A-3 with Host B-1 (Fig. 1) in a Homenet (experiment 1) without enabling
the In the time period of 60s, the NMAP was run, with IP Spoofing and MAC
Spoofing enabled, and Ping6 on all Homenet hosts, successively, to Host B-1.
found that Homenet is vulnerable to using the techniques of IP Spoofing and
MAC Spoofing. The consumption of network traffic was measured by capturing
the results from the output interface of the Homenet ethl router through the
use of the IFTOP software. NMAP totaled the average consumption of 5055
bytes/s (average of 1685 bytes/s per Homenet host) and Ping6 totaled the aver-
age consumption of 2412 bytes/s (average of 804 bytes/s per Homenet host) of
the traffic generated by Homenet’s internal hosts.

The Fig.3 shows the result of the same communication of hosts A-1, A-2
and A-3 with host B-1 in a Homenet (experiment 1), however, with SPOOF-
ING_SRC_CONTROL enabled on the SDN controller. In the first 20s of exe-
cution, SPOOFING_SRC_CONTROL was executed to validate the host A-1

! NMAP - https://nmap.org/.
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Fig. 2. Applicability of IP Spoofing and MAC Spoofing WITHOUT the proposed
solution.

address, where communication of the same was terminated at IP Spoofing detec-
tion. In the next 10 and 20's (30 and 40), the same process was executed on host
A-2 and host A-3, terminating their communication after the detection of IP
Spoofing. This same test procedure was performed for the validation of source
MAC addresses, in which it obtained the same result and proving that the solu-
tion is also efficient to counter the use of the MAC Spoofing technique at the
origin.

In experiment 2, the proposed solution was efficient in mitigating and block-
ing the use of the IP Spoofing and MAC Spoofing techniques at the origin. The
results were captured at the interface of Mininet via the IFTOP software.

In experiment 3, only IP Spoofing was detected and blocked in communica-
tion with Homenet’s external hosts, because in this experiment, it is not possible
to compare the MAC addresses because the HNCP query base is related only to
the IPv6 prefix assigned to the Homenet. This also impacted on the process of
verifying the IP Spoofing internally generated in Homenet between its hosts.

Performance Analyzes. Performance analyzes were performed to identify the
processing power and memory of the solution in the SDN controller. For this,
HTOP software was used, installed directly in RYU controller.

The Fig. 4 shows the result of the processing and memory consumption of
the RYU controller without the use of the proposed solution. Within the 60-s
period, when the controller did not manipulate the switch’s flow table, it had a
variation between 0.3% and 0.7% in processing consumption and 1.3% in memory
consumption. In seconds 11, 12, 13, 33, 34 and 35 the switch, which was unknown
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Fig. 4. Computational consumption WITHOUT use of proposed solution.

to the source and destination information of two network packets, forwarded
them to the check by the RYU controller, in which it validated the network
addresses of the packets and has added the information in the switch flow table.
These checks generated a peak of 1.1% in each processing consumption. The
RAM consumption was not changed and the same 1.3% consumption did not
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oscillate throughout the analysis. Analyzing the controller log records, it was
found that it updated the switch flow table in the time period of 0.1 ms.

Figure 5 displays the result of the controller’s processing and memory con-
sumption with the proposed solution feature enabled. Within the 60s period,
when the controller did not manipulate the switch flow table, it had a variation
between 0.3% and 0.7% in processing consumption and 1.3% in memory con-
sumption. In the second 17, the switch sent the addressing information to the
controller which did not use the IP Spoofing technique and/or MAC Spoofing for
the controller in which, during the process of validation of addresses, obtained
a peak of 1.1% in the consumption of processing (until the second 17) and no
variation in the consumption of memory occurred. In seconds 35, 36 and 37,
the switch sent the addressing information of a packet containing the Spoofing
technique and in seconds 47, 48 and 49, the addressing information of another
packet containing the use of the MAC Spoofing technique to the controller. This
resulted in seconds 35, 36, 37, 47, 48 and 49, at a consumption of 1.2% of pro-
cessing and no change in memory consumption. By analyzing the logs of the
controller, it was also found that it upgraded the switch flow table in the period
of 0.1 ms.

The results proved that the proposed solution consumed the same percentage
of the experiment shown in Fig. 4, when the package did not apply the IP Spoof-
ing technique and/or MAC Spoofing and 0.1% more when it was identified. The
time for the controller to update the switch’s flow table was also not impacted.

5 Related Work

There are several studies related to the mitigation of IP Spoofing in IPv4 net-
works. On the other hand, few security mechanisms are proposed for prevention
in IPv6 networks, in Homenet and mainly deal with the problem directly in its
origin. In this section, we present the work related to the purpose of providing
a basis for mitigating the use of IP Spoofing techniques.

Barbhuiya et al. [2] present an active IDS for the prevention of IP Spoofing
in the NDP protocol exchange process. The authors state that the solution is
effective for validating MAC addresses in IPv6 networks. The algorithms devel-
oped stand out for their simplicity in the process of identifying and comparing
MAC and IPv6 addresses.

Yao et al. [10] contribute to the mechanism VAVE (Virtual Source Address
Validation Edge), developed through the SAVI (Source Address Validation
Improvement) framework, which uses the Openflow protocol to mitigate IP
Spoofing in incoming traffic on a local network. One of the negative factors
of this solution is that the SAVI protocol requires adaptations to the current
protocols of the Internet, a negative factor to make it a standard protocol before
the IETF.

Yan et al. [9] have developed an experiment to implement the SAVI protocol
on a local network. In this contribution, the positive factor is that the authors
consult DHCPv6 servers to carry out the validation process through NDP mes-
sages issued by SAVI.
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Finally, Mowla et al. [6] propose a defense mechanism to IP Spoofing in the
traffic of received data, validating the legitimate traffic and blocking the Spoof-
ing. The solution is composed of SDN based on Content Distribution Network
Interconnection (CDNi) technology, along with ALTO (Application Layer Traf-
fic Optimization) technology. The purpose is to use SDN to detect IP Spoofing,
following a mechanism to feed rules into SDN switches through the controller
using the markup maps provided by the ALTO server.

6 Conclusions and Future Work

IPv6 networks are vulnerable regarding IP Spoofing techniques which conse-
quently affects any network that uses IPv6, such as IETF Homenet. In the
present paper, an efficient mechanism was proposed for the validation of IPv6
addresses at the origin in a Homenet. The results obtained highlighted the effi-
ciency in the mitigation of IP and MAC Spoofing process when the packets are
coming out from a Homenet. Besides that, the results also presented the low
consumption of the computational resources consumed by the solution. Such
consumption is constrained in the SDN controller.

Despite the encouraging results, there is also room for improvements. As
future work, we intend to investigate the process of feeding the base of the net-
work addresses assigned to Homenet should be a priority, extending the evalua-
tion of the proposed solution in a Homenet environment using the multihoming
feature in an ISP with MSP support and in conventional IPv6 networks.
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Abstract. The N-body problem, in the field of astrophysics, predicts
the movements of the planets and their gravitational interactions. This
paper aims at developing efficient and high-performance implementa-
tions of two versions of the N-body problem. Adaptive tree structures
are widely used in N-body simulations. Building and storing the tree
and the need for work-load balancing pose significant challenges in high-
performance implementations. Our implementations use various cores
in CPU and GPU via efficient work-load balancing with data and task
parallelization. The contributions include OpenMP and Nvidia CUDA
implementations to parallelize force computation and mass distribution,
and achieve competitive performance in terms of speedup and running
time which is empirically justified and graphed. This research not only
aids as an alternative to complex simulations but also to other big
data applications requiring work-load distribution and computationally
expensive procedures.

Keywords: All-Pairs algorithm - Barnes-Hut algorithm - CUDA -
N-body simulations - OpenMP - Parallel processing + Performance

1 Introduction

The N-body problem in astrophysics is the problem of predicting the individual
motions of a group of celestial bodies, interacting gravitationally [3]. Scientific
and engineering applications of such simulations to anticipate certain behaviors
include biology, molecular and fluid dynamics, semiconductor device simulation,
feature engineering, and others [14,15,18]. The gravitational N-body problem
[23] aims at computing the states of N bodies at a time T, given their ini-
tial states (velocities and positions). The naive implementation of the N-body
problem has a complexity of O(N?) which is inefficient in terms of both power
consumption and performance, leaving much room to improve the effectiveness
of the execution of these simulations using data and task parallelism, aided with
utilities such as OpenMP (distribution among processors) [9,16] and Nvidia
CUDA (distribution among Graphical Processing Units (GPUs)) [2].
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With Appel [7] and Barnes-Hut [8] algorithms, the N-body simulation is sig-
nificantly faster, with the time complexity of O(NN) for Appel and O(NlogN) for
the Barnes-Hut algorithm. Even with such adaptive tree optimizations, signifi-
cant improvement in the performance can be seen when implemented in parallel.
In this paper, we review existing All-Pairs and Barnes-Hut algorithms to solve
the N-body problem, and then propose our method of parallelization to achieve
work-load balancing using data and task parallel approaches effectively. We then
draw conclusions from the presented results to assess the potential of paralleliza-
tion in terms of running time and speedup. The key contributions of this paper
are mainly three-fold:

— Design of OpenMP and CUDA implementations of the All-Pairs algorithm,
to parallelize force computation.

— Design of OpenMP implementation of the Barnes-Hut algorithm, to paral-
lelize both force computation and mass distribution.

— We present a detailed evaluation of the performance of the parallel algorithms
in terms of speedup and running time on galactic datasets [1] with bodies
ranging from 5 to 30, 002.

The rest of this paper is structured as follows: Sect. 2 gives a detailed overview
of the All-Pairs and Barnes-Hut algorithms to solve the N-body problem.
Section 3 reviews relevant existing works in the field of parallel N-body sim-
ulations. Section 4 explains our proposed approaches to parallelize the All-Pairs
and Barnes-Hut simulations and presents their implementations using OpenMP
and CUDA. Section5 presents the evaluation of the proposed approaches and
Sect. 6 reviews the significant implications of such parallelization and concludes
with future enhancements.

2 The Gravitational N-Body Problem

The gravitational N-body problem [23] is concerned with interactions between
N bodies (stars or galaxies in astrophysics), where each body in a given system
of bodies, affects every other body. The creation of galaxies, effects of black holes,
and even the search for dark matter are associated with the N-body problem
[17], thus making it one of the most widely experimented problem.

The Problem: Given the initial states (velocities and positions) of N bodies,
compute the states of those bodies at time T  using the instantaneous acceleration
on every body at regular time steps.

In this section, we present two commonly used algorithms: (1) All-Pairs,
which is best suited for a smaller number of bodies and (2) Barnes-Hut, which
scales efficiently to a large number of bodies (e.g., molecular dynamics); to solve
the N-body problem.

2.1 The All-Pairs Algorithm

The traditional All-Pairs algorithm is an exhaustive brute-force that computes
instantaneous pair-wise acceleration between each body and every other body.
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Any two bodies (B;, B;) in the system of N bodies are attracted to each other

with force (F—'Z; ) that is inversely proportional to the square of the distance (r;;)
between them (see Eq. 1, G is the universal gravitational constant).

—  Gmym; .
Fij=—5—"ri (1)
ré.
ij
Also, a body (B;) of mass (m;) experiences acceleration (@;) due to the net
—
force acting on it (F; = >, Fij) from N — 1 bodies (see Eq.2).

1

F; = a;m; (2)

~.

From Egs. 1 and 2, the instantaneous pair-wise acceleration (E;) acting on a
body (B;) due to another body (B;) can be given by Eq.3 (G is the universal
gravitational constant).

@ = ®)
T

The All-Pairs method given by Algorithm 1 essentially computes pair-wise
accelerations and updates the forces acting on all bodies, thus updating their
state. Such an update can be programmatically achieved by using an in-place
update of a double nested loop, thus resulting in a time complexity of O(N?).
Usually, the All-Pairs method is not used on its own, but as a kernel to com-
pute forces in close-range interactions [27]. Since the All-Pairs algorithm takes
substantial time to compute accelerations, it serves as an interesting target for

parallelization.

Algorithm 1. Sequential All-Pairs Algorithm (2 Dimensions)

1: Function calculate_force() is
2: foreach i: body do
3: find_force(i, particles)

4: Function find_force(i: body, particles) is
foreach j in particles do
if j # i then
d_sq = distance(i, j)
force[i].x += dx * mass(i) / d-sq"3
force[i].y += d_y * mass(i) / d-sq"3

© »® TS a

2.2 The Barnes-Hut Algorithm

The Barnes-Hut algorithm [4,5,8,33] is one of the most widely used approxima-
tions of the N-body problem, primarily by clustering groups of distant close bod-
ies together into a “pseudo-body.” Empirical evidence proves that the Barnes-
Hut heuristic method requires far fewer operations than the All-Pairs method,
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thus useful in cases of a large number of bodies where an approximate but effi-
cient solution is more feasible.

Each pseudo-body has an overall mass and center of mass depending on the
individual bodies it contains (its children). The Barnes-Hut algorithm uses an
adaptive tree structure (quad-tree for 2D or oct-tree for 3D)!. A tree structure
is created with each node bearing four children (see Fig. 1).

Fig. 1. Example of a quad-tree used in the Barnes-Hut algorithm.

Once built, the tree describes the whole system, with internal nodes repre-
senting pseudo-bodies and leaf nodes representing the N bodies [13]. The tree
is then used in computation and updating of a body’s state. The Barnes-Hut
method given by Algorithm 2 implements the following steps to achieve the
realization of a spatial system into a quad-tree:

— Division of the whole domain into four square regions (quads).

— If any of these quads contain more than one body, recursively divide that
region into four square regions until each square holds a maximum of one
body.

— Once the tree is built, perform a recursive walk to calculate the center of mass
() at every node as >, ¢;m;/ > m; (i is a child of the node).

Each body uses the constructed tree to compute the acceleration it experi-
ences due to every other body. The Barnes-Hut algorithm approximates bodies
that are too far away using a fixed accuracy parameter (threshold ()), and the
approximation is called the opening condition. Based on the center of mass, the
opening condition is given by I/D < 6 (see Fig. 2, blue body represents the body
under consideration) where [ is the width of the current internal node and D is
the distance of the body from the center of mass of the pseudo-body. Threshold
determines the number of bodies to be grouped together and thus determines the
accuracy of computations. Heuristics show that Barnes-Hut method can approx-
imate the N-body problem in O(NlogN) time. Depending on the dispersion of
bodies in the system an adaptive tree is constructed (usually unbalanced) which
poses challenges of building, storing, and work-load balancing.

! In this paper, we have considered quad-tree to implement the Barnes-Hut algorithm.



Parallel OpenMP and CUDA Implementations of the N-Body Problem 197

R

Fig. 2. An example of the pseudo-bodies used in the Barnes-Hut algorithm.

3 Related Work

In 1994, the Virgo Consortium was founded to perform cosmological simulations
such as universe formation, tracking the creation of galaxies and black holes on
supercomputers; and the most significant problem worked on by them till date
is the “Millennium Run” [6]. Their simulations traced around 10 billion particles
(each particle represented 20 million galaxies) using code called GAlaxies with
Dark matter intEracT (GADGET) [31] along with MPI-HYDRA and FLASH,
initially written sequentially but has since been developed to run in parallel to
model a broad range of astronomical problems. MPI-HYDRA simulates galaxy
and star formations while FLASH simulates thermonuclear flashes seen on the
surface of compact stars.

There exist several works in the literature to optimize the N-body problem.
Starting with Appel [7], and Barnes and Hut [8] who optimized the N-body
problem using adaptive tree structures from O(N?) to O(N) and O(NlogN)
time complexities respectively. An O(N) fast multipole method was developed
by Greengard and Rokhlin [21,22], and they showed the fast multipole approach
(FMM) to be accurate to any precision. This was further extended by Sundaram
[32] to allow updating of different bodies at different rates which further reduced
the time complexity. However, adaptive multipole method in 3 dimensions is
complex and has an issue of large overheads.

Various approaches to parallelize the algorithms mentioned above have been
developed over the years. Salmon [29] used multipole approximations to imple-
ment the Barnes-Hut algorithm on NCUBE and Intel iPSC, message passing
architectures. An impressive performance was reported from extensive runs on
the 512 node Intel Touchstone Delta by Warren and Salmon [36]. Singh [30]
implemented the Barnes-Hut algorithm for the DASH, an experimental proto-
type. Bhatt et al. [10,19] implemented the filament fluid dynamic problem using
the Barnes-Hut method. 16 Intel Pentium Pro processors were used by War-
ren et al. [35] to obtain a sustained performance. Blelloch and Narlikar [11]
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Algorithm 2. Sequential Barnes-Hut Algorithm (2 Dimensions)

Ll
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41:

42:

43

44:
45:

: Function build_tree() is

Reset Tree

foreach i: particle do
root_node—insert_to_node(i)

: Function insert_to_node(new_particle) is
if num_particles > 1 then
quad = get_quadrant(new_particle)
if subnode(quad) does not exist then
create subnode(quad)
subnode(quad)—insert_to_node(new_particle)
else if num_particles == 1 then
quad = get_quadrant(new_particle)
if subnode(quad) does not exist then
create subnode(quad)
subnode(quad)—insert_to_node(existing_particle)
quad = get_quadrant(new_particle)
if subnode(quad) # NULL then
create subnode(quad)
subnode(quad)—insert_to_node(new_particle)
else
existing_particle «+— new_particle
num_particles++

: Function compute_mass_distribution() is
if new_particles == 1 then
center_of_mass = particle.position
mass = particle.mass
else
forall the child quadrants with particles do
quadrant.compute_mass_distribution
mass += quadrant.mass
center_of_mass = quadrant.mass * quadrant.center_of_mass
center_of_mass /= mass

: Function calculate_force(target) is
Initialize force < 0
if num_particles == 1 then
force = gravitational_force(target, node)
else
if /D < 0 then
force = gravitational force(target, node)
else
forall the node : child nodes do
force += node.calculate_force(node)

: Function compute_force() is
forall the particles do
force = root_node.calculate_force(particle)
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both implemented and compared in NESL (parallel programming language) the
Barnes-Hut algorithm, FMM, and the parallel multipole tree algorithm.

Board et al. [12] implemented an adaptive FMM method in three dimensions
on shared memory machines. Zhao and Johnsson [38] described a non-adaptive
version of Greengard and Rokhlin’s method in three dimensions on the Con-
nection Machine CM-2. Mills et al. [25] prototyped the FMM in Proteus (an
architecture-independent language) using data parallelization, which was then
implemented by Nyland et al. [26]. Pringle [28] implemented the FMM both in
two and three dimensions on the Meiko Computer Surface CS-1 which is a par-
allel computer with distributed memory and explicit message passing interface.

Liu and Bhatt [24] explained their experiences with parallel implementation
of the Barnes-Hut algorithm on the Connection Machine CM-5. A highly effi-
cient, high performance and scalable implementation of the N-body simulation
on FPGA was demonstrated by Sozzo et al. [18]. Totoo and Loidl [34] com-
pared the parallel implementation of the All-Pairs and Barnes-Hut algorithms
in Haskell, a functional programming language. The Tree-Code Particle-Mesh
method developed by Xue [37] combines the particle-mesh algorithm with mul-
tiple tree-code to achieve better solutions with low computational costs. Nylons
[27] accelerated the All-Pairs algorithm using CUDA and presented a sustained
performance. Burtscher and Pingali [13] implemented the Barnes-Hut algorithm
with irregular trees and complex traversals in CUDA.

4 Proposed Methodology

There are many considerations such as storage, load-balancing, and others in
parallelizing the algorithms to solve the N-body problem. Following subsections
elucidate on the challenges in parallelization and relevant parallel considerations
to overcome those challenges.

Algorithm 3. OpenMP Implementation of the All-Pairs Algorithm

1: Function calculate_force() is
2 #pragma omp parallel for
3: foreach i: body do

4 find_force(i, particles)

: Function find_force(i: body, particles) is
#pragma omp parallel for reduction (+ : forcefi].z, force[i].y)
foreach j in particles do
if j # i then
d_sq = distance(i, j)
10 force[i].x += dx * mass(i) / d-sq"3
11: forceli].y += d-y * mass(i) / d-sq"3
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4.1 Parallel All-Pairs Algorithm in OpenMP and CUDA

The traditional brute-force All-Pairs algorithm, with O(IN?) time complexity
serves as an interesting target for parallelization. This approach can be easily
parallelized, as it is known in advance, precisely how much work-load balancing
is to be done. The work can be partitioned using a simple block partition strat-
egy since the number of bodies is known and updating each body takes the same
amount of calculation. Algorithm 3 provides pseudo-code of the All-Pairs algo-
rithm in parallel using OpenMP. We assign each process a block of bodies each
numPlanets/numProcessors in size, to compute forces acting on those bodies
(all processes perform the same number of computations). Thus, the work-load
is equally and efficiently partitioned among processes. Algorithm 4 reports the
pseudo-code of the All-Pairs algorithm in CUDA.

Algorithm 4. CUDA Implementation of the All-Pairs Algorithm

1: Function calculate_force() is

2: foreach i: body do
find_force <<< BLOCKS, THREADS PER_BLOCK >>>
(index, particles, force, size)

4: Function find_force(i: body, particles, force, size) is

5: j = particles[treadldz.xz + blockldz.xz * blockDim.x]
6: if j # i then

7 d-sq = distance(i, j)

8 forceli].x += dx * mass(i) / d-sq"3

9 force[i].y += d_y * mass(i) / d-sq"3

4.2 Parallel Barnes-Hut Algorithm in OpenMP

The Barnes-Hut algorithm poses several challenges in the parallel implemen-
tation of which, decomposition and communication have a severe impact. To
begin with, the cost of building and traversing a quad-tree can increase signifi-
cantly when divided among processes. The irregularly structured and adaptive
nature of the algorithm makes the data access patterns dynamic and irregular,
and the nodes essential to a body cannot be computed without traversing the
quad-tree. Decomposition is associated with work-load balancing while commu-
nication bottleneck is a severe issue that requires the need for minimization of
communication volume.

Building a quad-tree needs synchronization. Since the computation of the
center of mass of a pseudo-body depends on the center of masses of corresponding
sub-bodies, data dependencies are predominant and thus implying tree level-
wise parallelization. For force computation, we need other particles’ center of
mass, but we do not modify the information and thus can be parallelized. The
value of the fixed accuracy parameter (6) plays a prominent role and must be
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Algorithm 5. Force Computation Parallelization of Barnes-Hut Algorithm

1: Function compute_force() is

2: #pragma omp parallel for

3: forall the particles do

4: force = root_node.calculate_force(particle)

5: Function calculate_force(target_body) is

6: force = 0

7: if num_particles == 1 then

8: force = gravitational_force(target_body, node)
9: else

10: if /D < 0 then
11: force = gravitational force(target_body, node)
12: else

13: #pragma omp parallel for

14: forall the node : child nodes do

15: #pragma omp critical

16: force += node.calculate_force(node)

optimized. Higher values of 8 imply that fewer nodes are considered in the force
computation thus increasing the window for error; while lower values of 6 will
bring the Barnes-Hut approximation time complexity closer to that of the All-
Pairs algorithm. Algorithm 5 presents pseudo-code of force parallelization (as
explained above) of the Barnes-Hut algorithm.

In computing the center of mass of the nodes, some level of parallelization
can be achieved in-spite of data dependencies as the computation for each quad
in the tree is independent of the other which speeds up the process significantly.
Algorithm 6 depicts the parallelization of the center of mass computation.

Algorithm 6. Mass Distribution Parallelization of Barnes-Hut Algorithm

1: Function compute_mass_distribution() is

2 if new_particles == 1 then

3 center_of_mass = particle.position

4: mass = particle.mass

5: else

6 #pragma omp parallel for

7 forall the child quadrants with particles do
8 quadrant.compute_mass_distribution

9 #pragma omp critical

10: mass += quadrant.mass

11: center_of_mass = quadrant.mass * quadrant.center_of_mass

12: center_of_mass /= mass
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Parallelization of the Barnes-Hut algorithm has many issues, the significant
issue being the lack of prescience on the number of computations per process;
which make it a complex parallelization problem. It can be observed that, with
the increase in the quad-tree traversal depth, the number of force calculations
increases significantly and the exact depth is dependent on the position of the
current body.

5 Evaluation, Results, and Analysis

The sequential All-Pairs algorithm was implemented in C++, with paralleliza-
tion in OpenMP and CUDA. OpenMP’s multi-threading [9] fork-join model was
used to fork a number of slave threads and separate the errand among them.
The separated tasks are then performed simultaneously, with run-time environ-
ment assigning threads to distinct tasks. The segment of code intended to run
in parallel is stamped likewise with a preprocessor order that is used to join
the outputs of the processes in order after they finish execution of their corre-
sponding task. Each thread can be identified with an ID, which can be acquired
using OpenMP’s omp_get_thread num() method. CUDA allows the programmer
to take advantage of the massive parallel computing power of an Nvidia graph-
ics card to perform any general-purpose computation [2,20]. To run efficiently
on CUDA, we used hundreds of threads (the more the number of threads, the
faster the computation). Since the All-Pairs algorithm can be broken down into
hundreds of threads, CUDA proves to be the best solution. GPUs use massive
parallel interfaces to connect with their memory and are approximately ten times
faster than a typical CPU-to-memory interface.

This section focuses on running the algorithms described in the above section,
in serial and in parallel. All the algorithms were tested using data with a number
of bodies ranging from 5 to 30,002 in the galactic datasets [1]. All tests for
sequential and OpenMP implementations were performed on nearly identical
machines with the following specifications:

— Processor: 15 7200U @ 4 x 3.1 GHz
— Memory: 8 GB DDR3 @ 1333 MHz
— Network: 10/100/1000 Gigabit Local Area Network (LAN) Connection

All tests for CUDA implementations were performed on a server with the
following specifications:

— Processor: Intel Xeon Processor @ 2 x 2.40 GHz
— Memory: 8 GB RAM
— Tesla GPU: 1 x TESLA C-2050 (3 GB Memory)

Speedup (S) is a measure of the relative performance of any two systems,
here parallel implementations over sequential implementations. Speed up can be
estimated using Eq. 4.

o Tlmesequential

(4)

Timeparallel
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Fig. 3. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galazymerge2 [1], and (right) 30,002 bodies in galazy30k [1] using
Algorithm 3.

Note that the execution times collected to measure the performance and
impact of parallelization is collected five times to overrule bias caused by any
other system processes that are not under the control of the experimenter. In
every run for time measurement, the order of experimentation for a given dataset
is shuffled. The individual measurements are then averaged to represent the
running time taken by the parallel algorithm accurately.
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Fig. 4. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galazymerge2 [1], and (right) 30,002 bodies in galazy30k [1] using
Algorithm 4. (Serial execution takes more than 100 times the parallel execution time
and hence is not graphed).

In this paper, we graphed (see Figs. 3, 4, 5 and 6) the parallel implementa-
tions against their respective sequential implementations to visualize the effect
of speedup. We also present the results of the performance of the Barnes-Hut
algorithm when both force computation and mass distribution are parallelized
(see Table 1). Also, we present the effect of the fixed accuracy parameter (#) on
the Barnes-Hut algorithm (see Fig. 7).

For inputs with a smaller number of celestial bodies, we observe that the
sequential execution is faster than parallelized OpenMP code in case of both All-
Pairs and Barnes-Hut algorithms (see Figs.3 (left), 5 (left), and 6 (left)). Such
behavior can be attributed to the high cost of initialization of threads and their
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Fig. 5. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galazymerge2 [1], and (right) 30,002 bodies in galazy30k [1] using
Algorithm 5.
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Fig. 6. Parallel vs. sequential running time for (left) 5 bodies in Planets [1], (center)
4,000 bodies in galazymerge2 [1], and (right) 30,002 bodies in galazy30k [1] using
Algorithm 6.

communication overheads, which outweighs the execution time for a lesser num-
ber of bodies. With the increase in the number of bodies, the OpenMP parallel
implementation runs faster than its sequential counterpart which is attributed to
the fact that execution time is larger than the thread spawn overheads (see Figs. 3
(center) and (right), 5 (center) and (right), 6 (center) and (right)). However, it
can also be noticed from the graphs that increasing the threads beyond four,
either does not change (see Figs. 3 (center), (right) and 6 (center)) or increases
(see Figs.5 (center), (right), and 6 (right)) the running time. This is because
the CPU on the testing machine does not support more than four cores. Greater
speedups are observed with the increase in the number of bodies. Also, it is
interesting to note that with better hardware that supports a greater number of
cores, the results can be bettered further.

While the OpenMP implementations have a bottleneck over the number of
cores on the test machine, parallelization with CUDA outperforms any such
limitations (see Fig. 4 (left), (center) and (right)). It can be observed that CUDA
implementation provides an exponential decrease in the running time, which is
because GPUs has an exponentially larger thread pool as compared to CPUs. It
can be seen from Fig. 4 (left) that, for a smaller number of bodies, the parallel
running time gradually decreases with the increase in the number of threads
per block due to the communication overhead over the peripheral component
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Table 1. Performance of the OpenMP parallelization with force computation and mass
distribution of the Barnes-Hut algorithm on various galactic datasets [1].

Dataset Size Serial time (s)|Parallel time per thread count (s)
1 2 4 8 16 32

asteroids1000 1,000 | 0.023097 0.020348|0.021905|0.030464| 0.063325| 0.121116| 0.221256
cluster2582 2,582 | 0.004927 0.0058370.005042|0.011231| 0.008328| 0.011733| 0.014243
collisionl 2,000 | 0.004917 0.0048290.004447|0.006030| 0.005751| 0.009468| 0.012608
collision2 2,002 | 0.006227 0.006008|0.006098|0.006309| 0.006821| 0.009951| 0.013182
galaxyl 802 | 0.015414 0.015616|0.015217|0.020928| 0.045315| 0.072090| 0.110689
galazy2 652 | 0.012274 0.012615|0.014664|0.023931| 0.028826| 0.040485| 0.072064
galazys 2,001 | 0.091639 0.0877380.084466|0.141264| 0.264529| 0.488200| 0.975077
galazy4 502 | 0.012875 0.013325/0.010431|0.012065| 0.027304| 0.037397| 0.051786
galaxy10k 10,001 | 0.032405 0.032411/0.031647|0.027545| 0.050811| 0.075314| 0.171779
galaxy20k 20,001 | 2.325312 2.357691|1.422882|0.557520| 3.697054| 7.312913|17.061886
galazy30k 30,002 |13.663441 14.492622|8.259973|3.813991|22.58801348.301931|90.741782
galazyform2500| 2,500 | 0.007052 0.005922|0.006162|0.006707| 0.008641| 0.011501| 0.016563
galazymergel 2,000 | 0.004920 0.0051600.004812|0.006784| 0.006742| 0.008701| 0.018789
galaxymerge2 4,000 | 0.011205 0.0103640.003930{0.012193| 0.011976| 0.018860| 0.024891
galazymerge3 2,901 | 0.009433 0.009095|0.009045|0.015460| 0.011692| 0.012852| 0.019202
planets 5| 0.000070 0.000160|0.000526|0.002250| 0.002246| 0.002997| 0.004918
saturnrings 11,987 | 0.024471 0.024749|0.020095|0.025863| 0.032043| 0.038763| 0.064468
spiralgalazy 843 | 0.017879 0.017627|0.023605|0.024740| 0.052584| 0.091534| 0.166260

interconnect lanes. For 4,000 bodies (see Fig. 4 (center)), the speedup of parallel
implementation was observed to be 100 and for 30,002 bodies (see Fig. 4 (right)),
the speedup was approximately 250. These results establish the potential of
CUDA in parallel programming and multi-processing support over traditional
CPUs.

Table 1 presents the results of the OpenMP Barnes-Hut implementation with
both force parallelization and mass distribution. The results show that for a large
number of bodies (e.g., galazy30k with 30,002 bodies), the method proved to
be superior as compared to Algorithms 5 and 6. However, for a smaller number
of bodies (e.g., planets with 5 bodies), the method had a massive bottleneck of
communication overheads and thread spawn initialization.

The effect of the fixed accuracy parameter used for approximation in the
Barnes-Hut algorithm on running time is shown in Fig.7. The value of 6 deter-
mines the depth of traversal of the quad-tree. Smaller values of # mean deeper
traversals, implying larger running times while larger values of 6 imply lower
accuracy and lower running time. It was observed that the number of compu-
tations increased as 6 =~ 0.0. We experimentally found that with § = 0.4, an
efficient trade-off between the running time and accuracy can be achieved (all
results presented above use 6 = 0.4).
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Fig. 7. Effect of the fixed accuracy parameter on the Barnes-Hut algorithm.

6 Conclusions

In this paper, we analyzed two prominent approaches to solve the gravitational
N-body problem: the naive All-Pairs approach and an adaptive quad-tree based
Barnes-Hut approach. We presented data and task parallel implementations of
the algorithms considered, using OpenMP and CUDA. We evaluated the chal-
lenges in the parallelization of the Barnes-Hut algorithm and two significant
parallel considerations. It was observed that until a certain level of paralleliza-
tion the running time decreases and then increases afterward. The performance
analysis of these methods establishes the potential of parallel programming in
big data applications. We achieved a maximum speedup of approximately 3.6
with OpenMP implementations and about 250 with CUDA implementation.
The OpenMP implementations experienced a massive bottleneck of the number
of cores on the testing machine. Also, we experimentally determined the opti-
mal value of the fixed accuracy parameter for an efficient trade-off between the
running time and accuracy.

In the future, we aim at extending the Barnes-Hut implementation and FMM
approach to CUDA and message-passing clusters over the LAN, each node paral-
lelized using OpenMP; and also evaluate their performance in terms of speedup
and running time. We also aim at considering even larger samples of bodies to
evaluate our proposed parallel implementations effectively.
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Abstract. An unmanned aerial vehicle (UAV) become increasingly
present in military and commercial applications, the flight path efficiency
and integration with current manned aircraft become important research
topics to address in the coming years. In this paper, the optimal control
problem for the quad-rotor to minimize energy is considered. For this,
formulate this problem to an optimal control problem which minimizes
energy of quad-rotor in free final time. The Solution for this, used a dis-
cretization method, and simulation results are given by Bocop software.

Keywords: Final time - Bocop * Optimal control

1 Introduction

An Unmanned Aerial Vehicle is an aircraft with no pilot on board [1-3]. UAVs
can be remote controlled aircraft (e.g. flown by a pilot at a ground control
station) or can fly autonomously based on pre-programmed flight plans or more
complex dynamic automation systems. UAVs are currently used for a number
of missions, including reconnaissance and attack roles. For the purposes of this
article, and to distinguish UAVs from missiles, a UAV is defined as being capable
of controlled, sustained level flight and powered by a jet or reciprocating engine.
In addition, a cruise missile can be considered to be a UAV, but is treated
separately on the basis that the vehicle is the weapon. The acronym UAV has
been expanded in some cases to UAVS (Unmanned Aircraft Vehicle System).
The FAA has adopted the acronym UAS (Unmanned Aircraft System) to reflect
the fact that these complex systems include ground stations and other elements
besides the actual air vehicles [6].

Some early UAVs are called drones because they are no more sophisticated
than a simple radio controlled aircraft being controlled by a human pilot (some-
times called the operator) at all times. More sophisticated versions may have
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built-in control and/or guidance systems to perform low level human pilot duties
such as speed and flight path stabilization, and simple prescripted navigation
functions such as waypoint following.

From this perspective, most early UAVs are not autonomous at all. In fact,
the field of air vehicle autonomy is a recently emerging field, whose economics
is largely driven by the military to develop battle ready technology for the
warfighter. Compared to the manufacturing of UAV flight hardware, the market
for autonomy technology is fairly immature and undeveloped. Because of this,
autonomy has been and may continue to be the bottleneck for future UAV devel-
opments, and the overall value and rate of expansion of the future UAV market
could be largely driven by advances to be made in the field of autonomy.

Autonomy is commonly defined as the ability to make decisions without
human intervention. To that end, the goal of autonomy is to teach machines to
be “smart” and act more like humans. The keen observer may associate this with
the development in the field of artificial intelligence made popular in the 1980s
and 1990s such as expert systems, neural networks, machine learning, natural
language processing, and vision. However, the mode of technological develop-
ment in the field of autonomy has mostly followed a bottom-up approach, and
recent advances have been largely driven by the practitioners in the field of con-
trol science, not computer science. Similarly, autonomy has been and probably
will continue to be considered an extension of the controls field. In the foresee-
able future, however, the two fields will merge to a much greater degree, and
practitioners and researchers from both disciplines will work together to spawn
rapid technological development in the area [4,5].

To some extent, the ultimate goal in the development of autonomy technol-
ogy is to replace the human pilot. It remains to be seen whether future devel-
opments of autonomy technology, the perception of the technology, and most
importantly, the political climate surrounding the use of such technology, will
limit the development and utility of autonomy for UAV applications [26,29].

In our case, We choose quad-rotors drone which is handy, allow vertical take-
off and landing, as well as flying in hard to - Reach areas. The disadvantages
are its mass and the consumption of energy caused by motors. The drone can
perform three flight modes; hover, vertical flight and translation flight. In our
work, we are interested in a translation flight that corresponds to the naviga-
tion on a horizontal plane, it is ensured by basing itself on pitch and roll tilting
movements [25].

In the present study, our aim is to minimize energy for quadrotor in free
final time. To solve this problem, let’s build an optimal control problem in free
final time. Using Bocop Software [28], we solve this problem with discretization
method as Midpoint method in small step to insure convergence [24,27]. The
work presented in this paper is organized as follows: In Sect. 1, a dynamic model
of the quad-rotor is considered. In Sect. 2, discussion, simulation results given
by Bocop software and conclusion are provided in Sect. 3.
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2 Quad-Rotor Mathematical Model

A quad-rotor is an aerial vehicle which rotates by producing differentials in
thrust between it’s for motors. The following section presents the mathematical
model of the quad-rotor.

The motion of the quad-rotor can be divided into two subsystems, rotational
subsystem (roll, pitch and yaw) and translation subsystem (altitude and x and
y position).

Fig. 1. Quad-rotor

2.1 Rotational Equations of Motion

The rotational equations of motion are derived in the body frame using the
Newton-Euler method with the following general formalism,

Jw+wx Jwx Mg = Mg (1)
where

— J: Quad-rotor’s diagonal inertia Matrix.

— w: Angular body rates.

— Mp: Gyroscopic moments due to rotor’s inertia.

— Mg: Moments acting on the quad-rotor in the body frame.

— Jw and w x Jw represent the rate of change of angular momentum in the
body frame.

— Mg: represent the gyroscopic moments due to the rotor’s inertia J,.. The
Gyroscopic moments are defined to be w x [O 0 erT]T, thus the rotational
equation of the quad-rotor’s motion can be written as

Jib+w x Jw+w x [00 Jyw,]" = Mg (2)

where
— J,: rotor’s inertia.
— {2 : rotor’s relative speed 2, = —w; + wy — w3 + wy.
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The inertia matrix for the quad-rotor is a diagonal matrix, the off-diagonal
elements, which are the product of inertia, are zero due to the symmetry of the

quad-rotor:
1

oo
oo
.

o o

J = (3)

where I, I, and I, are the area moments of inertia about the principle axes in
the body frame

Equations (4), (5) show the aerodynamique force F; and moment M; pro-
duced by the it* rotor i = 1,4

F; = Kyw?
M; = Kw? (4)

where Ky and K are the aerodynamic force and moment constants respectively
and w; is the angular velocity of the rotor .
Thus, the total moment about the x— axis can be expressed as

M, = —Fyl + Fyl
—(Kpw3)l + (Kpw})l (5)
= IK(—wj +w})

the moment about y— axis

My = —Fil — F3l
= (waf)l — (Kfwi)l (6)
le( w1 - wg)

the moment about z—axis

M, =M, — My + M3 — M,
= (me%> (KmU)%) + (me?2)) - (mei) (7)

= K (—wi — w3 +wi —wj)
Combining Egs. (5), (6) and (7) in vector form, we get,

1Ky (—w} +w})
Mp = Ky (w} — wj) (3)
Ko (w} — w3 + wj — wj)
where [ is the moment arm, which is the distance between them axis of rotation
each rotor to the engine for the body reference frame which should coincide with
the center of the quad-rotor.
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3 Translation Equations of Motion

The translation equations of the equations of the quad-rotor are based on New-
ton’s second law and they are derived in the earth inertial frame

0
mi=| 0 | +RFp (9)
mg

r=[z,v, Z]T: Quad-rotor’s distance from the inertial frame.

m: Quad-rotor’s mass.

— g: gravitationnal acceleration g = 9,81m/s?.

— Fp: non gravitational forces acting on the quad-rotor in the body frame

0
Fp = 0 (10)
Kp(wi +wj +wi + wj)
The first two rows of the force vector are zeros as there is no forces in the X and
Y directions, the last row is the thrust forces produced by the propellers.
The drag forces F, can be given as:
F, = K7 (11)

where K is a matrix called the aerodynamic translation coefficient matrix and
7 is the time derivative of the position vector r.

0
mi=| 0 | + RFg —F, (12)
mg

And Drag moment is defined as follows:
M, = K,.m (13)

where K, is a constant matrix called the aerodynamic rotation coefficient matrix
and 7 is the Euler rates.

T+ w x Jw+w x [00 Jaw, | = Mg — M, (14)
Let be defined the state vector of the quad-rotor as
X = [21, %2, 23,4, T5, T6, T7, T9, T10, T11, T12] " (15)

which is mapped to the degrees of freedom of the quad-rotor in the following
manner. . ) )

X = [¢’ ¢’0;071/}71/}71“7j?7y’y’2:7 Z]T (16)
The state vector defines the position of the quad-rotor in space and its angular
and linear velocities.
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3.1 Control Input Vector u

A control input vector u, considering of four inputs, is defined as:

u = [ul Uy U3 u4] (17)

ur = Kp(wi +wh +wi +wi) (18)

uy = Kg(wi + wi) (19)

us = Ky(w} —u3) (20)

Uy = Km(w% - w% + wg - wi) (21)
Uq Kf Kf Kf Kf ’LU%
U9 _ 0 7Kf 0 Kf ’LU%

us o Kf 0 —Kf 0 w% (22)
Uy K, K, K, —K,, wi

where:

— wuq: lift force.
— U9, us, uy: aerodynamical moments developed by the system.

Substituting (16)—(19) in Eq. (8), the equation of the total moments acting
on the quad-rotor becomes:
ZUQ
Mp = | 1u3 (23)
Us

Substituting (21) into the rotational equation of motion (4), can be derived,

I, 00 @ @ I, 00
01,0 6|l +|0|x|01I,0
0 0L] |9 ¥ 0 0L
_4;:7 54:7_ 0 _lUQ
0+ 16| x 0 = | lus (24)
_¢ ¢_ err L Uy
Expanding that, leads to:
L@ [ 614 —¢1,0 0.J,w, lus
IO | |l — oLy | + | —pJrw, | = |lug (25)
I 01,0 — 01, 0 Uy

Rewriting the last equation to have the angular acceleration in terms of the other
variables:

I R AP S S
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-] J L .. I,
0= —uz — ——pw, + =ph — 2y 27
I +Iys0¢ Iyw (27)
.1 I... I .
= — 2o — Lo 2
(0 Izu4+ . Y .Y (28)
to simplify, define
I, I Jr L1, Jr
ayp = Ix , a2 = x7a3_ Iy , 4 = Iya
I, -1, l l 1
as . 1 — 2 n 3 I

Using the above notation of a; — as and by — b3, Eqgs. (24)—(26) can then be
rewritten in a simpler form in terms of the system states

¢ = biug — asrqw, + a124T¢ (29)
é = bous + agrow, + azxoTe (30)
1,2; = b3U4 —+ A5X2X 4 (31)

Substituting equation (16)—(19) in Eq. 10, the equation of the total moments
acting on the quad-rotor becomes:

0
Fg=| 0 (32)
—uy
Embedding that into the translational equation of motion (9) and expanding the
term, we get

x 0
ml|y|l =10
Z mg
cpch cspsh s0s1) + cpcipsh 0
+ | cOsy) cBcyp + spsihsh cpsish — cipsh 0 (33)
—sb clsp cpch —uy
x 0
mly|l =120
Z mg
n (cpsth + cpcpsh)(—uy) (cBsipsh — cipsp)(—uy) (34)

—(cped)(—ua)

Rewriting Eq. (32) to have acceleration in term of the other variables, we get



216 L. Abbes et al.

i = ;ul(singosim/) + cospcosihsing) (35)
m
= %(casg@sinwsinﬁ — cosysing) (36)
F=g— _—ul(cas cost) (37)
=g m 14

Rewriting in terms of the state variable X

i = — L (sin@ysinas + coszycoszssinas) (38)
m
. —Uu1 . . .
= (cosxysinxssinrs — cosTssiney) (39)
. —uy
—g- : 40
P=g-— (cosxicosxs) (40)

Using the equation of the rational angular acceleration. Equations (27)—(29), and
those of translation, Egs. (35)-(37), the mathematical model of the quad-rotor
can be written in a state space representation as follows

T1 =@ = Xa,

To = @ = a1T4T6 + asx482 + bruq,
T3 = 9 = g,

T4 = 92 a3T2T6 + agwo 2 + baug,
T5 =1 =z,

e = Y = a5TaT4 + b3us,

Iy =2 =2x8g,

Iy = £ = 2 (cosx18iNT3C08T5 + SINT1SINTs), (41)
Tg = T = T10,
B0 = ¥ = 74 (cosx15inT38iNT5 — SINT1COST5),

T =y = 212,
1-,12 — y _ CcoswicosTs Us— g
m )
—7m/2 <z <7)2,—7)2 < x5 < 7/2,
—r < w5 < x;(0) =0, =1,12,

—20 <w; <20, j=1,3, 0 <uy <20.

where g(m/s?): gravity acceleration; I, I, I.(kg/m?) wroll, pitch and yaw iner-
tia moments respectively, J,.(kg/m?): the rotor inertia; m(kg): mass; x,y, z(m):
longitudinal, lateral and vertical motions respectively; ¢, 0,4 (rad): roll, pitch
and yaw angles, respectively; wy(rad/s): rotor angular velocity, where, k equal
to 1, 2, 3 and 4; d(m): the distance between the quad-rotor center of mass and
the propeller rotation axis; w1, ug, us(N.m): aerodynamical roll, pitch and yaw
moments respectively; ug(N): lift force.

. I,—1I —Jr I.—1, JIr
With 2 = wy —ws + w3z —wy, ag = = ag = a3 = FpEEag = 7has =

Iy
Io—1 _ d d d
[zyabl_ I,’bz_ ]yvbS_ T.*

Then, the criterion is formulate as follows:
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tr
J = p/ (uf + u3 + uj + uj)dt (42)
0

where t¢(second) : free final time.

(a) (b)

x1=f(t) x2 = f(t)

Fig. 2. Trajectory state of 1 and z2 respectively. (Color figure online)

(a) (b)

x3 = f(t) x4 =f(t)

Fig. 3. Trajectory state of 3 and x4 respectively. (Color figure online)

4 Simulation and Discussion

w=340;d =023, m=0.6; I, =1,=75e—3, I, =13e—2; J, =6e—5; g =
9.8.

The red line is the delimiter of x1, x3, x5 respectively. And the blue line is
the trajectories.

The results given by Bocop software are presented in Figs.1, 2, 3, 4, 5, 6,
7 and 8. And Figs.9 and 10, is the criterion for different values of p. When
107° < p < 1 and,1072 < p < 1, the minimum is not reached. Else, the optimal
solution is ensured in 7 iterations with 1.41 s, and final time ¢ty = 2.17214 s
(Fig. 11).
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(a) (b)

x5 = f(t) x6 = f(t)

\

Fig. 4. Trajectory state of x5 and z¢ respectively. (Color figure online)

(a) (b)

x7 = f(t) x8 = f(t)

\

Fig. 5. Trajectory state of z7 and xs respectively.

(a) (b)

x9 = f(t) x10 = f(t)

\

Fig. 6. Trajectory state of xg and x1¢ respectively.

(a) (b)

x11 = f(€) x12 = f( )

/

Fig. 7. Trajectory state of x11 and x12 respectively.
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(b)

u2 = f(t)

Fig. 8. Control u; and u2 respectively.

(a) (b)

u3 = f(t) ua = f(t)

(a) (b)

3=ft) 3=ft)

Fig. 10. The criterion J of p = 0.0002 and p = 0.002 respectively.

(a) (b)

3I=ft) I=f(t)

Fig. 11. The criterion J of p = 0.0004 and p = 0.0005 respectively.
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Conclusion

In this work, we have solved an optimal control problem of unmanned aerial
vehicle to minimize the energy of quadrotor in free final time.

The results are adequate for our purpose in the computational time is 1.41 s in

7 iterations with Bocop software. The convergence is fast and the computational
time is small.
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Abstract. Power management is an expensive and important issue for
large computational infrastructures such as datacenters, large clusters,
and computational grids. However, measuring energy consumption of
scalable systems may be impractical due to both cost and complexity
for deploying power metering devices on a large number of machines. In
this paper, we propose the use of information about resource utilization
(e.g. processor, memory, disk operations, and network traffic) as proxies
for estimating power consumption. We employ machine learning tech-
niques to estimate power consumption using such information which are
provided by common operating systems. Experiments with linear regres-
sion, regression tree, and multilayer perceptron on data from different
hardware resulted into a model with 99.94% of accuracy and 6.32 watts
of error in the best case.

Keywords: Computer architecture - Energy consumption modeling

1 Introduction

Over the years, managing energy efficiency of Information and Communication
Technologies (ICT) has increasingly emerged as one of the most critical envi-
ronmental challenges. Due to ever increasing demand for computing resources,
emissions footprint, increased energy price and tougher regulations, improving
energy efficient became priority for datacenters, especially to the massive ones.
This concern is pervasive in ICT, from development of more energy efficient
devices to greener virtualization, resource consolidation, and, finally, definition
of new architectures, services, and best practices.

In 2007, a Gartner’s Report showed that ICT industry generated 2% of global
CO2 [1] emissions. From which, 23% came from datacenters. A Greenpeace’s
report [2] stated that “datacenters are the factories of the 21st century in the
Information Age”, however, they can consume as much electricity as 180,000
homes.
© Springer Nature Switzerland AG 2019
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Constant reduction in computation resources prices, accompanied with pop-
ularization of on-line businesses, and wide spread of Internet and wireless net-
works, lead to the rapid growth of massive datacenters, consuming large amounts
of energy. Indeed, nowadays, datacenters that execute Internet applications con-
sume around 1.3% of the energy produced in the world [3]. Tt is expected in 2020
that this amount will rise to near 8% [4]. In such scenario, improving power effi-
ciency on ICT installations and datacenters is mandatory. To overcome this
challenge, several strategies have been proposed, such as resource consolidation
[5-7], and improving resources utilization [8].

In general, better energy efficiency can be achieved by means of actuation
strategies which need the continuous power consumption measurement. The
deployment of power meters may be prohibitive in terms of cost in datacen-
ters with many thousands of computers. Furthermore, external metering instru-
ments require physical system access or invasive probing [9], which can be not
available. On the other hand, software estimators for power consumption can be
easily deployed at almost negligible cost.

An usual approach is to use internal performance counters provided by the
hardware [10] and by the operating system to derive models that estimate power
consumption [11-14]. Such models can be used by on-the-fly power saving strate-
gies which need continuous power consumption estimation. Other possible appli-
cations include simulators that evaluate the power consumption of workloads
based on performance and resource usage counters (e.g., register file usage, num-
ber of page faults, number of I/O operations per second).

In a previous work [15], we studied the correlation between a set of resource
utilization counters provided by an operating system and the power consump-
tion on a typical server machine. In this paper, we propose three novel models
that use counter of both performance and resource utilization as proxies for
power consumption, overtaking state-of-the-art accuracy. Besides that, differ-
ently from most of the related work, our models are not limited to predict power
consumption of specific components, but of whole machine. We assume a good
model should include all performance counters which significantly influence the
power consumption. However, the excess of parameters and non-linear relations
between these variables and power consumption can produce complex and inac-
curate models. Having this on mind, we also investigate which operating system
counters can be used to build robust and accurate models. Now, we further elabo-
rate on correlation analysis and estimation of power consumption from resource
utilization variables (i.e., counters) provided by operating systems. With this
purpose, we apply nine models based on (i) Multiple Linear Regression (MLR),
(7i) Regression Tree (RET), and (i4¢) Multilayer Perceptron (MLP), an Artifi-
cial Neural Network (ANN) which are experimentally evaluated on two different

hardware?.

! Models were implemented in R (using RSNNS) and source code are available under
the GNU General Public License version 3 at https://github.com/lucasvenez/ecm
along with the employed dataset.
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Remainder of this paper is organized as follows. Section 2 describes the mod-
eling approach, the workload, and the testbed used for experiments. Section 3
shows our variable analysis and selection approach. Section4 describes pro-
posed power consumption models based on the MLR, RET, and MLP methods.
Section 5 presents the analysis of each proposed model. Section 6 describes some
related work and compare some of them with our results. Finally, Sect. 7 points
out our final remarks.

2 Modeling Energy Consumption from Resource
Consumption Data

This paper aims to provide a characterization of the power consumption for
a wide variety of machines. We propose new models which provide accurate
estimations for the power consumption. Our models are based on resource uti-
lization measurements commonly supported by the operating system used from
commodity computers to datacenter servers.

2.1 Modelling Approach

In order to model power consumption for different computers, we employed a
six-steps method.

1. Data Collection: comprehends a synthetic workload execution while an agent
is used to collect data about resource utilization from the operating system
[16,17]. The agent captures forty seven variables from the directory /proc.

2. Feature Engineering: this step aims to calculate new variables from the raw
ones in order to improve generalization and accuracy of models.

3. Variables Selection: in this step variables that are influential to power con-
sumption are selected. We employed a correlation method called Maximal
Information Coefficient (MIC) [18] that evaluates the correlation of a pair
variables regardless of the distribution.

4. Model Construction: aims to fed models with resource utilization samples and
reads of the actual energy consumption measured in the testbed.

5. Model Analysis: focus on evaluating models accuracy through a set of different
metrics with a special attention to avoid overfitting.

The final step is called Model Selection, where the best model for power
consumption is selected.

2.2 Data Collection

We built a synthetic workload instead of using real applications or benchmarks
alming to conceive energy consumption models which are suitable for any appli-
cation, while avoiding collinearity problems which may compromise regression
models [14,19].
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Our workload was designed to avoid cross dependency among the variables
fed to the model and produce as much as possible power consumption states for
all system components such as memory, hard disk, processor, network interfaces
and I/0O operations [20]. It was implemented by using three open source tools:
(i) stress [21] was used to produce utilization of resources such as processor,
memory, hard disk and I/O operations; (ii) cpulimit [22] was utilized to generate
random periods of idleness to produce several levels of processor utilization; and
(4i7) iperf [23] was employed to generate network traffic.

Workload was produced with the following characteristics. CPU utilization
varied between 0% and 100% in several cycles, being increased in steps of 5%
each. Each experiment was composed by P; = 2i — 1 processes with 1 < i <
Nepu, where Ngp,, is the number of processors in the machine for the it test.
Memory utilization ranged from 512 MB to the physical memory size. For the *!
experiment, one application process allocates M; = 256(¢ + 1) MB of memory,
such that 1 < ¢ < Msize/256 — 1. Hard disk utilization varied from 1 GB to 64 GB,
being produced by one process. For each experiment, the amount of disk space
allocated is C; = 2¢ — 1 mod 17 GB, where 7 is the experiment number.

I/0O workload was expressed by the number of processes that performed the
message exchanges between main memory and hard disks. The amount of pro-
cessors exchanging messages was given by P; = 10i mod 102, where i is the
experiment number.

At first, only one parameter was selected to vary for each experiment, in order
to capture its influence on power consumption. Then, parameters were varied to
test every all-to-all combinations of several parameter levels, in order to capture
their influence on power consumption as well as parameter interactions. For each
combination of parameters and level, the workload is executed for two minutes.
The overall experiment took about thirty hours to be carried out, producing
about 51,000 entries for each dataset, each entry containing measures from 47
variables of resources utilization and the power consumption.

2.3 Testbed Used for Experiments

Testbed used for experiments is depicted in Fig.1. Some nodes were instru-
mented to measure power consumption while running workloads. We employed
two nodes with different architectures in the experiments, which have their hard-
ware configuration summarized in Table 1.

Table 1. Hardware configurations with one 1 Gbps network interface running Ubuntu
11.10 kernel 3.0.0-12.

Hardware Al A2

Processor model | Intel Core 15-2400 | AMD Opteron 246
Cores 4 2

Frequency 3.10 GHz 2.00 GHz

Memory 4GB SDRAN 8GB SDRAN
Disk 1 x 500 GB 4 x 240GB
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Legend
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-

Aquisition module MW-100

Fig. 1. Experiment environment with a node, an energy consumption meter, a module
and a data storage.

In order to obtain precise power consumption measures, we used a power
sensor Yokogawa model 2375A10 [24]. This device works connected to the power
supply, and provides data to one data acquisition module model MW-100-E-1D
[25]. The acquisition module probes and saves measures on power consumption
in watts every 100 ms. Our agent collected data from the acquisition module
via a network interface using the telnet protocol every second along with the
resource utilization variables.

3 Variables Analysis and Selection

Designing accurate models depend upon a good selection of resource utilization
counters with appropriate transformations that present significant influence on
power consumption and do not produce noise.

3.1 Feature Engineering

We transformed each independent variable v; with cumulative values using equa-
tion v; ; — v;_1,;, where i is the sample index of the j*" variable. Because the
number of processing cores of different architectures can vary, we summarized

their values into a unique variable ct = Z;nzl ¢i,j, where m is the number of
cores, 7 is the sample index, and ¢; ; is the data related to the i*® sample of the

4 core. This approach was also applied for multiple hard disks. These simple

transformations help to improve accuracy and generalization, enabling a unique
model to be applied for different hardware architectures.

3.2 Variable Selection

For the sake of clearness and understandability, a model for estimating energy
consumption should be simple, i.e., to consider only a subset composed of the
most influential variables on energy consumption. With this purpose we identi-
fied from the set of observed variables the subset with the highest correlation
with the dependent one (i.e., the energy consumption).
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Fig. 2. Maximal information coefficient for the dataset of each architecture and for the
mixture thereof.

In order to evaluate the correlation among variables, two main criteria should
be considered. The generality refers to the capacity of identifying any relation
type, not limited to specific types of correlation functions such as linear, expo-
nential and periodic correlations. Later, the equitability is the ability to provide
a unique index to express relation with the same noise level, even for functions of
different types. With these two criteria on mind, we chose a method named MIC,
which is part of a set of tools named Maximal Information-based Nonparametric
Exploration (MINE) [18], to identify and select the most impacting variables for
power consumption. MIC produces values between 0 and 1, where zero means
absence of correlation between the pair of variables and 1 means full correlation.

For each architecture we generated a dataset containing the variables pre-
viously described. A third dataset (Mix) containing merged data from the two
previous datasets plus one variable that describes whether the sample is related
to the architecture Al (value —1) or architecture A2 (value 1). Figure 2 shows
results of the MIC between each independent variable, i.e., operating system’s
variables, and the dependent variable. In the chart the vertical black line rep-
resents the threshold of 10%, which was applied with the purpose of finding a
reduced set of the most impacting coefficients and produce a model with good
understandability.

3.3 Dependent Variable Analysis

Dependent variable distribution defines the method that can be used for mod-
eling its behavior. The Kolmogorov-Smirnov test [26] resulted in p-values less
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Fig. 3. Energy consumption histogram.

than 2.2e — 16, which confirm that the dependent variable has no Gaussian
distribution considering a significance level of 5%. This is evidenced in Fig. 3.
Datasets Al, A2, and Mix present an average energy consumption (watts) of
46.08, 249.23, and 142.62, respectively. Their standard deviation are 15.26, 7.74,
and 102.19. It is noteworthy that the architectures A1 and A2 have an stable
energy consumption but in different ranges.

4 Modeling Power Consumption

In this section we describe several models using different techniques for estimat-
ing power consumption based on the most influential variables described in the
previous Section.

4.1 Multiple Linear Regression

A MLR is a type of regression analysis that maps a set of input values X to a
response value y, requiring that y ~ N(u, 0?). Because the datasets do not follow
a normal distribution, we consider the Central Limit Theorem (CLT), which
states that when the size of a given sample increases, the sampling distribution
of its average or sum tends to a normal distribution [27]. CLT justifies modelling
the energy consumption with the MLR defined as § = a + Bx + €, where ¢ is
the estimated value of the energy consumption, « is the intersection point of the
line of adjustment with the ordinate, 3 is the regression coefficients vector, x is
the vector of independent variables, and € is the average random error.

This method employs the least-squares method for estimating the coefficients
vector 3. Despite of the high correlation between the dependent variable and the
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independent variable ARCH, the MRL method cannot incorporate the former
into the resultant model for the Both dataset. This limitation for generating a
global energy consumption model will be detailed in Sect. 5.2.

4.2 Regression Tree - RET

A Decision Tree (DT) has a structure composed by leaves, branches and nodes
aiming to define a nonlinear predictive model. A RET is a particular case of a DT,
where values of dependent variables are continuous. Using a RET as predictor
requires a sample be dropped down via the tree until a leaf, which returns the
average of its values of the dependent variable [28]. A RET is created by splitting
a node p into two children nodes. The tree stops to grow when the complexity
index (3, of a node p is less or equals to a threshold . For the experiments the
threshold a was set as 1%.

RET models are easy interpreted, but our results show that important vari-
ables are excluded for the model, which evidence a limitation of this method for
modeling energy consumption. The resulting model for the Mix dataset repre-
sents our worst model, which considers only one independent variable for defin-
ing itself. Some variation in RET’s hyper-parameters was performed without
improvements in final results described in Sect. 5.2.

4.3 Multilayer Perceptron

A MLP is an Artificial Neural Network model that maps a set of input values
into a set of output values [29] after a learning process. It can be successfully
applied in different areas, e.g., Biometrics [30], Thermal Engineering [31], Ocean
Engineering [32], Climatology [33].

The MLP is composed by an input layer with n sensory units, h hidden
layers with nj, neurons each, and an output layer with ¢ neurons. A MLP
has L layers, excluding the input layer, and its input values are propagated
layer-by-layer. Its learning process can be supervised or unsupervised. Once we
collected both the input and output variables, this research applied the super-
vised learning process. The supervised learning process was performed with
the backpropagation algorithm with chunk update (also know as mini-batch),
which has the following steps: (i) forward step, where a set of input values is
provided to the sensory units, and its effect is propagated layer-by-layer; and
(i) backward step, where the weights are adjusted in accordance with an error-
correction rule respecting the Mini-Batch Stochastic Gradient Descent method
[34] after p (chunk size) executions of the forward step for different samples.
Before starting the MLP training, all variable v; had its values normalized,
where v;; = (v;; — min(v;))/(max(v;) — min(v;)).

The backward step starts by computing the error e = 1/n 37 (§ — y)*. Mean
Squared Error was employed once it incorporates both the bias and the variance
of a model [35]. After that, local gradient 6} related to neuron j at output
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L
J
located at a hidden layer 0 < [ < L, the local gradient 5; related to neuron

j at hidden layer | was computed by 65 = ¢'(v}) izl[dfflwglL where ¢’ is

the derivative of activation function ¢, and g is the number of neurons at layer
[+ 1. New values for weight wﬁj at layer [ is defined according to wﬁj (n+1)=
wh;(n) — n/p 3[04 (m)yi(m)], where n is the iteration number, p is the chunk
size, and 7 is the learning-rate.

For setting the MLP’s configuration for each architecture, we applied an
empirical method consisting of (i) selecting a random and non-sequential sub-
set of registers from our sample, 15% of all registers for train and 5% for test;
(i) starting the model weights with a random Gaussian distribution with values
between 0 and 1; (744) ranging the number of hidden layers from 1 until a descen-
dant precision of the model; (i) ranging the number of neurons at each layer
from [{5] to 2v, where v is the number of independent variables at the model;
(v) ranging the learning-rate from 0.000 to 1.000 by 0.005; and (vi) calculating
the model accuracy with test subset using the Coefficient of Determination R?
metric.

In our study, the better configuration (i.e., with greatest R?) for the MLP
consists of 3 hidden layers, where each one has the number of nodes equals
to double of the number of input variables, an output neuron representing the
energy consumption value, a learning rate n = 5, and a chunk size p = 50. We
employed the tahn function, as activation function ¢, which yields larger partial
derivatives with small changes in inputs [36].

layer L was computed according to 5J-L = el x ¢/(v"). When one neuron j is

5 Evaluating the Proposed Models

In this section, the power consumption models proposed are evaluated. For this
purpose, different metrics and the 10-fold cross-validation (CV) method were
employed.

5.1 Employed Accuracy Metrics

Four different classes of metrics were applied to evluate the proposed models:
scale-dependent, percentage error, relative error, and scale-free error metrics
[37]. Scale-dependent metrics are simple to understand and calculate, but cannot
be applied to compared models of series with different scales. Percentage error
metrics are scale independent, overcoming the limitations of scale dependent
metrics. However, such metrics return infinite or undefined values when zeroes
exist within the series. Relative error metrics are also scale independent metrics
but they are restricted to some statistic methods when errors are small. Finally,
scale-free error metrics never provide infinite or undefined values, and they can
be applied to compare different estimate methods either over a single or multiple
series.
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Fig. 4. Comparison between actual and estimated values.

For the sake of comparison to other models proposed in the literature, six

metrics were used to evaluate the proposed models:

1.

Squared Error (SE): is defined as SE; = (y; —;)?, where y; is the i** observed
value, and §; is the i*" estimate value.

. Absolute Error (AE): defined as AFE; = |y; — ¢;|]. Although these two early

metrics are scale-dependent, they are widely used in related literature (e.g.,
[15,38]).

Percentage Error (PE): is a metric given by the ratio between the difference
and defined as PE; = (i—#:)/y, [37]. In this metric, positive and negative
values can cancel each other, leading the average to approach to zero.
Absolute Percentage Error (APE): like PE, this is also a percentage error
metric, except by using the absolute value APE; = |(wi—=9)/y,| [37].

Absolute Scaled Error (ASE): this is a scale-free error metric, which is
frequently used to measure accuracy [39]. ASE avoids the common prob-
lems in conventional accuracy metrics described previously. It is defined as
ASE; = |y; — QJ(ﬁ > i—olyj — yj—1|)~", where n is the sample size. All

the above mentioned metrics (1-5) metrics provide values closer to zero for
better models and far from zero for worse ones. The PE metric can provide
either negative and positive values, while the remainder metrics result only
in positive values.

Last employed metric is R = 1— Y"1 (y; — 9:)*(X_; (v; — 4)?) !, which shows
how well the estimated values produced by a model fit the actual ones. Results
lie between 0 and 1, where 0 means a model does not provide any explanation
about the data, and 1 refers to a perfect adjust.
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5.2 Models Accuracy

Accuracy of each proposed model is evaluated applying the 10-fold cross valida-
tion method [40]. For each test, the estimated value for the power consumption
is compared to the actual measured value. Table2 presents the average and
standard deviation for the six metrics. All models presented R? > 91%. In par-
ticular, MLR models have low average errors for all metrics considering A1 and
A2 architectures. However, when MLR is applied to fit the mix of architectures
into a unique model, the error increases significantly. A similar effect occurs
with RET models, whose accuracy is even worse than MLR models for the mix
of architectures.

MLP models presented the best accuracy from the experiments. However,
MLR are simpler and less costly models whose accuracy approach the MLP’s
accuracy. It suggests non-linear relations with low significance between the inde-
pendent variables and the dependent one. This evidence is supported by the
average and standard deviation, which are close but not equal.

Noticeably, RET models present the worst accuracy from the three models.
This can be explained as RET clusters data before estimating the power con-
sumption. Indeed, power consumption cannot be explained for a small subset of
dependent variables. However, all of the variables provide enough information
for estimating power consumption, which hinders the clustering.

Figure 4 shows actual values compared to estimated ones generated with test
set in each fold. Considering the results, we can conclude the MLP models pro-
vide better estimations for power consumption, while MLR are simpler models
which present similar performance in terms of accuracy. Furthermore, experi-
mental results also show that RET models do not provide accurate estimations
for power consumption when compared to MLP and MLR models, mainly when
dealing with mixed architectures in the same estimator.

6 Related Work

A large number of papers has been published on modeling computers power
consumption, including some surveys [41-43]. Several models have been pro-
posed to estimate the energy consumption of processors [11,12,14,44]. Most of

Table 2. Average and the standard deviation of the Squared Error (SE), Absolute
Error (AE), Percentage Error (PE), Absolute Percentage Error (APE), Absolute Scaled
Error (ASE), and R? metrics obtained by the 10-fold cross-validation.

Average Standard Deviation
Arch. Method| SE AE PE APE ASE| SE AE PE APE ASE R?

MLR 7.2878 1.6858 -0.4008% 3.8598% 1.2426| 56.1252 2.1064 5.6912% 4.1994% 1.5532|96.8650%

< RET | 14.8066 2.8970 -0.7901% 6.8144% 2.1249| 54.7590 2.5281 8.9543% 5.8610% 1.8534|93.6364%

MLP 6.1053 1.4895 0.0332% 3.3382% 1.1040| 56.3053 1.9594 5.1738% 3.9961% 1.4517|97.3777%

MLR 4.9962 1.3446 -0.0078% 0.5332% 2.2536| 21.4396 1.7845 0.8705% 0.6880% 2.9887(91.6575%

Sé RET 4.8958 1.3094 -0.0067% 0.5164% 2.2015| 20.3679 1.7828 0.8573% 0.6844% 2.9973|91.8226%

MLP 3.7707 1.1169 -0.0115% 0.4424% 1.8725| 18.0375 1.5873 0.7533% 0.6115% 2.6572|93.7082%
o MLR 14.0595 2.6209 -0.4336% 3.7864% 2.5888| 53.7892 2.6807 5.9828% 4.6517% 2.6474]99.8654%
= RET |150.7207 7.7339 -4.1102% 11.7914% 7.6287|533.8658 9.5315 19.3902% 15.9341% 9.4011|98.5565%

MLP 6.3264 1.5471 -0.3946% 2.3506% 1.5232| 48.7559 1.9796 4.3027% 3.6313% 1.9479|99.9394%
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them consist of linear regression-based models which are fed with hardware per-
formance counters. In [13], a model was proposed combining real total power
measurement with hardware counters measurement to estimate per-component
energy consumption. Our approach is different from those works because our
goal is to estimate energy consumption for the entire machine, not limited to
the processor.

Other papers address the modeling of the entire computer (e.g., from com-
modity computers to datacenter servers) proposing linear models composed
by the summation of the energy consumed by its subcomponents [45-48]. For
instance, Lewis et al. [45] propose an aggregated model which considers CPU,
memory, electromechanical components, peripherals, and hard disk consump-
tion. The models have coefficients for each component that are adjusted using
linear regression. The energy consumed by virtual machines is also modeled in
[47]. Other non linear models are also proposed for modeling the entire com-
puter energy consumption [49,50]. Our work is different as our objective is not
to model energy consumption of the computer as an explicit summation of the
consumption of its subcomponents. Instead, our models are fed with system
variables carefully selected (by their ability to explain the model) in order to
estimate energy consumption with high accuracy. Also, our work propose and
compare models based on three different techniques.

As mentioned, regression models are numerous for modeling energy consump-
tion. For instance, Piga [38] defined a global center-level approach to power and
performance optimization for Web Server Datacenters. Their model is based on
linear and non-linear regression techniques, while using the k-means to iden-
tify non-linear correlation and the Correlation-based Feature Selection (CFS)
for removing independents variables that do not provide significant explanation
for the power consumption. Our focus, instead is to model individual computers
based on observable operating system measures.

Da Costa et al. [20] modeled computer energy consumption based on per-
formance counters provided by two tools (Linux pidstat and collectd). The
paper describes the methodology for reducing from a set of 165 explanatory
variables to a small number of variables which can explain the model with high
accuracy. The model is intended to estimate energy consumption at process level.
Our work is different regarding the variety of techniques used, and modeling the
whole machine energy consumption.

Comparing our models with the best related work results, considering the
absolute percentage error, our best MLP specific and global models presented
an error rate of 2.35%, and 0.44%, correspondingly, while [20,38,45,51] have an
error rate of ~4.0%, ~4.4%, ~10.0%, and ~6.0%, respectively.

By the best of our knowledge, our work provides the following novel con-
tributions: (i) it proposes and compares three different models to estimate the
power consumption for more than one hardware configuration; (i¢) it employs
the MIC method to analysis correlation between independent variables and the
power consumption; (4i¢) the proposed models are fed with commodity system
variables commonly provided by Linux, for better portability; (iv) it analysis
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accuracy using several metrics along with cross-validation in order to verify pre-
cision and overfitting issues; and (v) it overtakes accuracy of the state-of-the-art
energy consumption models for datacenter nodes.

7 Conclusion

The management of power consumption of individual machines is a relevant fea-
ture in several environments, from small devices with limited resources to large
datacenters with thousands of nodes. In this we present a characterization of
energy consumption of entire machines based on resources utilization variables.
Experiments were carried out using synthetic workloads in order to discover what
resources and modeling methods present higher correlation to energy consump-
tion. We show that it is possible to estimate energy consumption by sampling
variables provided by common operating systems and employing MLR, RET, or
MLP methods. We proposed nine models that provide accurate estimation on
energy consumption with an accuracy of 99.9%, and average squared error of
6.32 watts with standard deviation of 48.76.

All models evaluated can be fully implemented in software, providing a cost-
effective mechanism for estimating energy consumption. Such models can be
deployed in a wide range of devices, from single small devices with limited
resources to thousands of machines in a large datacenter at no additional cost
and negligible overhead. Our proposal can be useful for several aims, e.g., to
provide instant information on energy consumption in a per machine basis.

List of Abbreviations

ANN: Artificial Neural Network; CFS: Correlation-based Feature Selection; ICT:
Information and Communication Technologies; MIC: Maximal Information Coef-
ficient; MLP: Multilayer Perceptron; MLR: Multiple Linear Regression; RET:
Regression Tree.
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Abstract. Artificial intelligence based methods for operations of IT-
systems (AIOps) support the process of maintaining and operating large
IT infrastructures on different levels, e.g. anomaly detection, root cause
analysis, or initiation of self-stabilizing activities. The foundation for the
deployment of such methods are extensive and reliable metric data on
the current state of the overall system. In particular, network informa-
tion expressing the core parameters latency, throughput, and bandwidth
have crucial impact on modern IoT and edge computing environments.
Collecting the data is a challenging problem, as the communication is
limited to existent network protocols, and adding new features requires
a major infrastructure adaptation. The usage of additional monitoring
protocols increases the CPU /network overhead and should be avoided as
well. Therefore, we propose a two step approach for measuring latency
between adjacent hops without manipulating or generating any network
traffic. Inspired by audio and image compression algorithms, we devel-
oped a probabilistic method named silent consensus, where we keep the
precision within a desired interval while reducing the overhead signifi-
cantly. This method identifies the same packets on a sequence of net-
work hops solely by observing the regular traffic. A linear regression
helps to predict packets that are likely to appear after a fixed temporal
offset based on a constrained set of historic observations. A correction
of the predicted entity increases the probability for consensus between
the involved hops. An extensive experimental evaluation proves that the
approach delivers the expected foundation for further analysis of the
network streams and the overall system.

Keywords: Network monitoring + Packet sampling -+ Measurement *
Traffic engineering

1 Introduction

The cloud and virtualization trend, the increasing number of IoT applications
with dynamically linked devices, and the embedding in real-world (smart) envi-
ronments drive the creation of large multi-layered systems. These are typically
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characterized by a high number of attached devices with varying processing
power, by a heterogeneous network traffic ranging from several bytes generated
by IoT devices up to 4K video streams, and finally by increasingly important
QoS requirements. In particular, the latency matters in case of many modern
applications such as industry automation or self-driving cars. A significant sup-
port for this optimization across highly interconnected systems is provided by
the software defined networking trend, as the traffic priorities, sending rates,
and other parameters of the involved devices can be influenced dynamically and
during the run-time. The adaptation requires however a precise picture of the
current topology and traffic situation. Therefore, network monitoring solutions
gained a significant importance during the last decades and enter currently a
new phase of development driven by the increasing network complexity, hetero-
geneous nature of IoT networks, and the rising traffic volume. In this paper we
focus on a novel approach for lightweight network monitoring, which is target-
ing video streaming applications as one of the major driver for the high-volume
network traffic.

The sum of all forms of IP video including streaming, video on demand
(VoD), file sharing, gaming, and video conferencing are in the range of 80% to
90% of the internet traffic today and expected to keep this share until 2022 [6].
However, this type of applications is not uniform, as they differ regarding the QoS
requirements. While streaming applications demand a high bandwidth and can
use buffering to mask delays, gaming applications are designed for synchronous
communication between many actors and thus rely on low latency. The next
development steps such as virtual reality even increase the latency requirements.

The network providers are aware of the QoS challenges and already reacted by
introducing additional intelligence into maintenance, for examples as NREs (net-
work reliability engineers) or as artificial intelligence based methods for IT oper-
ations (AIOps). They rely on precise measurements to recognize, localize, and
remediate any upcoming anomalies threatening the guaranteed QoS demands.
Traditional active latency measurement strategies such as ping or traceroute are
not suitable for this type of maintenance, as they can only detect a limited num-
ber of latency anomalies since they are not treated the same as the user traffic.
Further approaches implement active measurement, where additional traffic is
generated to observe the network quality. For example, an in-band-telemetry
provides latency information on top of the user traffic by appending arrival and
departure times at each network hop onto a traversing user packet. Such an
additive information requires space in a packet. Encapsulation protocols like
VXLAN or Geneve solve this problem, but also expose the risk of packet growth
beyond the original MTU size, resulting in fragmentation and additional network
packets [13,16,22].

This paper aims at an alternative approach by introducing a lightweight solu-
tion for passive monitoring to observe routes, inter hop latencies, and throughput
for packet streams. It utilizes a probabilistic packet sampling in both TCP direc-
tions on each network device in order to follow the same packet along the network
path. A time stamp ordered sequence of the packets along with the sequence
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number and host:port pairs shows the route and allows a latency approximation
between each hop pair along the route. The sequence number comparison of suc-
cessive packets contributes to the throughput estimation, which is then up-scaled
to an entire switch and used to detect bottlenecks. As related to other probabilis-
tic packet sampling methods (e.g. [25,27]), our approach does not introduce any
traffic overhead besides the monitoring data itself. The networks hops require
neither additional coordination messages nor a manipulation of existent packets
is needed to synchronize their probing policies. The quality of the developed
solution is proven by experimental measurements in a simulated environment.

The remainder of the paper is organized as follows. Section2 provides an
introduction into the related work on monitoring, probabilistic packet sampling,
and P4 network monitoring. The silent consensus approach is then explained
in Sect. 3. Section 4 presents an evaluation based on a video-streaming use-case.
Finally, Sect. 5 concludes the paper with an outlook of open questions.

2 Related Work

Software defined networking (SDN) and the rising trend of programmable data
planes make networks more dynamically at cost of increased complexity. The
idea of self-optimizing and self-driving networks require trustworthy monitoring
information for their operations [10].

The traditional network traffic monitoring falls into two categories: packet
level sampling and flow level sampling. Packet level sampling is based on libpcap
or on running a dedicated network traffic capturing system. Packet level sam-
pling deploys filtering methods to capture solely a relevant subset of all packets.
However, a packet sampling cannot be applied to the entire network traffic due
to its sheer volume. A flow level sampling collects information for each individ-
ual connection, where advanced techniques are designed on top of programmable
data-planes [9,29] or on dynamic query based approaches [14,15,18,28]. These
query interfaces are integrated into a data analysis framework like Apache Flink
[1] designed for streaming analytic. Further references explicitly covered the
resource overhead of packet sampling [7,26]. In opposite to these query-based
approaches, the approach of probabilistic packet sampling aims at reducing the
overhead by minimizing the number of packets to be examined and thus result-
ing into fast control loops. OpenSample for example exploits the TCP sequence
numbers and time stamps to produce such high-speed control loops [25]. Com-
pared to the approach of the presented paper, OpenSample analyzes sampled
packets per network node in a high frequency to obtain the throughput infor-
mation. However, it does not provide latency and path information for ongoing
TCP-connections.

The dynamic nature of today’s networks with frequently changing routes
exposes additional challenges to the monitoring tools. SDN-enabled flexibility
allows the integration of new network devices automatically as well as a fast
reaction to hardware faults or overload situations. However, this flexibility is
limited by the necessity to support existing, often vendor-specific protocols over
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long period of time. Therefore, add-on solution such as encapsulation protocols
are developed to work around this problem. A prominent example is VXLAN,
which was implemented in software-switches for cloud applications [21]. Never-
theless, the adoption takes time as well, as the vendors must design new products
and bring these to the market.

The idea of programmable networking is followed by several vendors.
Thereby, programmable processor are build into network devices, which provides
the capability to customize them for specific requirements. Barefoot networks
promotes customizable network devices [2], which allows a protocol implementa-
tion in software. To provide standardization among different vendors, P4 (Pro-
gramming Protocol-Independent Packet Processors) is widely considered a de
facto standard programming language for network devices [3,5]. Building uppon
that, Shahbaz et al. published Pisces a software switch based on Open vSwitch
(OVS) that is P4-programmable. The performance evaluation showed that P4
programmable software switches can process packets as fast as the original Open
vSwitch [24]. The currently promoted hardware switches provide dynamically
programmable packet handling without any additional overhead [4]. Since the P4
release in 2014, several publications showed its importance in network research,
namely pdguard (firewall implemented in P4) or the network monitoring tech-
nique in-band-telemetry (INT) [8,17,19].

3 Silent Consensus

In this section we present an approach for a latency measurement without
altering existing or introducing additional network traffic, solely utilizing TCP
sequence numbers. The concept of the incremental calculation of those numbers
based on the packet payload size is depicted in Fig. 1. The TCP sequence number
is a 32-bit integer field in the header, separately maintained for both directions of
each connection. The number of bytes in the packet payload is used to calculate
its growth.

In order to enable a fine-grained diagnosis during anomaly situations, e.g.
deterioration of QoS for clients, an identification of all possibly affected net-
work hops is required. Information about the packet delay between each hop
allows the pair-wise identification of the network devices that are responsible for
an increased latency. Furthermore, recent information about the throughput of
each hop represent a valuable metric for determining the faulty network devices.
Utilizing the sequence number, we propose a hop-to-hop latency measurement
by determining the arrival time of the same packet at each network component.
Assuming the ability to determine the arrival times (") and ¢(*?) of a packet
py With the same sequence number y at two successive network hops hl and h2,
the hop-to-hop delay is defined as

AtPLR2) () = 1(02) (p ) — (D) (). (1)

The main challenge is to identify the same packet in a successive chain of network
hops without altering the existing or adding new packets. In case of successful
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Fig. 1. Concept of the incremental TCP sequence number update during a TCP con-
nection between a server and client. The TCP sequence number increases in dependence
of the size of the TCP packet payload.

identification, we can compute many attributes, e.g. latency and throughput.
For a successful identification, we rely on a probabilistic packet sampling and
aim at maximizing the probability of sampling the same packet at every network
device.

A straightforward solution for identifying the same packet on every net-
work hop is to use predefined sequence numbers or packet counts, i.e. every
nth packet. However, such static solutions have major drawbacks in case of a
volatile throughput or packet losses. Throughput variations may range between
Bytes/s and GBytes/s which result in alternating monitoring intervals. An ini-
tial constant guess on n combined with an increasing throughput might end
up as an unnecessarily high monitoring traffic overhead due to a large number
of sampled packets. Therefore, a fixed packet sampling frequency independent
from the network traffic volume is a key requirement. This would necessitate an
adjustment of n depending on the current throughput. Furthermore, as different
TCP connections within a network have different purposes, they differ in terms
of throughput, which demands the synchronization to be done for each ongoing
connection. However, the additional overhead of synchronizing n between hops
violates the requirement of not adding additional traffic.

To overcome the described problems, we introduce a hop-specific adjustment
method to sample packets from an ongoing directed TCP connection. A network
administrator configures a fixed sampling frequency f, at which monitoring met-
rics from every network hop should be reported. Considering ¢; with ¢ = 1,2, ...
as a set of monitoring time stamps, the interval between two consecutive obser-
vations is

Atg =tig —t; = % (2)
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Due to the fixed monitoring frequency, we need to determine a packet that will
likely appear around each given sampling time stamp ¢; at every network hop
hm, where 1 < m < M with M as the number of hops between source and
destination. However, it exists a delay between two consecutive network hops,
means that t"(p,) > t"?(p,) > ... > tM)(p,). Based on this, if every
network device reports the currently observed packet p,,, where j = 1,..., M
at a time ¢;, the result is a set of M distinct packets, i.e. {y;|1 < j < M},.
However, as stated in Eq. 2, the same packet is required to be observed across
every hop, i.e. {y;|1 < j < M}_, in order to calculate the latencies. We resolve
this issue with a two step predictive approach:

1. Each network node forecasts the packet p, for the next observation times-
tamp t;41, where y4 > y applies for the packet sequence numbers.

2. A correction of the prediction p,, is calculated in order to increase the prob-
ability of {y;|1 < j < M}-, i.e. each network device predicts a packet with
the same sequence number.

3.1 Next Packet Prediction

The packet arrival time depends on the throughput, so a reliable TCP through-
put forecasting is necessary. Related approaches apply forecasting based on
machine learning methods [11,12,20,23]. However, all approaches have the com-
mon goal of predicting the long-term throughput for a collection of different pro-
tocols and thus, focus on training models with data on hourly or daily basis. As
shown in Fig. 2(a), the raw throughput value usually underlies strong variations,
which poses a challenge for accurate predictions and demands complex models.
On the other hand, the TCP sequence number, as an additive representation of
the throughput, shows an approximately linear progress (see Fig. 2(b)). We state
that the approximately linear progress of TCP sequence numbers together with
the connection-based prediction allows a utilization of linear regressive forecast-
ing models trained on data points from the recent past. Having a window of
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Fig. 2. (a) Throughput of a 480p video stream (b) TCP sequence number of a 480p
video stream.
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recently observed TCP sequence numbers t; .y, (py, ), ti—(w—1)(Pys)s - - - ti(Dy., )
with w as window size, the goal is to predict a future packet p,, at time ¢;11. As
we use the TCP sequence number to identify packets, these are defined as the
dependent variable that needs to be predicted based on the time of its observa-
tion, described as
Y+ = wq - ti+1 + wp. (3)

Utilizing the recent history of TCP sequence numbers together with the obser-
vation time stamps, we determine the parameters w; and wg by solving Eq. 3 for
the least L-2 norm

argmin||y — (w1 - ¢+ wo) 3. (4)

w1,wWo

Using the recent history window allows the adjustment of the model to a tempo-
rally changing throughput but requires its retraining at each monitoring interval
t;. The retraining rate depends on the user defined sampling frequency f. Given
the model fitting duration Aty;;, the time to predict the next sequence number
Atpredict and the monitoring interval Atg defined in Eq. 2, it must be assured
that Atg — (Atpir + Atpredice) > 0. The quantity of both Aty and Atyredict
depends on the number of model parameters in Eq.3 while Aty;; additionally
depends on the historic window size w. Thus, we restrict our model to two
parameters wy and w; while advising to keep the window size w as low as possi-
ble in order to support high frequent monitoring rates. Another limitation rises
from the natural delay between the first and last network hop and entails the
definition At(PLEM) > Atg i.e. the defined packet sampling interval Atg can-
not exceed the delay between the first and last network hop. For our approach,
a packet that is transmitted through the network must have a realistic chance
to be observed by each network device before a monitoring time interval Atg
expires.

3.2 Prediction Synchronization

To determine the delay between every adjacent pair of network nodes, each
node has to predict an identical sequence number. However, there exist two
inherent sources of uncertainty. First, we must guess the future TCP connection
throughput based on recent history in order to predict the next sequence number.
As network traffic usually exposes non-deterministic behavior combined with
the intended simplicity of our forecasting model, the predicted value will usually
deviate from the actual observed value. Furthermore, due to a natural delay
between each network hop, they observe distinct sequence numbers at every
monitoring timestamp ¢;. As our method is applied on packets from directed
TCP connections, this aspect can be rendered more precisely as network nodes
located closer to the source are observing a more recent extract of the packet
stream than nodes located closer to the destination. Therefore, different packet
sequence numbers are used to train the models at each network device, which
results in heterogeneous model parameter values. Thus, the predicted sequence
numbers will differ for every network hop. This delay-induced model parameter
divergence is the second source of uncertainty.
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Based on this, we propose to adjust the predicted TCP sequence number in
a way that increases the probability of being identical at each network hop. The
aspect of determining identical TCP sequence numbers across several network
devices without exchanging any messages except the regular TCP packets is
referred to as silent consensus. For this, the TCP number metric space is divided
into bins of fixed size k. After that, the predicted future value y is adjusted by
applying

ve= 1500k 5)

This relaxes the requirement for the linear regressive forecasting of predicting the
same TCP sequence number across each network device towards the requirement
of predicting a sequence number that lies in the same bin. The defined adjust-
ment from Eq.5 is subject to two problematic cases (note that a mixture of
both is also possible). First, due to the floor operation, the corrected sequence
number y;_ can end up being smaller than the last observed value y. This case
can be detected individually on each network device. As the method operates on
directed TCP sessions, it is impossible to observe packets from the past. Thus,
this case is trivially corrected by selecting the next bin, i.e. y;r + k. Second, the
predictions are not guaranteed to lie in identical bins. This results in a subset of
nodes or no nodes at all to reach silent consensus. To further increase the proba-
bility of making identical predictions, we propose to use a number [ of ascending
bins y;r, y; + k, y; +2k, ..., y;r + (k. This poses a trade-off between increasing
the chance of having identical predictions across the nodes and the amount of
monitoring data that has to be transmitted to the monitoring data sink.

4 Evaluation

The target system for the silent consensus algorithm evaluation consists of two
VMs which are connected via a network path containing three switches. The
scenario is visualized in Fig. 3. The mean latency between the two VMs is 3 ms,
whereby the latency between switchl and switch2 is higher than the latency
between switch2 and switch3.

The traffic between the VMs is generated by an Nginx-based video streaming
server running on one of the VMs. The other VMs hosts an ffmpeg-client which
requests video streams through the RTMP protocol. An exemplary video can
be requested in three different resolutions: 4k (530 MB), high definition (290
MB) and 480p (50 MB). During the video transmission, the traffic on the three
switches is recorded with the tcpdump tool. Therefore, the conducted experi-
ments result in nine PCAP files, i.e. one for each combination of switch and video
resolution. These files form the evaluation basis for our prototypical implemen-
tation of the proposed silent consensus algorithm?.

The following Sect.4.1 shows the evaluation results of using linear regres-
sion for forecasting future sequence numbers. After that, Sect. 4.2 describes the
evaluation of the silent consensus approach based on the forecasting results.

! https://github.com/mwallschlaeger /silent_consensus_packet_sampling.
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Fig. 3. Evaluation setup consisting of two virtual machines (video stream server and
video client) connected by three network hops (switches). The server VMs are able to
stream videos at different resolutions. Network traffic can be monitored with tcpdump
individually on each switch.

4.1 Forecasting TCP Sequence Numbers

We define three major run time parameters for the TCP forecasting. Parameter
Atg = L is the interval, in which our system will predict a future sequence num-
ber, i.e. the time difference between the moment of prediction and the sequence
number to be predicted. The other two parameters are the amount of historic
TCP sequence number values w considered for the prediction and si as the num-
ber of history values considered within each interval Atg. We evaluate the linear
regression forecasting with interval values Ats = {1,2,5,10} s in combination
with w = {2,3,5}. Further we run the evaluation with two different values of
si={1,2}.

Table 1 shows the mean absolute percentage error (MAPEFE) for each combi-
nation of the above defined system parameters. The results of each switch are
averaged for every configuration.

The MAPE results show a value below 2% for the lowest resolution 480p.
The best configuration predicts the sequence number one second into the future
using the two historical values resulting into MAPE of 0.06%. For the HD res-
olution, where the average throughput is more than twice as much as for the
480p resolution, the MAPE is below 5%. Considering smaller than five second
forecast, the MAPE is below 3%. Analogously, the best configuration here is a
short-term forecasting using w = 2 historical sequence numbers from the last
second to forecast the sequence number of the next second. The forecasting for
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Table 1. Mean absolute percentage error (MAPE) for different configurations.

Ats in [s]|w|si | MAPE 480p MAPE HD | MAPE 4K
1 2 2 10,0006 0,0015 0,0620
1 21 10,0014 0,0033 0,1343
1 31 10,0012 0,0033 0,1268
1 312 10,0007 0,0017 0,0658
1 5 1 10,0015 0,0043 0,1511
1 5 2 10,0008 0,0020 0,2723
1 * 1% 10.0011 0.0027 0.1354
2 2 12 10,0049 0,0110 0,3754
2 2 1 10,0022 0,0063 0,2355
2 31 10,0023 0,0072 0,2423
2 312 10,0021 0,0050 0,1928
2 51 10,0031 0,0095 0,2947
2 52 10,0027 0,0060 0,1971
2 * 1% 10.0028 0.0076 0.2563
5 2 2 10,0197 0,0452 1,5018
5 2 1 10,0060 0,0181 0,5845
5 31 10,0062 0,0199 0,5610
5 32 10,0076 0,0191 0,5684
5 51 10,0081 0,0284 0,7304
5 52 10,0070 0,0200 0,5402
5 * 1% 10,0092 0.0251 0.7477
10 2 2 10,0439 0,1009 3,0760
10 2 1 10,0104 0,0356 0,9640
10 311 10,0124 0,0441 1,0869
10 32 10,0165 0,0437 1,1829
10 51 10,0149 0,0473 1,2771
10 52 10,0159 0,0463 1,1205
10 * 1% 10.0190 0.0547 1.4512

the 4k video stream has a minimum MAPFE of 6.2%. However for some configu-
rations, the MAPE of the 4k stream goes up to 150% or even 307%. This high
error results from using only one second of historical data to forecast 5 or 10s
into the future.

4.2 Silent Consensus

The evaluation of the silent consensus function is based on the forecasting results
of the previous section. The results are summarized in Table 2.
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To enable the observation of a packet p, on each network hop (switch)
{h1,h2,h3}, we conduct a number of sequence number predictions pred. The
total number of predictions is defined by LALtSJ — 1, where T is the total exper-
iment duration. The subtraction by one results from the fact that the first Atg
must be used as offset to aggregate initial training data. A prediction pred can
be either correct (denoted as true) or incorrect (denoted as false).

Table 2. Silent consensus accuracy for different configurations and video stream res-

olutions.

Atg in [s] |w|si | ACC 480p | ACC HD | ACC 4K
1 2 12 10.8065 0.7291 0.8266
1 21 /0.7941 0.7167 0.8188
1 3|1 /0.7639 0.6878 0.7888
1 312 |0.7872 0.7096 0.8012
1 51 10.7031 0.6296 0.7234
1 512 10.7562 0.6812 0.7671
1 * 1k 10.7685 0.6924 0.7876
2 212 10.8037 0.7414 0.8193
2 21 /0.7663 0.6915 0.8006
2 3|1 /0.7053 0.6332 0.7398
2 312 /0.7648 0.6959 0.7742
2 511 ]0.5841 0.5174 0.6158
2 512 10.7015 0.6380 0.7111
2 * 1k 10.7210 0.6529 0.7435
5 212 10.8174 0.7380 0.8253
5 211 ]0.6666 0.6031 0.7063
5 3|1 |0.5161 0.4516 0.5645
5 32 |0.6854 0.5887 0.6935
5 51 10.225 0.15 0.2916
5 512 10.5416 0.45 0.55

5 * 1k 10.5754 0.4969 0.6052
10 2 12 10.8360 0.7377 0.8196
10 21 |0.6721 0.4918 0.7049
10 31 |0.5084 0.2711 0.5593
10 312 10.6949 0.5423 0.6440
10 511 10.3272 0.1272 0.3818
10 512 ]0.5636 0.2545 0.4909
10 * 1% 10.6004 0.4041 0.6001
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true if = =
pred; = ’ py py py . (6)
false, otherwise

Equation 6 states that a prediction result is regarded as true if the same packet,
identified by its TCP sequence number, was observed on each network hop.
Otherwise the prediction result is set to false. Based on this, the accuracy is
defined as the ratio of true to the total number of predictions, formally defined

as follows. iprederic|
p,r,e rue
- (7)

A =
ce |pred]

For this evaluation k was set to 10. We used [ = 2 ascending grids, thus having
y/+ and y/+ + k.

The parameter value Atg = 1s shows the best results. Further, it is revealed
that an increasing value of w, results in an accuracy decrease of the silent con-
sensus (Table 2).

Furthermore, considering the results of the forecasting evaluation, the consen-
sus function shows acceptable accuracy values even for parameter configurations
where the forecasting MAPE values were high, e.g. for Atg =5s, w =2, si =2
or Atg = 10s, w = 2 and si = 2. This contra-intuitive aspect is explained by
the fact that the consensus function requires a consistent forecasting on each
network hop, and not on an accurate one. As long all hops achieve similar fore-
casting results, i.e. the forecast sequence number is similar for each hop, the
silent consensus has a high probability of selecting the same packet.

50000 T
——  AE Switch1l vs. Switch2

—— AE Switch1 vs. Switch3
—— MAE over all switches

40000 A

n *

| MV I M y‘ ; l‘“

Time in [s]

U"

|
il

(Mean) Absolute Error (MAE)

Fig. 4. Comparison of absolute error (AE) over time between the forecasting values of
switchl and switch2 and the forecasting values switchl and switch3 in comparison to
the MAE over all individual forecasting results. Based on the configuration Ats = 5s,
w =2, si =1 of the 480p video stream. (Color figure online)



Probabilistic Packet Sampling for Lightweight Network Monitoring 253

Figure 4 shows the absolute error (AE) between the sequence number forecast
of switchl and switch2 (blue line), and switchl and switch3 (orange line). The
grey line presents the mean absolute error (MAE) for each interval step Atg,
whereby the mean of all three error values is calculated. The AE is 0 when the
switches predict the same sequence number, independent of the correctness of
the predictions. We observe that the error between switches spikes several times
during the experiment. These spikes could be related to network congestion
or application specific behavior like buffering in the video client, or processing
on the server side. Further, this would interfere with the communication and
invalidate the recent history entries w, resulting in a lower forecasting accuracy.
Compared to the error between the switches, the forecasting precision behaves
independent.
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Fig. 5. Comparison of AE over time between the forecasting values of switchl and
switch2 and the forecasting values switchl and switch3 in comparison to the MAE
over all individual forecasting results. Based on the configuration Ats = 5s, w = 2,
st = 2 of the high definition video stream.

As shown, the accuracy of the silent consensus depends on the similarity of
the predicted sequence numbers among the network hops. Therefore, the predic-
tions results are better for reliable hop-to-hop connections. Variations in latency
or frequent network congestion between network node pairs will reduce the pre-
diction accuracy. Also, once such fluctuations occurred, the time span where
they are considered for the training of the prediction model should be as low as
possible. This explains the better accuracy results for lower value of parameter
w. As an example for comparison, Fig.5 shows the sequence number forecast
errors for the evaluation configuration Atg = 5s, w = 2, si = 2 of the high
definition video stream. Compared to Fig.4, which shows several spikes, the
configuration for the HD stream shows a high number of small errors, which
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are caused by a large difference between the forecasted sequence numbers of the
different switches. That leads to a small number of identical predicted sequence
numbers between the switches.

5 Conclusion

The presented approach shows a novel mechanism for network packet sampling
to obtain latency, path and throughput information for each communication
flow as foundation for anomaly detection and remediation. The approach anal-
yses a minimal number of packets within a limited time window (1 to 105s)
and tracks the path of those packets from one network hop to the next. Based
on the recorded timestamps between the hops, a number of the relevant traffic
attributes can be computed and used as input into subsequent analysis algo-
rithms. The advantage of the approach is the low overhead in computation and
communication resulting from the decentralized decision making, as each net-
work device individually determines which packet is to be sampled using a silent
consensus function. The experimental evaluation examined the performance of
the two major steps. The measured accuracy showed a probability of over 80%
to sample the same packet when using an interval of one second.

The future work includes the development of a method for dynamic adjust-
ment of the core parameter k, i.e. the width of the considered time window, which
will simplify the deployment significantly. Moreover, we extend the experimental
evaluation to IoT and edge computing scenarios.
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Abstract. The data contains knowledge. Researchers working in various fields
are struggling to extract information from specific data sets. But data processing
is a complex process. Real-world data must be converted multiple times to
become useful knowledge. This process is very unfriendly to non-computer
professional researchers. The lack of knowledge related to data processing
makes their work unsatisfactory. The main purpose of this paper is to build a
computational environment based on ontology technology, which provides
selection and description of data processing algorithms to help the users extract
information from the real-world data. This article provides a real case to indicate
the rationality of this computational environment. The authors extracted sig-
nificant conclusions from a data set of the acid-base state at patients.

Keywords: Data processing - Ontology - Computational environment

1 Instruction

With the rapid development of information technology, researchers in various fields are
paying more and more attention to real-world data contained the knowledge. Extracting
significant knowledge from the data generated in daily life is a fantasy work. But data
processing is a quite complex process so that many non-computer professional
researchers are confused about the construction of the entire data processing process. In
fact, most researchers who are trying to extract information from data are not working in
the Internet industry, such as market analysis, medical, financial investment and so on.

The main purpose of this paper is to create a knowledge-based computational
environment (KBCE) for real-world data processing based on ontology technology.
Based on the KBCE users can select appropriate data processing algorithms and build
the entire data processing process according to the characteristics of the data set and the
requirements of the task step by step.
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KBCE is an ontology that contains the knowledge about data processing and its
logical relationships. The authors create the classes of algorithms, mathematics, input
features, output features, and process, and define object property that expresses their
inner relationships and data property that describes the specific parameter settings of
the classes. Because it is based on ontology technology, KBCE expresses more logical
relationships more explicitly than traditional taxonomies. The advantages of KBCE are
as follows:

e KBCE is different from other reviews about data processing. It describes the entire
data processing process including data preprocessing, classification, clustering, and
even evaluation modules to provide a complete workflow for the user. A large
number of facts prove that in data mining systems, data preprocessing accounts for
60% to 80% of the total workload [1]. A complete description of data preprocessing
is significant to real-world data processing.

e KBCE is built based on the ontology technology, so it can be easily expanded
according to the requirements of users. Even users can customize the specialized
computing environment by linking knowledge in the field.

e In addition to the description of the algorithmic process, KBCE also summarizes the
performance and application of data processing algorithms based on a large number
of experiments and articles. The user could input the characteristics of the data set
and the task requirements to get the appropriate solution. With KBCE users can
make decisions based on the true performance of the algorithm rather than their
intuition.

e The expression of ontology is user-friendly. Although users may have no experi-
ence in the computer industry, as an ontology KBCE presents clear logical defi-
nition and relationships like a mind may so that they can understand their selection
and the entire data processing process.

The structure of this paper is as follows: Sect. 2 introduces background knowledge
and related work. Section 3 presents the structure and the main components of KBCE.
Section 4 describes the workflow of KBCE. In Sect. 5 the authors apply KBCE on a
real-world data set about the acid-base state (ABS) of the patients to achieve some
medical conclusions to indicate the rationality of KBCE. In Sect. 6 the authors present
the conclusions of KBCE and future work.

2 Background

2.1 Data Processing

With the rapid development of the information industry, people have accumulated
more and more data. The real-world data contains a lot of important information. So
how to analyze data at a higher level to make it significant becomes essential. Data
processing has become a very active frontier in computer science. In fact, most of the
researchers, who are trying to extract information from data, work in non-computer
fields, such as market analysis, medical, climate analysis [2—4] and so on.
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Many studies are applying the methods and models on ideal data rather than the
intricate real-world data sets. In general, it is inevitable that there are redundant data,
missing data, uncertain data and inconsistent data [5—7]. According to the principle of
“garbage in, garbage out” [8], inappropriate data formats can result in expensive
operating costs and long response time and affect the correctness of the patterns
extracted from the data set and the accuracy of the output models. So the real-world
data processing process is a complex process form multiple conversions and the final
information extraction as the Fig. 1 shows.

Cheap Expensive
A
r \
. Knowledge
Transform Extractio (Output
Model)
) Y ot Y g
Preprocessing Classification
u J

Data erocessing
process

Fig. 1. General data processing process

2.2 Reviews of Recommendation Systems of Data Processing

Fernandez-Delgado did a series of interesting experiments about applying more than
one hundred classification algorithms on different data sets to present “There is no best
classifier, only the most suitable classifier” [9]. This situation is also existing in data
processing. The size, quality and type of data sets and users’ requirements all affect the
performance of the algorithm. The algorithm which is suitable for all the situations
doesn’t exist.

Researchers have provided some solutions to provide data processing users with
advice on algorithmic choices. Scikit-learn is the most commonly used machine
learning (ML) python package for python users. Its developers also provide a classic
ML algorithm selection scheme [10]. Some computer science researchers have pro-
posed various automatic selection methods for supervised machine learning problem
[11]. The practical application effects of clustering algorithms are also summarized
[12]. Some studies focus on the processing of specific data forms. Bagnall [13] and
Fawaz [14] present great reviews of time series classification algorithms. Although
these reviews provide excellent content. But too much professional knowledge is
confusing the researchers who don’t work in computer science. The purpose of this
article is to present a user-friendly and complete computational environment of data
processing.
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2.3 Ontology Technology

Ontology is a formal specification for communication and knowledge sharing between
different subjects in the domain by defining the relationships among the concepts that
are commonly recognized in the field by describing and capturing domain knowledge
[15]. It is an explicit, formal, shared conceptualization. So it can be regarded as a
formal knowledge, even a knowledge of management knowledge which can satisfy the
academic research community to share the expression of knowledge. The conceptual
model is ideal for building recommendation and interpretation systems. Some
researchers have tried to apply the ontology technology to the algorithm recommen-
dation system [16], but such systems are only focused on specific purposes so that they
are not extensive. The purpose of this paper is to create an ontology about data
processing as a knowledge interface in the field of data processing and an under-
standable computing environment for non-computer professionals.

3 Construction of KBCE

3.1 Basic Structure

The KBCE is an ontology which is written with OWL language and available at https://
github.com/529492252/KBCE-ontology.git. It is edited in Protégé-5.5.0 and was
checked by HermiT 1.3.8.413 reasoner to make sure it is consistent.

KBCE has two main parts: the creation of class and the definition of property which
are shown in Fig. 2. They are used to describe the logic relationships about the process
and performance of data processing. The basic structure is in Fig. 3.

( measure ) ( model )

Creation of class

Data Property

Definition of
Prope
e

Object Property

has(n)thComponent

process

output_feature

data_feature )

ML_Algorithm

Data_Preprocessing [ SUiabicror ]

Fig. 2. The main components of KBCE

In KBCE most of the classes are concrete operations, but the authors also define
some abstract concepts to make the logic clearer. And object property is used to
describe the logic as Fig. 3 shown. In ontology the other kind property “data property”
is still important to provide the parameter settings of algorithms.
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Fig. 3. The basic structure of KBCE

3.2 Creation of Classes

Knowledge is the foundation of KBCE. It is difficult to sort out the knowledge related
to data processing because there are too many different angles of taxonomies. In the
conceptual model of ontology, class means thing with certain attributes. Such a
statement is precisely suitable for describing complex data processing knowledge. The
authors mainly create such classes:

e Algorithm - algorithms for data processing that can be common ML algorithms and
special methods oriented on data preprocessing. Figure 4 present part of the class
“Algorithm”.

e Data_Feature - characteristics of input datasets, including size, length etc.

e Output_feature - features of the output such as the number of classes of classifi-
cation task. And the users’ requirements are classified to this group like speed,
accuracy, interpretability etc.
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Mathematics - mathematics base for the algorithms. This is a big group because it
contains most of operations of algorithms. Such as Measure — measures between
data in corresponding similarity functions; Algorithm model — basic algorithms
models.

Process - This is an abstract concept classes which the authors create for describing
the process of algorithms. Authors name all the operations in each algorithm and
specify them in this group. When users try to employ an algorithm without any
information about it, they look through the content about this algorithm in “process”
to get the process.

3.3 Definition of Property

Object Property. Ontology can define more properties to present relations. This is the
greatest difference from taxonomy which only has a relationship “has-a”. In KBCE
some main object properties are defined:

subclassOf - basic property to link father class to subclass.

employ - links the algorithm and their core content. Such as measures and models
that can affect the performance of algorithms.

has(n)thComponent - Links the algorithms and their components to describe the
processes of the algorithms. The authors define the steps of the algorithm by
assigning a value to n present the sequence of the operations.

suitableFor - links input data characteristics and users’ requirements to the algo-
rithms, defining suitable algorithms for processing data with known characteristics.

Data Property. Since KBCE is oriented to non-computer professional researchers, the
parameters setting is usually a problem for them. Data property is used to define the
value or range of the operations. And when users want to input a data characteristic, the
data property can guide users to translate it into a class in KBCE.

As the Table 1 shown the data characteristics are defined by data property “hasSize”, if
user input a value of the size of train data set, Length or No. of classes, the reasoner of
KBCE can translate it into a class in ontology automatically.

Table 1. The data characteristics are defined by data property “hasSize”

Category Range of Class Value Class in KBCE

Train size hasSize some xsd:integer[< 100] SmallTrainDataset
hasSize some xsd:integer[>= 100, <=500] | SmallTrainDataset
hasSize some xsd:integer[> 500] LargeTrainDataset

Length hasSize some xsd:integer[< 300] ShortDataset
hasSize some xsd:integer[>= 300, <=700] | MediumDataset
hasSize some xsd:integer[> 700] LongDataset

No. of classes | hasSize some xsd:integer[< 10] FewClassDataset
hasSize some xsd:integer[>= 10, <=30] MediumClassDataset
hasSize some xsd:integer[> 30] ManyClassDataset
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4 Generation of Data Processing Process Based on KBCE

KBCE is primarily for non-computer professionals. Its purpose is to clearly present the
logical structure of data processing knowledge so that users can perform fewer steps to
get better results. The generation of the KBCE data processing process is to sequen-
tially input the task conditions to obtain a suitable set of algorithms. Finally choose the
most suitable algorithm. Specific steps are as follows:

Extract Summarize users’
characteristics of requirements
data set

;'1—1

Convert into the
entities in KBCE

|

Input an entity

|

Get a set of
suitable algorithms

<qput all entities?

Yes

Get the
intersection of all

fQtersection exists?

Yes

Delete the set of the
least important
entity

Leave the set for the| .
most important
entity

Output
the suitable
algorithm and its
process

Fig. 5. The workflow of KBCE

Acquire user requirements and extract the characteristics of the data set.

Enter the task conditions and convert them to entries in KBCE.

Get the appropriate set of algorithms in turn.

Extract the intersection of the set of suitable algorithms.

If the intersection does not exist, Plan A deletes the least important entry and then
performs step 3; Plan B is directly selected in all current suitable algorithms (shown
in Fig. 5).

Output the selected algorithm.

7. (Optional) Describe the selected algorithm based on the outward links.

ARl S

o
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5 Case Study

To indicate the feasibility of KBCE, the authors analysis a real-world data set about
acid-base state (ABS) of patients to extract information based on KBCE. The dynamics
of the ABS in cavernous sinus (CS) was studied for 89 patients with cardiac surgical
pathology during the postoperative period in the operating room and in the cardio-
resuscitation unit. Doctors want to make a systematic analysis on it.

The original data set has 534 samples for 89 patients that each of them has up to 6
samples corresponding to 6 state points. Each sample has 42 attributes which come
from 21 parameters with a pair of attributes. The parameters are shown in Table 2.
Paired attributes are one-to-one correspondence. So in this experiment 21 attributes are
selected. The patients are classified to 3 group: patients in group 1 have healthy
physical state and patients in group 2 usually can recover soon when the parameters
change, and group 3 is for the patients whose data is not enough.

Table 2. Parameters of ABS

Parameter | Description of the Parameter | Description of the parameter
name parameter name
pH Acidity Na+ Sodium ion concentration
pO2 Oxygen partial Ca ++ Calcium ion concentration
pressure
pCO2 Carbon dioxide partial | Cl- Chlorine Ion concentration
pressure
ABE Excess base Glu Glucose concentration
SBE Lack of reason Lac Lactate content
cHCO3 Plasma bicarbonate p50 Hemoglobin affinity for oxygen
cHCO3-st | Bicarbonate (alkali) mOsm Blood osmolarity
sO2 Oxygen boost pH(T) Acidity corrected for temperature
ctHb Reference hemoglobin | pO2(T) Partial oxygen pressure adjusted for
level temperature
Htc Hematocrit pCO2(T) | Carbon dioxide partial pressure adjusted
for temperature
K+ Potassium ion
concentration

The doctor hopes to extract intrinsic characteristics of parameters change for the
patients in different groups. It should be important to distinguish patients in group 1 and
group 2. General classification algorithms can classify the patients precisely. So this
experiment is used to figure out the coherent consistency of the parameters in this data set.

The average dynamics of ABS is given in Fig. 6. Authors hope to extract more
information from this data set. With the intuition they applied some cluster algorithms
on the data set and compared with the existing labels. But the results are unsatisfactory.
So they tried to analysis this data set based on KBCE for extracting deep knowledge.



A Knowledge-Based Computational Environment for Real-World Data Processing

Grashelation fuson ABS cavareus 5w by6 s in o1 3 groups

Crtoris . neten A5Sin exvernz e enie
@ &2 B @ om o
& & & & & 8

25

1 2 3 4 s

pirtoxs

The average dynamics of ABS in a cavernous sinus in three groups -

0%
T o Outie Fisnge 2
s

265

Gaphdl aitrionfuxton ASS ez s o6 poits inths 1wy

Crbtra lunzton 7SS 1 caverous sns

—_}—

o Natin
O

1

T HorOulie Rumps
= ovmars
 Ctremes

2 3 4 s €
pircsd

The average dynamics of ABS in a cavernous sinus in the Ist group

G of H IO ALS e s i s « BDONS 4 1 D10 g

AL ST ATS Gt D8 1 Pl

1 2z 3 4 > ©

pont o

The average dynamics of ABS in a cavernous sinus in the 2nd group.

0 Keam
2% T
TherOfiaRinga
e

* Barares

G o O terion L CtIABS Cmmaus singy o6 ity i the 3G oW

o Negan
OX%n%

~ A r T OsiRnga
> Quters

partceds ¥ Earma

The average dynamics of ABS in a cavernous sinus in the 3rd group.

Fig. 6. The average dynamics of ABS in a cavernous sinus in all groups and in each group [17]

The original data set is not tidy enough, several preprocessing operations are
provided by KBCE as Figs. 7 and 8 shown. There are too many missing values, which
is missing at random (MAR), in the original data set. KBCE classifies them into two
groups: MAR more than 50% means more than 50% values are missing in each row or
column or both of them; MAR less than 50% means less than 50% values are missing
in each row or column. KBCE suggests to “Delete_Rows” for MAR more than 50%

QOriginal ABS Data set

Inter ABS Data set

Tidy ABS Data set

89 patients

534 samples

21 attributes

up to 6 points for each patient
MAR more than 50%

84 patients

391 samples

21 attributes

up to 6 points for each patient

MAR less than 50%

84 patients
391 samples
21 attributes

up to 6 points for each patient

MAR less than 50%

Methods suitableFor MAR
more than 50%

Methods suitableFor MAR
less than 50%

Delete_Rows

Delete_Columns

Painvise_Deletion

Imputation_Mean
Imputation_Median

Imputation_Mode

Imputation_By_KNN

Imputation_By_Regression

Selected algorithm

Fig. 7. Preprocessing based on data set characteristics
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because some samples in data set lose too many values. And KBCE suggests using
imputation methods to deal with MAR less than 50%. According to the data charac-
teristic “interdependent” the system selects “Imputation_By_KNN” (KNN - k-Nearest
Neighbor Algorithm).

Tidy ABS Data set > Tidy ABS Data set
84 patients 84 patients
391 samples 307 samples
21 attributes 21 attributes
up to 6 points for each patient up to 6 points for each patient

Users' Requirements

consistency

Methods suitableFor
Change_Extraction

Calculate_Interval S

L] seecteasisorinm

Fig. 8. Preprocessing based on user’s requirements

As the Fig. 8 shown consistency of the parameters is user’s requirement, and
KBCE converts the requirement to the analysis of the variations between different
points in different groups. KBCE suggests that to analysis the intervals is the best
method to present the changes in data sets.

After preprocessing the data set is tidy enough for clustering. The system selects the
most suitable cluster algorithm based on the information in KBCE which is presented
in Fig. 9. For checking the consistency of data set KBCE must convert consistency into
some entities in system. Soft cluster is significant for the flexible clustering, so
“Based_on_Distribution” is selected. And the data represents different parameters, so
the clusters should be “Irregular_Shape”. The number of clusters shouldn’t be set,
because it means the consistency of the parameters. At last they consider the size of
data set is small. So “SmallSizeDataset” is added for a reference. Then they input the
entities in KBCE and get the suitable algorithms for each entity. Usually the inter-
section of all the sets of algorithms which are suitable for each entity is the output of
KBCE.

In this experiment the EM algorithm satisfies all the entities which are converted
from user’s requirement, especially it is based on distribution, so it could show the
consistency among the data set. And Based on the outward links of EM it is split into
steps: Normalization and cluster. So the entire process of ABS data set processing is
presented:

Delete_Rows -> Imputation_By_KNN -> Delete_Useless_Samples -> Calcula-
te_Intervals -> Normalization -> EM
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Fig. 9. Select the most suitable cluster algorithm in KBCE (EM- Expectation Maximization)

Based on EM algorithm the authors consider the changes among all the points in
different groups. They present interesting results. The comparison of the intervals
between 1st point and 2nd point in group 1 and group 2 is a typical example which is

presented in Table 3.

Table 3. The results of clustering intervals between 1** point and 2" point in group 1 and group

2 with EM algorithm

Dataset

No. of samples

No. of cluster

Likelihood

groupl_diff12_norm
group2_diff12_norm

29
31

1 {29}
2 (8,23}

89.23071
92.30114

According to the table content, the intervals in group 1 are clustered into 1 cluster.
That means the data is compact and respectively changes of parameters are consistent
in group 1. On the other hand, the distribution in group 2 is blurred. This conclusion is
significant for doctor’s work. In Figs. 10 and 11 the probability distribution of the 1st
and 33th intervals in group 1 and group are separately shown.
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Fig. 10. The probability distribution of 1% intervals of group 1 (1 cluster) and group 2
(2 clusters: 1* cluster in green color and 2™ cluster in red color) (Color figure online)
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Fig. 11. The probability distribution of 33th intervals of group 1 (1 cluster) and group 2
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6 Conclusion

This paper presents a knowledge-based computational environment for real-world data
processing. It is built based on ontology so that it is flexible and understandable for
non-computer professional researchers. Users can get reasonable advice about selecting
the suitable data processing algorithm and understand these algorithms very easily
according to the logical description in KBCE. The case indicates that KBCE usually
provides a complete and reasonable data processing solution.

The research was funded by RFBR and CITMA according to the research project
no. 18-57-34001.
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Abstract. In this work, we present a new method for controlled defor-
mation and detail addition to 3d shapes represented as variable reso-
lution meshes. The input data is a surface with arbitrary genus, repre-
sented by a polygonal mesh, and a set of parameters for edition control:
positional information, the level of resolution, mesh features and direc-
tion of propagation of the deformation. An adaptive hierarchical mesh
structure is constructed using an iterative feature-sensitive simplifica-
tion method that concomitantly generates the parameterization of the
mesh. The coarsest level of the representation defines the base domain
which stores the original geometry via a local parameterization process.
We apply local modifications to the base domain according to predefined
functions; a noise function for details or any geometric deformation. In
the sequel, the deformation of the base mesh is propagated to the origi-
nal mesh. Our main contribution is a method that relies on the power of
adaptive hierarchical structures to generate details with a greater degree
of control by using a set of operators that explore the data structure
properties as well as the information extracted and computed from the
mesh.

Keywords: Detail mapping on meshes - Mesh editing -
Hierarchical meshes - Feature-sensitive decimation - Mesh processing

1 Introduction

An important problem in the area of geometry processing is mesh geometry
editing, which can be burdensome when a large amount of vertices must be
manipulated to make a meaningful change [7]. To deal with such a problem,
it is usually necessary to build new representations on top of the raw input
data. This representation can be obtained, for example, by fitting spline mod-
els or computing sophisticated computational manifold structures. Frequently, a
parameterization processes has to be computed in order to construct an appro-
priate representation, what might become a complex task in the case of surfaces
with genuses that are different from zero.
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In this work, we investigate the problem of detail addition and mesh defor-
mation with special emphasis in controlling the mapping of procedurally gen-
erated details onto shapes described by meshes. There are many works in the
literature that tackle issues related to mesh editing. Nevertheless, as far as we
are concerned, very few works deal with the problem of controlling procedurally
generated details using geometrical and topological information to achieve a bet-
ter control of the procedural detail mapping process. We propose the use of a
variable resolution parameterized mesh representation and a set of deformation
operators that take for granted the adjacency information, hierarchical struc-
ture and adaptability of the mesh representation to guide the deformation. We
demonstrate by experiments that the proposed representation and the designed
operators can offer sufficient level of control and expressiveness power to pro-
duce many different deformations and detail addition effects. An example of our
method steps can be seen in Fig. 4.

The main contributions of this work are:

— A new method for deforming and adding details to meshes with arbitrary
genus in an adaptive and controlled way, based on a combination of variable
resolution mesh representations, operators for procedural noise generation
and mesh subdivision.

— The proposal of a general deformation handle that generalizes the idea of
deformation handle [2] in mesh editing. General deformation handles consider
mesh features, the level of resolution and direction of propagation of the
deformation.

— An improvement in the process of base domain generation for variable resolu-
tion mesh representations by using feature-preserving decimation. This makes
features available for controlled edition even in the coarsest levels of the mesh
representation differently from multiresolution mesh editing based on fairing.

2 Related Work

According to [4], it is possible to group mesh deformation techniques into two cat-
egories: surface-based deformations and space-based deformations. Surface-based
deformations offer a higher degree of control as vertices can be manipulated and
constrained individually whereas space-based deformations define deformation
implicitly by deforming space. Deformation methods can also be classified as
linear or non-linear depending on the type of energy minimization required for
computing the solution based on optimization strategies. Our work can be classi-
fied as a topological variable resolution surface-based deformation controlled by
the mesh vertices’ position, features detected, the levels of resolution of its ver-
tices and the direction of deformation. This section presents a brief description
of works related to surface-based multiresolution and feature-aware approaches.
For a more general review of shape editing and deformation we refer the reader
to [4,17].
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Multiresolution Deformation. Multiresolution deformation techniques decom-
pose the original surface into a low-pass filtered coarse approximation and high-
frequency details. Modifications are applied to the coarse version of the sur-
face, e.g., by transformation propagation [2] or any arbitrary editing technique.
Finally, the stored high-frequency details are added to the edited version of the
coarse approximation. In the literature we can find two main approaches for
building multiresolution mesh representations: subdivision-based [3,21,24] and
simplification-based [9]. In [24], Zorin et al. propose a multiresolution represen-
tation that is constructed using a combination of the Loop subdivision scheme
with Taubin’s faring technique [18] in which details are encoded in local frames.
Velho et al. in [21] also propose a similar multiresolution representation but dif-
fers by using the Catmull-Clark subdivision scheme. Smoothing is done through
a quasi-interpolation and the mesh is represented as an atlas. One important
characteristic of [21] is that they also deal with the problem of procedural detail
creation. Subdivision-based representations require meshes with subdivision con-
nectivity and also have the drawback that the features that are supposed to be
edited do not necessarily match the topology in the coarser levels.

Progressive Mesh Editing. In [6], Derzapf et al. present a method for parallel
editing of Progressive Meshes [8], a data structure for representing meshes as a
coarse mesh associated with a set of edge collapse operations and their local and
global attributes. Derzapf et al. propose a CUDA GPU implementation of a new
simplification algorithm that enables edition of progressive meshes in real time.
In their method, they propose the storage of all operations based on the labeling
of vertices after computing edge collapses in their data structure. Modifications
are automatically propagated to finer resolutions using an encoding of the split
operations based on local coordinate systems. The way they propagate modi-
fications is similar to ours since the geometrical information of each vertex is
also stored in a local coordinate system. The main difference is the usage of the
edge-weld operation instead of vertex split and we do not store any operation.
Furthermore, differently from our method, the approach presented by Derzapf
et al. cannot change the connectivity of the mesh.

Adaptive Multiresolution Meshes. Maximo et al. [13] present an adaptive mul-
tiresolution mesh representation exploring the computational differences between
the CPU and the GPU. They consider a dense mesh as input and simplify it
to a base domain in a similar fashion to the work presented in [11], however,
using an atlas structure. Its main objective is to show the adaptive control of
the mesh resolution in CPU-GPU coupled applications. Differently from Max-
imo, we use an A4-k mesh representation instead of an A4-8 because the feature
sensitive decimation used in our representation construction produces meshes
with vertices that have valency different from four and eight.

Semantic Mesh Editing. In [23], Yumer et al. deal with the problem of controlled
mesh editing in a very different and innovative way. They propose a method for
creating deformations based on semantic attributes rather than using detailed
geometric manipulations. For this, they formulate deformations as a problem of
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constrained path traversal in a geometric space of shapes where models in the
shape set are seen as regression points. Thus, a database of shapes can be seen
as a continuous deformation space. They argue and show via use cases that a
non-expert user can produce semantically guided shape variations by using their
exploration and design interface in a way that would be quite difficult using
other approaches.

Feature-Aware Shape Edition. Dekkers et al. proposed in [5] a new mesh editing
scheme that supports both elastic deformation, via a modification of a conven-
tional Laplacian editing method, and plastic deformation by adding and remov-
ing triangles in low salience regions that absorb most of the deformation energy.

3 Problem Definition

Given a mesh M and a general deformation handler GDH represented by a set
of 3-ples (R, L,V F) where R C M defines a region of interest, L represents the
levels of detail of the vertices in R, and V' F is a vector field, compute a new
mesh M’ by defining as transform T : M — M’ where T is a composition of
deformation operators D;.

4 Methodology

Mesh edition based on multiresolution analysis and synthesis requires mesh fair-
ing which eventually removes important features that may be used for controlled
edition. In this work, we propose a different approach that tries to overcome this
problem. It is based on the representation of the surface as a parameterized
variable resolution mesh coupled with a set of extensible deformation operators.
Our reasoning behind this choice takes in consideration that variable resolu-
tion meshes are able to express adapted mesh hierarchies with an overall better
preservation of important features, making it possible to achieve a more precise
control of the deformation even when applied at coarse resolutions. Since the
representation is a completely parameterized adaptive hierarchical topological
structure, it is possible to navigate through the mesh’s levels of resolution and
spatial adjacency to perform any sort of geometry deformation and detail addi-
tion, which can be smoothly propagated across the regions of the mesh. The
result of such process can be propagated to the most refined levels of the shape
representation in a simple way.

5 Proposed Method

Our method is composed of three main steps: (a) representation construction (by
concomitant decimation and parameterization), (b) refinement and (c) deforma-
tion/detail generation which are described below.



Adaptive Hierarchical Mesh Detail Mapping and Deformation 277

5.1 Construction of the Mesh’s Representation

Our mesh representation is based on the variable resolution a4-k structure intro-
duced by Velho in [20]. This is a powerful structure for the representation of
objects at multiple levels of detail. The hierarchical structure of the variable
resolution a4-k mesh is built using a simplification process that uses a set of
local modifications defined on clusters of two triangle faces. These modifications
are made through the Stellar Operators edge flip, edge split and edge weld and
cause minimum changes in a local neighborhood. The refinement and deforma-
tion/detail addition can be performed at any level or region of the mesh. As new
vertices are inserted or modified, they are reparameterized producing a very
powerful representation.

Mesh Simplification. Our mesh simplification algorithm is a feature-sensitive
extension of the Four-face Cluster Technique presented in [19].

Feature lines are one of the most prominent characteristics of a surface
where sharp details usually appear. These are extremely important to this work,
because the preservation of important features in the hierarchy, especially in
the base mesh, allows a greater level of positional and directional control in the
deformation and detail generation process. This is even more evident for meshes
representing man-made artifacts. In our approach, we use the Tensor-feature
Analysis as proposed by [14] couple with a Voting Scheme and the Neighboring
Vertex Coincidence (NVC) criterion, introduced by Wang in [22], that separates
weak-edge vertices from noise ones.

In order to guarantee that the main features are preserved in the base domain
mesh through the simplification procedure, we mark all features we want to be
preserved as unremowvable. After this process, an independent set of clusters
that covers most of the mesh is selected. During this step, every vertex that is
related to an important feature of the surface is marked as unremovable and
is not included in the cluster list, thus maintaining feature lines and corners
untouched. The cluster simplification creates a geometric modification in the
1-ring neighborhood of faces of the vertex being removed, meaning that both
boundary vertices and edges remain unchanged.

The feature preservation scheme creates a less uniform distribution of valen-
cies across the mesh. This is one of the reasons for using an a4-k mesh since the
maintenance of an a4-8 structure under this circumstance would be a hard task,
requiring frequent reparameterizations.

Mesh Parameterization Guided by Simplification. Our method uses a
parameterization approach based on the MAPS [11] parameterization. Although
other global parameterization methods could be used, the MAPS scheme is com-
patible with our idea of concomitant parameterization and hierarchical construc-
tion, and is able to deal with arbitrary genus surface without the need for cutting
the mesh to generate a structure with the topology of a disk. Moreover, it is very
simple to include our feature-preservation scheme in the MAPS-based pareme-
tertization.
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After the simplification process, the resulting structure is a hierarchical
parameterized mesh with initial levels M9, M, M? ... Moz where L4, is
the level of the coarsest mesh. As the deformation process is performed, such
mesh levels of resolution can be modified in a adaptive way relying on the nice
properties of the a4-k mesh structure.

5.2 Deformation

In our approach deformation operators are used to deform the mesh. A discrete
deformation operator is defined as a map D : M x (R,L,VF) — M’ where R
is a region of interest defined by a subset of the vertices V' of the mesh together
with its adjacency relationships, L is the level of detail of the vertices in R and
V' F is a vector field defined on R, that guides the direction of displacement.

One of the fundamental properties of the proposed operators is their capa-
bility to use the level of detail of the vertices in a given region to modulate the
intensity of the deformation. It also may take vector fields to define directional
constraints on the deformation enabling greater control as well as the adjacency
information of the vertices v € R.

Parameterization Update After Deformation. After applying any combi-
nation of deformation operators to the mesh, we must update the coordinates
of the vertices or define the parameterization of newly inserted vertices. This
update is performed once, immediately after the completion of the detail addi-
tion process. First we perform a simple check, verifying whether a vertex v in a
given triangle is supposed to be deformed or not. The coordinates of a deformed
vertex v are updated using the barycentric coordinates a(v), 8(v),v(v), defined
by the parametrization, in conjunction with its detail represented by its height
value h(v) in the local frame. The height value h(v) is also used to retrieve the 3D
coordinates of a vertex in the mesh’s global refinement step which reconstructs
the finest levels of representation of the mesh from the base mesh.

5.3 Adaptive Refinement

In order to reconstruct a mesh level K'~! from the current mesh in level K'! we
must walk across the triangles of K checking which vertices in the parametrized
structure needs to be re-inserted. Each triangle is associated to a multimap
data structure containing its parameterized vertices grouped by their levels of
detail defined just before they are removed in the simplification step. Each group
of vertices with the same level [ can be retrieved using the access key given
by [. Thus, to obtain the vertices that must be re-inserted at each level I, we
only need to recover the entries with that key value. These vertices are then
stored in a temporary queue ordered by their removal order. This guarantees
that the insertion order respects the order of vertex removal, by edge weld, in
the simplification process.
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An edge split operation is used to re-insert a vertex. To decide which edge
must be split when a vertex is inserted, we compute its Euclidean distance to
the triangles candidate edges and select the one that is closer.

During parameterization, the vertices of a given triangle may be parameter-
ized onto different triangles on the base domain [11]. These singular cases gener-
ate overlapping edges during the refinement process and must be dealt with to
properly rebuild the original geometry. A common approach is to subdivide such
triangles until all vertices that belong to the same triangle are re-parameterized
to the same triangle in the base domain [13].

In our approach, we used a heuristic solution in which we do not fix overlaps
in the parameterization, doing so in the insertion operation. During the insertion
step, we check if the distance from the current vertex position p to the center of
the edge e to be split is greater than the length of any of the edges (et,, et,, €t,)
of the new triangle ¢. If this is true, we search for the right insertion edge e,,,
which, usually, is in one of the neighboring triangles n;.

There are also challenges regarding the reconstruction of the original surface
that must be tackled. A particularly tough one is how to restore the original
mesh state when operations of vertex valence correction (edge flips) were needed.
Intuitively, while refining, we want the vertex degree to be the same as before it
was when removed. To achieve that, a vertex degree check must be performed,
verifying if the inserted vertex has its original degree. If this is not true, we
must perform edge flip operations to correct the vertex degree. After correcting
a vertex degree in the mesh refinement step, we approximate the geometry of the
original input mesh. The experiments have shown that only very few triangles
have different geometry when compared with the original mesh and their aspect
ratios are similar to the original ones.

6 Operators

We present a set of operators that are used to compute the deformation of the
mesh geared by the regions of interest, the level of detail of its elements and
a directional vector field. These operators can be divided into three groups:
auzxiliary operators, deformation operators and composite operators. Auxiliary
operators do not perform deformations on the geometry of the mesh but carry
on actions that aid the deformation process. There are two auxiliary operators:
one responsible for a local refinement of the mesh, the subdivision operator, and
a second one, the feature-based query operator which is used to select regions of
interest satisfying some criterion. The deformation operators are used to modify
the geometry of the mesh. We defined here three basic deformation operators:
the smoothing operator, the procedural detail operator and the geometric oper-
ator. Composite operators combine two or more auxiliary and/or deformation
operators to compute more complex effects.
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6.1 Subdivision

The proposed subdivision operator explores the local adaptivity properties of the
ad-k structure to deal with cases where the region of interest in not sufficiently
refined for the creation of a specific deformation effect. It generates new samples
by creating a concentric subdivision pattern around a valency four vertex from its
link towards the center of the subdivided region where the vertex lies in. Figure 1
shows that this process only modifies the region restricted to the original 1-ring
of the selected vertex. The use of such operator in a specific region of interest
R requires that the vertices v € R define an independent vertex set. We denote
the subdivision operator by sub (R) where R is a region of interest composed of
a set of independent vertices. Whenever a vertex has valency different from four
it must have its connectivity changed by using the edge flip operator so that
subdivision can be performed.
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Fig. 1. (a) Input example of a degree four neighborhood. (b) One step of subdivision,
where all link edges (green) are split. (¢) Second step, where all even edges (red) are
split. Every step following this one, switches between even (red) and odd edges (blue)
for splitting. (Color figure online)

6.2 Smoothing

When combined with other operators the subdivision is usually followed by the
use of a smoothing mask for smoother results. We based our smoothing operator
on the smoothing component of the Loop subdivision scheme presented in [12].
The smoothing operator is represented by smt (v) and takes as an input a vertex
v. We decided to separate the smoothing operator from the subdivision as their
use in combination is not mandatory.

6.3 Feature-Based Query Operator

This operator is used to retrieve feature-based filtered regions of interest F'R
which can be used as an input by other operators that require regions of interest
as an argument. It is possible to return a set of vertices that satisfy any kind
of property that characterizes a feature, for instance, features computed using
the Voting Tensor algorithm. Such operator can also select a buffer zone around
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feature vertices by selecting a set of vertices that are not considered feature
vertices on their own but are close enough to a minimum number of feature
vertices.

We defined two versions of the feature-based filter operator: fbgo (R,d, k)
which returns a region of interest composed of vertices that are features them-
selves or that contains within its neighborhood, defined by a distance d, at least
k feature vertices; the cfbqo(R,d, k) which returns the complementary region
to a feature-based filtered region. In our implementation, we used a topologi-
cal distance instead of a geodesic distance but this would be easy to modify by
using, for example, the Fast Marching Algorithm [16]. The resulting region must
be pre-processed into an independent set if it is to be used as an input to the
subdivision operator. We can define very powerful operators that rely on feature-
based filtered regions because we can leverage feature information to modulate
the desired deformations. Moreover, feature information can be propagated and
attenuated when buffer zones are specified accordingly.

6.4 Geometric Operators

The geometric operators are usually used to produce deformations in medium
to large scale. We define here a general geometric operator as geom (R) that
takes as an input ta region of interest R given by a connected set of vertices.
For the experiments, we implemented two specific instances of the geometric
operator: the tapper operator tpr (R,r), where r is a non-uniform scaling and
the twist operator, twt (R,0) where 6 is the twisting angle. In both operators,
r and 0, respectively, are piecewise linear non-decreasing functions of one of the
coordinates of the 3d embedding space [1].

Procedural Detail Operators. Consider a noise function nf(x) : R* — R.
The basic idea is to compute the value of a noise function at the coordinates p(v)
of avertex v € V and use it as the intensity of the displacement of v in some direc-
tion d(v) : V — R3. Aiming to leverage the level of detail information, we modu-
late the local intensity of the deformation caused by the noise value nf(p(v)) via
a function I(lv, F) : {0,...,lmez} X R — R where lv(v) : V — {0,..., lnas}
associates v to its level of detail and F' : V' — R defines some measure computed
on v, for instance, its Gaussian curvature x(v). Usually, I(lv, F) is an attenua-
tion function defined by a monotonic decreasing function of lv(v). We define a
general procedural detail operator as:

pdo(v, d) = p(v) + I(lv(v), F(p(v))nf (p(v))d(v) (1)

A simple effect can be produced by considering d(v) = n(v) where n(v) is
the discrete estimate of the normal of v at M and I = W This configuration
produces stronger displacements at the finer components of the mesh. We mark
a vertex as noised to avoid accumulating local deformations through the levels,
but it is also possible to combine noise values generated in different levels to

produce different effects.
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We propose two instances of the procedural detail operator. In the first one,
the noise function is based on the Turbulence Function proposed by Perlin [15]
and the second one is based on the Gabor Noise [10] proposed by Lagae et al.
The turbulence noise function, presented in Eq. 2, is a weighted sum of band
pass noises. It can be controlled via four parameters: amplitude a, frequency fr,
gain ¢ and lacunarity lc. Lacunarity and gain define, respectively, the rate of
change of the frequency and amplitude of the noise per octave and regulate the
fractal behavior of the noise.

(Ic) * fr*p(v)
gi*xa

TN(v,a,lc, fr.g) = > a (2)

g

Lacunarity usually takes values in [1, 3] for a fractal behavior, whereas the
gain is usually set to be the inverse of the lacunarity. Typical values are fr = 2,
lc=f,g=0.5and a = g. The use of the previous values as arguments produces
details where features align across scales so we must carefully modulate such
parameters through the different levels of detail of the mesh. In our experiments,
we defined the lacunarity and the gain in terms of the level of detail [ respectively
as lc(l) =1.1+1%0.1 and g(I) = 0.8/(l + 1). This configuration produced noise
details that are smooth on large scales and rough on small scales. Our turbulence
detail operator is represented as tnpdo(v, a,lc, fr,g) defined by a generalization
of Eq. 2 with the parameters a, lc and g depending on [v(v).

Gabor noise [10] is a sparse convolution anisotropic noise based on a Gabor
Kernel with accurate spectral control, which is able to provide a setup-free sur-
face texturing. A band-pass Gabor noise presented in [10] is defined as:

GN(p,...)=> wig(Ki,a;, Fyi,w0i:p — i), (3)

3

where w; are the random weights, K represents the amplitude, a; is the band-
width, Fj is the frequency and wy is the orientation of the cosine in the kernel
g(p) as presented in Eq. 4:

g(p) = Ke~ ™ IPP cog [27Fy (py coswy + py sinwg)] , (4)

We can configure the parameters of the Gabor noise in a way similar to the
setup of the Perlin noise. Also, the random positions p; are distributed according
to a Poisson process with mean A.

The anisotropic feature of the Gabor Noise is paramount to the generation of
detail aligned or guided by the features of a mesh as will be shown in the results
section. To define a detail operator based on the Gabor Noise we can either
modify the noise function directly or change the phase-augmented Gabor kernel.
Perturbing the Gabor kernel can be done by regulating the K, a,w variables,
all at once or individually, according to the resolution level, which is similar to
what is proposed for the turbulence and other functions. We can also modify
the number of impulses per kernel according to this method, moving this value
always as a power of two.
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The idea is to find a nice relation between the many levels of resolution.
Intuitively, for a better distribution, a higher number of impulses is preferred
while manipulating the coarser levels, since the higher frequencies will be a
dominant force. Also, this is a valuable tool for controlling which frequencies we
want at each scale.

We define the Gabor Noise operator as gno (v, [, K, a, Fo, {2, p) where K,
a, Fo, {2, p are vectorial versions of the parameters in Eq. 3 that also depend
on the level of detail of v.

6.5 Composite Operators

Composite operators produce more complex effects through the combination of
two or more operators or by computing a procedure with such operators. We
present two composite operators: Variation Operator and the Organic Operator.

The main purpose of the wariation operator is to create detail variation
across the surface of the object and through its many levels of resolution. This is
achieved by modulating the frequency and the amplitude of the noise function,
through each resolution level, in order to obtain the desired texture effect. It is
basically an application of the procedural detail operator that relies on the 4-k
mesh structure to use neighborhood relationships to propagate the noise from a
vertex v to a neighbor vertex v’ and increase or decrease its influence according
to a topological distance td(v,v’) or geodesic distance gd(v,v’). To define the
variation operator we use a variation of the procedural noise in Eq. 1 where the
noise function nf is given by Perlin’s Turbulence Function whose parameters are
modulated by lv(v), I = W and « is the distance attenuation factor.

L1
atd(p(v),p'(v))

The organic operator aims at creating organic looking structures. It relies on
the subdivision and smoothing operators to create different shapes, but, for more
general purposes, can be used without them.

This operator is composed of two steps, a global one, and a local one. The
global step generates a deformation that produces an overall mesh detail texture,
i.e. the patterns obtained through the noise functions presented before. The local
step performs local manipulations creating more complex detail structures as a
function of the level of detail.

Algorithm 1 describes the organic operator, which is used to create some of
the images in the results section.

Algorithm 1 applies a deformation at a vertex v and propagates its effect to
the vertex k-ring. Next, it performs a refinement on this new deformed region
executing n steps of the subdivision operator. Finally, it deforms the refined
area by choosing a random vertex v’ within it and uses its normal to apply the
procedural noise operator in v’. This will generate a wide area with an organic
look because the vertices on the k-ring will be pushed outwards. We denote the
organic operator as orgo(R,1k).

varo(v,v', d, td,a) = p(v)

(d(p(v))nf ()
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Data: Input region R, k — ring defines the propagation neighborhood, and
attenuation factor «
Result: Deformation of the refined region around vertices in R
for Each v € R do
pdo(v,n(v));
for Each v’ € the k-ring of v do
| varo(v,v,n,td,a)
end
apply n passes of: sub(v);
find random vertex v’ in the refined area around v
d—n(v);
pdo(v, d);
end

Algorithm 1. Creating extensions with the organic operator.

7 Results

Tests were performed in an Asus GT50vt notebook with an Intel Core 2 Duo
CPU with 4 GB of RAM and a nVidia 9800M GTS GPU with 512 MB.

In Fig. 2, we present two ways to perform feature-based deformation. In the
left figure, the deformation is restricted to the line feature area, whereas on the
right we see it applied to a fan-disk centered at each vertex of the line features.

Fig. 2. Example of a deformation restricted to the feature line’s area. In the bottom
left we see an erosion on the fandisk across feature lines and, at the bottom right, a
deformation to create a kneaded effect.

Figure3 (left) illustrates an application of the organic operator. There are
some steps necessary to generate this effect. First, we must select the region
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of interest R disturb it with noise and then propagate the deformation across
the 2-ring neighborhood area of each v € R. We used the wariation operator
for this where the propagation is done in the following way: after moving the
vertex in the direction of its normal we propagate the displacement value to the
neighboring area with attenuation weight a = 1.5 for the l-ring and a = 2.0
for the 2-ring vertices. The objective of this displacement is to create bumps
with a smooth appearance. The next deformation is used to move the vertices
in opposite directions creating a wide area at the top of the bump as shown in
Fig.3 (right). After this stage, the operator tpndo(v, I, fr, a, lc = 6.0, g = 0.3)
with default values of frequency and amplitude is used to create the idea of trees,
bumpy ground and/or organic extensions.

Fig. 3. (left) Example of an alien planet or virus cell using guided positioning. (right)
Creating bumps with wide areas using variation operator.

In order to present a full view of our techniques pipeline, in Fig.4 we show
various steps of the same model being simplified, modified and refined. From
left to right, starting with an original mesh (with roughly 40k vertices), we pro-
ceed to create a base mesh, through the mentioned simplification process, with
approximately 1k vertices. The middle skull shows how the removed vertices are
mapped over each face (triangle) the model. Next, a deformation is performed,
in this specific case a twist operator, and a reparameterization step is executed
to guarantee the consistency of the mesh needed during the refinement process.
Finally, the last skull presents the model after all possible refinement steps, and
how the deformation is correctly propagated from the base mesh to the higher
levels of detail.

Figure5 (right) illustrates a complete example where several operators are
combined for a final modeling effect. We use as an input a skull mesh Fig. 5 (left)
with its mean curvature calculated. It is easy to spot the high curvature areas
around the eyes, nose, and teeth. In this particular example, we want to create
a beard effect, without deforming the area of the teeth, and also to give a hair
appearance to this bald model.
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Fig. 4. Steps of our method from left to right: input mesh (740k vertices), base mesh
("1k vertices) created through the simplification process, parameterization mapping,
deformation and remapping, and, finally, the result of the refinement proces

We first start with the tnpdo operator applied to the vertices v in a ROI
filtered by curvature value selecting only those of higher curvature and y value
below the nose region. This introduces a random displacement characterizing the
beard. In the second step, we apply only at the coarsest level, the tapper operator
(tpr) in the 2 and y coordinates while maintaining z untouched. After a few steps
of refinement and deformation propagation, we apply the twist operator tst in
the region of higher z coordinate to create a curl effect followed by a gaussian
noise operator gdo in the same region that creates details aligned with the z
direction, producing the hair movement.

Fig. 5. (left) Original mesh. (right) Deformation of hair and beard.

8 Conclusion

This work proposes a new framework for adaptive multiresolution mesh detail
addition and deformation. These are performed on a 3D shape represented by
an adaptive parameterized variable resolution mesh representation together with
a set of deformation and auxiliary operators. Our modeling pipeline enables
deformation and detail addition at any level of the representation. Also, it does
not build a geometrical multiresolution representation. Instead, it uses a topo-
logical multiresolution representation based on feature-sensitive simplification.
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In such representation, features such as strong edges, weak edges and corners,
when present in the original shape, are kept even at the coarsest levels enabling
the use of such elements as control elements and input to deformation or detail
addition. We argue that features are important elements for mesh edition oper-
ation and must be made available for manipulation whenever possible.

Operators are devised to work with a generalized deformation handle which
includes regions of interest, its corresponding levels of detail and a directional
vector field that characterizes the direction of propagation of the deformation.
Differently from other similar works we do not rely on remeshing of the original
mesh and also do not store sequences of operation performed at the adaptive
representation.

Different experimental results have shown that our method is able to produce
quite promising results especially considering controlled procedural detail addi-
tion. The possibility of adding detail aligned with features and specific directions
on the mesh is one of the most powerful effects we presented. As a result, there
are many possibilities for future research.

In this work, the focus is on the representation, operator definition and con-
trol specification. Hence, implementation of the method up to now is still not
optimized to enable interactive manipulation. We intend to pursue, in the future,
interactive rates as well as ways of converting friendly user-interactive mecha-
nisms into sequences of deformation operators that take as input automatically
specified general deformation handles.

In the presented method, controlling the procedural detail scale according to
the level of detail of the mesh requires an artificial discretization of the signals
scale as our representation does not build a continuum of mesh representations.
Also, looking for ways of describing a continuous version of our representation
as in geometrical multiresolution, but keeping the most important features of
the mesh at coarser levels is a major goal. This would make possible to lever-
age all the possibilities of our method and at the same time achieve a better
syntonization of the levels of detail with the scales of procedural signals.
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Abstract. Laser scanning is one of the modern and actively-developing remote
sensing techniques, resulting in a point cloud, containing a set of different
attributes for each point. One of the positive features of laser scanning is the
high accuracy of the results; this is achieved by obtaining a large number of
points describing the scanned object. In some circumstances, point clouds may
contain billions of points, which require hundreds of gigabytes to be stored.
Loading and processing of such huge data require large time and computational
resources. The first problem is such massive point clouds initial downloading
and pre-processing. The standard approach is the sequential processing of laser
scanning results, which requires a significant amount of time. In this paper, we
have conducted research and testing of various approaches for loading and
processing of point clouds, one of the proposed approaches is the use of mul-
tithreading to significantly reduce time. The guideline for improvement of
processing of laser scanning point clouds with use of multithreading is
presented.

Keywords: Algorithm - Laser scanning data - Point cloud -
Parallel processing - Multithreading

1 Introduction

Laser scanning is a common method for 3D data capture, which allows obtaining
information about the shape (three-dimensional coordinates) and appearance (color and
intensity of reflection beams) of objects in the real world [1, 2], the results are presented
in the form of a point cloud, then these data can be used to build spatial digital models
of measured objects [3, 4]. The use of laser scanning point cloud is common in many
spheres, for example, land surveying, architecture, geologic exploration activities,
industrial enterprises, civil engineering, and more [5, 6]. Specific examples of the tasks
to be solved are forest management [7], 3D city modeling [8], road inventory [9],
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ground surface reconstruction [10], pipeline detection [11], and wire detection [12].
Moreover, this is only a small part of the issues solved using laser scanning data, for
example, the fastest growing branch is as-built BIM [13-17].

One of the key issues when working with point clouds is a large amount of
information that needs to be processed [18-21]. Any work with laser scanning data can
be divided into two stages: loading and pre-processing of data; data processing (specific
algorithm) [15, 22]. Most of the research is focused on optimizing the processing stage
[1, 2, 4, 23]. However, there are tasks that do not require a lot of time for the data
processing stage, for example, a preview of a point cloud [15, 22]. In such tasks, the
loading and pre-processing stage takes most of the time [24]. The most common
approach to increasing load speed is to increase the bandwidth of the data bus, which
can be achieved by using a faster solid state drive (SSD) or RAID [25]. But in order to
increase the speed of loading even more, multithreading can be used.

The results of research and testing of various approaches in the loading and pre-
processing stage is discussed in this paper. A sequential reading of a point cloud from a
file with subsequent processing can be considered the standard approach. We
hypothesized that in some situations the use of multithreading can help significantly
speed up the loading of a point cloud. To test this hypothesis in this paper, experiments
have been conducted using various approaches to loading laser scanning data. In
addition, some standard libraries will be tested and compared. In conclusion, we will
provide recommendations and describe further plans.

2 Materials and Methods

2.1 Point Cloud Loading and Pre-processing

The main problem of loading laser scanning data is too large volume, the size of point
clouds can amount to hundreds of gigabytes. Thus, it will not be possible to load all
data into RAM at once. There are many solutions to this problem, the two simplest are:
(1) splitting the original point cloud into separate sections; (2) loading the point cloud
with part by part.

The first approach is that each section is a small point cloud, so that each section
can be loaded and processed separately. In the second approach, the cloud is
sequentially loaded in parts, the loaded part is processed, and then the next part of the
file is loaded.

These approaches are not suitable for all algorithms since there are algorithms that
need neighboring points for all points to work, and when processing only a section of
the cloud, there are no neighbor points for endpoints. In the first approach, this problem
is easily solved by modifying the partitioning algorithm; it’s enough to break up a point
cloud into sections with small intersecting indents, the size of which depends on the
algorithm used. In the second approach, you will have to use a spatial data structure, for
example, an octree [26], but for this, you first need to build a spatial data structure for
the entire point cloud. In further tests, the second approach is used, since to implement
the first one, it is still necessary to load the initial point cloud.
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2.2 Existing Approaches

Many different formats are used to store point clouds, such as OBJ, PLY, XYZ, PCD,
LAS and many others [27]. During the tests, we used LAS VERSION 1.4 file format,
since this is common and public format [28].

In this paper the existing approaches are considered on the example of LAStools
[29] and PDAL [30] libraries, as they are the most widely used at the moment [31].

These libraries also use the approach of block loading of the source point cloud,
which was described above. Thus, the point cloud sections are loaded and pre-
processed sequentially in a single thread. Thus, the next point cloud section will be
loaded only after the completion of the previous one, which may slow down the
loading process.

We propose to load and pre-process point cloud data in parallel manner to increase
algorithm throughput. This can be achieved on modern multi-core systems using
multithreading. Thus, our approach is to separate the loading process into two phases
executed in a distinct thread.

2.3 Background

Several tests have been developed and implemented to study various methods of laser
scanning data loading (Table 1). The tests were written in the C++ programming
language, as this language allows you to perform low-level work with memory, which
is necessary for working with large amounts of data.

Table 1. List of tests

Title Description

Test 1 | Loading a file using a temporary buffer. Buffer creation time is not measured
Test 2 | Loading a file using the temporary buffer. The buffer creation time is measured

Test 3 | Loading a file using the temporary buffer. The buffer creation time is measured. All
loaded data are copied to the internal data structure

Test 4 | Loading a file using the temporary buffer. The buffer creation time is measured.
Only the coordinates of the loaded points are copied to the internal data structure
Test 5 | Loading a file using several temporary buffers. The buffer creation time is measured.
All loaded data is copied to the internal data structure. Using two threads: the first
one loads the data into one of the free buffers, the second one copies the data
Test 6 | Loading a file using several temporary buffers. The buffer creation time is measured.
A part of the data will be preprocessed. All loaded data is copied to the internal data
structure. Using two threads: the first one loads the data into one of the free buffers,
the second one copies the data

Test 7 | Loading a file using several temporary buffers. The buffer creation time is measured.
A part of the data will be preprocessed. All loaded data is copied to the internal data
structure. Using three threads: the first one loads the data into one of the free buffers,
the second one and third one copies the data

Test 8 | Loading a file using PDAL

Test 9 | Loading a file using LAStools
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Test 1 and Test 2 are standard sequential readings of a file in parts, these tests are
necessary to determine the dependence of the file loading time on the size of the
temporary buffer. Test 3 and Test 4 based on Test 2. These tests allow to estimate the
effect of delays between loading parts of a file on the total loading time. Test 8 and Test
9 are tests of existing libraries.

One of the features of the LAS format is various point formats. Depending on the
point format specified in the file header (point format ID), each point has its own set of
attributes described in the file format specification, so the size of one point can vary
from 20 bytes to 67 bytes. Parameters of laser scanning point clouds for tests are
presented in Table 2.

Test bench configuration:

CPU: Intel® Core™ i7-7820HQ CPU @ 2.90 GHz
RAM: 2 x SODIMM DDR4 2400 MHz

SSD: Samsung SSD 850 PRO 1 TB

OS: Ubuntu 18.04

File system: Ext4

Table 2. Clouds for testing

Title Number of point Point format Point size, Point cloud size,
records ID bytes GB

Cloud 1 |42°211°048 3 24 1.4

Cloud 2 | 150°000°000 5 63 9.5

Cloud 3 | 300°000°000 10 67 20.1

3 Results and Discussion

3.1 Loading with Temporary Buffer

To begin with, it is necessary to investigate the dependence between the file read speed
and the size of the temporary buffer. Test 1 and Test 2 were developed for this.
Pseudocode for Test 1:

Reader r(filepath); // Point Cloud reader
Buffer b (bufferSize); // Temporary buffer

/* Time measurement starts here */
while (r.readChunk (b, b.size())) {} // Read all points
/* Time measurement ends here */

The results of the first test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 1.
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Fig. 1. The results of the first test, the dependence between the file read speed and the size of the
temporary buffer.

From the observed data (Fig. 1), we can conclude that for clouds of different sizes
the dependence of the load time on the buffer size is the same, it is also worth noting
that using too small buffer slows down the loading speed by about 2—3%. In Fig. 1 you
can see that in most cases the loading speed is close to the maximum for the SSD [12]
used in the test bench.

Pseudocode for Test 2 are following:

Reader r(filepath); // Point Cloud reader

/* Time measurement starts here */

Buffer b(bufferSize); // Temporary buffer

while (r.readChunk (b, b.size())) {} // Read all points
/* Time measurement ends here */

The results of the second test, the dependence between the file read speed and the
size of the temporary buffer are shown in Fig. 2.

Based on the observed results (Fig. 2), it can be concluded that after exceeding a
certain size, the creation time of the temporary buffer can greatly affect the total file
load time. The smaller the difference between the file size and the buffer size, the
stronger the influence. In the case where the buffer size exceeds the size of the point
cloud itself more than three times, the file load speed drops by almost 60%. From the
above data, we can conclude that the optimal buffer size for loading is somewhere
between 2 and 32 MB. In Fig. 2, you can see that the load speed depends on the data
bus bandwidth.

Possible approaches to accelerate the load of the point cloud: (1) multithreaded
reading from a file; (2) reading part of the data from a file. Using multithreaded reading
from the file does not make sense, since the maximum bandwidth of the data bus has
been reached, therefore, using this approach will not improve the load speed.
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Fig. 2. The results of the second test, the dependence between the file read speed and the size of
the temporary buffer.

Since many algorithms need only the coordinates of the points to work, then it
would be possible to read only the coordinates, ignoring the other attributes. For
example, for a format of point 10, it would be possible to save 55 bytes since the
coordinates occupy only 12 bytes, this would allow downloading 82% less data.
Unfortunately, in LAS format, the data of each point is stored sequentially, which
means that it will be necessary to read small pieces of a file many times. But the
operating system reads from the file in large blocks (the minimum block size for
Ubuntu is 4 KB), so you will still have to read the entire file. This approach is suitable
for storage formats where point attributes are stored sequentially, but not the points
themselves.

Due to the first two tests, we found out the optimal buffer size for a simple file load,
but no one loads a point cloud without a reason. The following tests will simulate a
common situation where data downloaded from a file need to be copied into internal
data structures. For this, Test 3 and Test 4 were developed.

Pseudocode for Test 3 are following:

Reader r (filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */

Buffer b (bufferSize);

while (r.readChunk (b, b.size())) // For all chunks
c.pushAllData (b);// Push all readed data to end of con-

tainer

/* Time measurement ends here */
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The results of the third test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 3.
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Fig. 3. The results of the third test, the dependence between the file read speed and the size of
the temporary buffer.

Figure 3 presents the results of the third test; according to the data, it is clear that
the load time dependence on the buffer size is the same for point clouds of different
sizes. An interesting fact is that at a certain point the load time greatly increases by
about 35-45% for different clouds, this happens because the delays caused by copying
the loaded data interrupt the file system cache. To solve this problem, you can try to
apply a slightly upgraded approach, described above, not to copy all the data, but to
copy only the necessary data. In the fourth test, only the coordinates of the point are
copied, which theoretically should reduce the delays between reading from the file.

Pseudocode for Test 4 is following:

Reader r(filepath); // Point Cloud reader

Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */

Buffer b (bufferSize);

while (r.readChunk (b, b.size())) // For all chunks
c.pushOnlyXYZData (b); // Push only xyz coordinates to

end of container

/* Time measurement ends here */

The results of the fourth test, the dependence between the file read speed and the
size of the temporary buffer are shown in Fig. 4.
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Fig. 4. The results of the fourth test, the dependence between the file read speed and the size of
the temporary buffer.

Figure 4 presents the results of the fourth test. According to the data, you can really
notice that the throughput increased on average by 12-23% for larger buffers. This is
due to the reduction of delays between reading from the file. In addition, you may
notice that the increase in load time comes earlier for Cloud 1 and is higher, this is due
to the fact that copying only the coordinates of the point reduced the amount of copy
data for Cloud 1 to only 8 bytes (per point), whereas for Cloud 2-51 bytes, for Cloud
3-55 bytes. Thus, the optimal buffer size for loading and copying of data is 16—
128 KB, in addition, reducing the amount of copied data also improves the overall
situation with the file load time.

3.2 Parallel Loading and Preprocessing

The next step is to use multithreading to eliminate delays between reading from a file,
for this we developed Test 5. The main idea of this test is the use of several temporary
buffers and two lock-free queues, one queue contains free buffers, the second one
contains the occupied ones. In this test, two threads are used: the first thread loads data
from the file into the free buffer, the second thread copies the data from the occupied
buffer to the internal data structure. In the test, we used five temporary buffers.
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Pseudocode for Test 5 is following:

Reader r(filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */

// Queue for freed buffers (Lock-free)
Queue<Buffer> freeQ (queuelength) ;

/* Push free buffers to freeQ */

// Queue for loaded buffers (Lock-free)
Queue<Buffer> loadedQ (queuelLength) ;

auto tl = std::thread([&]
{
while (/* not all points readed from file */) {
Buffer b = freeQ.pop(); // Pop free buffer from

queue

r.readChunk (b, b.size()); // Read file chunk to
buffer

loadedQ.push (buffer) ; // Push points to queue

}
})
auto t2 = std::thread([&]
{
while (/* not received stop signal */) {
if (Buffer b = loadedQ.pop()){ // Pop points from
queue
c.pushAllData (b); // Push all readed data to end of
container
freeQ.push (buffer); // Push used buffer to queue

});

// Wait for threads ends
tl.join();

t2.join();

/* Time measurement ends here */
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The results of the fifth test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 5.
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Fig. 5. The results of the fifth test, the dependence between the file read speed and the size of
the temporary buffer.

Figure 5 presents the results of the fifth test. According to the data, the use of
multithreading has reduced the delay between reading parts of the file. With the correct
choice of the number of temporary buffers and their size, you can achieve such a file
load time as in Test 2, taking into account that in Test 5, in addition to reading the file,
all the data is also copied. Unfortunately, due to the use of several temporary buffers, an
increase in load time occurs much earlier than in Test 2.

Test 6 simulates the usual situation for processing laser scanning data when some
of the loaded data needs to be pre-processed. The simplest example of such a situation
is the application of displacement and scaling to the coordinates of a point. Pseudocode
for Test 6 is following:
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Reader r (filepath); // Point Cloud reader
Container c(r.getPointCnt()):; // Point Cloud container

/* Time measurement starts here */

// Queue for freed buffers (Lock-free)
Queue<Buffer> freeQ (queueLength) ;

/* Push free buffers to freeQ */

// Queue for loaded buffers (Lock-free)
Queue<Buffer> loadedQ (queuelength) ;

auto tl = std::thread([&]

{
while (/* not all points readed from file */) {
Buffer b = freeQ.pop(); // Pop free buffer from

queue

r.readChunk (b, b.size()); // Read file chunk to
buffer

loadedQ.push (buffer) ; // Push points to queue

}
1)
auto t2 = std::thread([&]
{
while (/* not received stop signal */) {
if (Buffer b = loadedQ.pop()){ // Pop points from
queue
preprocess (b); // Preprocess XYZRGBData
c.pushAllData (b); // Push all readed data to end of
container
freeQ.push (buffer); // Push used buffer to queue

}
});
// Wait for threads ends
tl.join();
t2.join();
/* Time measurement ends here */
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The results of the sixth test, the dependence between the file read speed and the size
of the temporary buffer are shown in Fig. 6.
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Fig. 6. The results of the sixth test, the dependence between the file read speed and the size of
the temporary buffer.

Figure 6 presents the results of the sixth test, the data show an increase in file load
time, for the best cases, up to almost 54% for Cloud 1 and about 11% for Cloud 2 and
Cloud 3. This is due to the fact that the thread responsible for pre-processing and
copying is no longer up to its tasks, as a result of which there are delays in reading the
file. In Fig. 6, you can see a big difference in the load speed of Cloud 1, this is because
the pre-processing function affects 90% of Cloud 1 data, and only 28.6% of Cloud 2
data and 26.9% of Cloud 3 data.

To solve the problem in Test 6, we developed Test 7. The main idea is the use of
three threads, the third thread, like the second one, is used for pre-processing and
copying of the loaded data.
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Pseudocode for Test 7 is following:

Reader r (filepath); // Point Cloud reader
Container c(r.getPointCnt()); // Point Cloud container

/* Time measurement starts here */

// Queue for freed buffers (Lock-free)
Queue<Buffer> freeQ (queuelength) ;

/* Push free buffers to freeQ */

// Queue for loaded buffers (Lock-free)
Queue<Buffer> loadedQ (queuelength) ;

auto tl = std::thread([&]
{
while (/* not all points readed from file */) {
Buffer b = freeQ.pop(); // Pop free buffer from
queue
r.readChunk (b, b.size()); // Read file chunk to
buffer
loadedQ.push (buffer) ; // Push points to queue
}
1)
auto £ = [&] ()
{
while (/* not received stop signal */) {
if (Buffer b = loadedQ.pop()){ // Pop points from
queue
c.pushAllData (b);// Push all readed data to end of
container
freeQ.push (buffer); // Push used buffer to queue

}
}i

auto t2 std: :thread(f);
auto t3 = std::thread(f);
// Wait for threads ends

tl.join();
t2.jo0in();
t3.join();

/* Time measurement ends here */

The results of the seventh test, the dependence between the file read speed and the
size of the temporary buffer are shown in Fig. 7.
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Fig. 7. The results of the seventh test, the dependence between the file read speed and the size of
the temporary buffer.

Figure 7 presents the results of the seventh test, the data almost coincides with the
results of Test 5, this was achieved by introducing an additional thread for pre-
processing and copying, which made it possible to eliminate delays in reading the file
by the first thread. Due to this, almost the maximum load speed was achieved, taking
into account that in parallel with the loading, all data are pre-processed and copied.

At this point, we can conclude when correctly setting parameters such as the
number of temporary buffers, the size of temporary buffers and the number of pro-
cessing threads, you can achieve optimal results when loading and processing a point
cloud.

3.3 Third-Party Libraries

Test 8 and Test 9 were developed for testing third-party libraries. We chose two most
common libraries for loading LAS files in C++: PDAL and LAStools.

PDAL is an open source library for working with point cloud data, one of the
possibilities provided by this library is load files in LAS format. Unfortunately, this
library does not support loading of Cloud 2 and Cloud 3 because of the point format, so
testing was performed only on Cloud 1.

LAStools is one of the most common open source laser scanning data processing
tools. This set of tools allows you to load LAS files using the LASIib library.
Unfortunately, this library supports reading the file only by one point, so there is no
possibility to adjust the size of the temporary buffer.

The test results are presented in the Table 3.
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Table 3. Results for Test 8 and Test 9

Test PDAL (Test 8) load LAStools (Test 9) load Our approach load
cloud time, ms time, ms time, ms

Cloud 1 10552 5089 2552

Cloud 2 - 23895 16791

Cloud 3 - 44057 35698

4 Conclusions

As a result of a survey of various approaches for loading a point cloud, we identified
problems with the standard data loading method. The problem is the increase in file
load time when an intermediate pre-processing of loaded data occurs. Pre-processing
makes delays between reading parts of a file because of what bandwidth drops.

To solve this problem, it was proposed to separate the loading of the raw section of
the file and its pre-processing. For this, multithreading was used, and this decision
eliminated the delays between reading. Proper configuration of parameters such as the
size of the temporary buffer, the number of temporary buffers and the number of
preprocessing threads can allow you to achieve the maximum file load speed. The
study showed that for all cases the optimal buffer size is in the range of 32—128 KB, the
number of temporary buffers and the number of pre-processing threads is very
dependent on the pre-processing algorithm, the more complex the algorithm, the more
pre-processing threads are necessary to maintain a balance between loading and pre-
processing. As a result, it was possible to reach the maximum file load speed limited by
the data bus bandwidth.

This study was conducted using the Ubuntu operating system with the Ext4 (Fourth
Extended File System). The next step is to run these tests using a Windows operating
system with the NTFS (New Technology File System) to confirm the results of our
tests.
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Abstract. Hyperspectral images have been increasingly important in
object detection applications especially in remote sensing scenarios.
Machine learning algorithms have become emerging tools for hyperspec-
tral image analysis. The high dimensionality of hyperspectral images and
the availability of simulated spectral sample libraries make deep learn-
ing an appealing approach. This report reviews recent data processing
and object detection methods in the area including hand-crafted and
automated feature extraction based on deep learning neural networks.
The accuracy performances were compared according to existing reports
as well as our own experiments (i.e., re-implementing and testing on
new datasets). CNN models provided reliable performance of over 97%
detection accuracy across a large set of HSI collections. A wide range of
data were used: a rural area (Indian Pines data), an urban area (Pavia
University), a wetland region (Botswana), an industrial field (Kennedy
Space Center), to a farm site (Salinas). Note that, the Botswana set was
not reviewed in recent works, thus high accuracy selected methods were
newly compared in this work. A plain CNN model was also found to
be able to perform comparably to its more complex variants in target
detection applications.

Keywords: Hyperspectral imaging - Classification - Remote sensing -
Deep learning

1 Introduction

Hyperspectral imaging (HSI) techniques gathers and processes data from across
the electromagnetic spectrum. Each pixel in a hyperspectral image is obtained
with several spectral bands that can be used for object/material detection. The
spatial and spectral properties of specific objects show similarities or differences
from one another, thereby allowing the discrimination of different objects in the
same perspective based on the image data analysis.
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Developing efficient methods to process hyperspectral images with hundreds
of channels is often a challenging task due to several factors such as high dimen-
sionality, the lack of training samples, mixed pixels, light-scattering mechanisms
during acquisition, nonlinear and complex data due to different atmospheric and
geometric distortions [22]. One example, the “Hughes phenomenon” [25] showed
the overall mean accuracy is a function of three parameters: measurement com-
plexity, data set size, and the prior probability of the pattern classes. Thus,
high dimensionality can influence the accuracy performance. Furthermore, [32].
the position of the sun, imaging angle and direction may cause intra-class dif-
ferences [1,21,45]. Therefore, besides appropriate classification techniques, data
reduction and feature extraction have been found crucial to the accuracy perfor-
mance of object detection [21,22]. For example, among attempts using support
vector machine (SVM) [2,32,46], a more recent work [36] was based on indepen-
dent component analysis and morphological features. Meanwhile, sparsity-based
algorithms [15,16,20] showed that the sparse representation of a pixel can pre-
dict the class label of the test sample better than classical SVMs. Recently,
deep-learning approaches [14,17,28,35,39-41,43,47,49-52] make use of hierar-
chically extracted deep features. The framework of [14] was a combination of
principle component analysis (PCA), stacked autoencoders architecture, and
logistic regression. While most works used convolutional neural networks (CNN)
excessively increasing network depth, the more recent learning [43] used a deep
feature fusion network that utilised the correlated information among different
hierarchical layers, thus more discriminative features.

Existing surveys focussed on challenges of HSI processing as a comprehen-
sive tutorial/overview (e.g., [10,22]). While the recent review [22] covered broad
topics including classification, unmixing, dimensionality reduction, resolution
enhancement, denoising, change detection, and fast computing, this work anal-
yses the latest methods (since 2014) from the object detection application point
of view. The main contributions of this work are:

— We review methods that relate to data pre-processing and object detection
algorithms using HSI data.

— We systemically summarise the accuracy performance according to existing
individual comparisons.

— We implemented and re-evaluated deep-learning methods using a larger set of
popular HST images while existing comparisons only used one or two datasets
in common with each other. Thus, this review includes new test trials for
several compared methods.

— Our observations suggest important directions in applying deep-learning
approaches to target detection scenarios with HSI data.

2 Data Pre-processing Methods

2.1 Hyperspectral Data Representations

Spectral and spatial information are two fundamental representation types for
HSI [27]. When performing spatial and spectral sampling, the information is
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sampled at the sensor’s spatial and spectral resolution; i.e., a 3D “hypercube”
X € Rm>mX™ ig obtained, containing n = ny X ng and np bands [10]. In the
spectral representation, each pixel is defined in the spectral space z € R™. In
the spatial representation, each image band is a matrix X; € R™*"2. Because
of the high spatial correlation within bands, neighbouring pixels likely represent
similar material. Spatial (or contertual) information can provide the adjoining
pixel relationships and thus may improve the classification accuracy [27].

A combined representation of these two types was called spatial-spectral
feature. There are two common strategies to combine: extracting spectral and
spatial features separately or directly from sample cubes of the HSI. In spatial-
spectral representation, spectral information processing incorporates adjacent
relationships of pixels, while spatial information analysis for a single band con-
siders the relationships with other bands [26,41,49].

2.2 Challenges and Pre-processing Techniques

Redundancy Reduction: Because the dimension of HSI data is often large
(tens of thousands), this causes a high computational cost in object detection
applications, especially in deep learning approaches [14]. On the other hand,
the sparseness of HSI data has been demonstrated in earlier works [15,16,20].
Therefore, selecting an appropriate subset of bands was considered an efficient
process. Band selection can be done using the highest class-separability criterion
[2,19] or information theory-based methods [23]. Other techniques include a
kernel method for the selection based on nonlinear dependence between spectral
bands and class labels [13] and minimized the error probability using a Bayes
classifier [11].

Limited Annotated Training Samples: Collecting HSI data and annotating
each pixel are labour-consuming tasks thus the training sets found in existing
works were often in limited size. Recently, Li et al. [28] used pizel pair features
(PPF) to mitigate the problem of training label shortage. PPF was based on
combined pairs of pixels in a training set. Specifically, two pixels are randomly
chosen from a labelled training set, and a subtle rule deduces the label of each
PPF pair based on the labels of both pixels. If two pixels have same labels, the
pair is assigned the same label. If the pixels do not have the same labels, the pair
is labelled as “extra”, a newly added auxiliary class. The random combination
of pixels significantly increases the number of labelled training instances.

3 Object Detection Methods

Detection approaches can be grouped into two directions: “two-step” that con-
sists of a hand-crafted feature extraction step with classification afterwards, and
“one-step” (i.e., feature extraction is integrated within the classification model).
The former group include conventional methods (e.g., SVMs [2,32,46], sparsity-
based [15,16,20]) while the latter was recently introduced in deep learning (DL)
models (e.g., [28,35,39,41,43,49-51]).
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3.1 Two-Step Approaches

Most traditional feature extraction methods for HSI have been using statistical
theory, fuzzy theory, and machine learning [10,22]. For example, linear extraction
techniques include PCA [42], minimum noise fraction (MNF) [38], independent
component analysis (ICA) [8], and linear discriminant analysis (LDA) [6]. In the
spatial domain, existing works used Gabor filter banks [33]. Meanwhile, several
approaches used nonlinear transformations such as morphological analysis [9,42],
kernel methods [12], and manifold regularisation [3-5,29].

Then, hand-crafted features were used as inputs of conventional classifiers
such as the K-nearest neighbour classifier (KNN) [29] and SVM [2,26,37,46]. For
instance, Ma et al. [29] deployed a manifold structure from the pixel values then
utilised a weighted KNN classifier. In another work, Tuia and Camp-Valls [37]
employed SVM with a kernel to train directly from images. Meanwhile, Ji et al.
[26] addressed both the pixel spectral and spatial constraints then formulated
the relationships among pixels in a hypergraph structure. Their hyperedge is
generated by using distance among pixels, where each pixel is connected with
its K-nearest neighbours in the feature space.

Recently, deep learning approaches were used for automated feature extrac-
tion step from internal layers of a neural network; then these features were used
as inputs of conventional classifiers. Auto-encoders and deep belief networks were
typical examples of this direction [14,24,40]. Auto-encoder (AE) is an unsuper-
vised learning method to learn fewer representations from high dimensional data
space and not require annotated training sets [40]. The approach reduced the
reconstruction error between the input data at the encoding layer and its recon-
struction at the decoding layer [40]. Stacked Auto-encoder (SAE) is a model
comprising a number of AE layers with a greedy layer-wise training scheme and
a logistic regression layer for classification [14]. Deep belief network (DBN) [24]
is a another DL model in which nonlinear description of objects can be analysed.
DBN combines the advantages of unsupervised and supervised learning. It is also
an automated feature extraction process. DBN was introduced to apply for HSI
data using a back-propagation network and a SVM classifier as the final step of
classification [48].

3.2 One-Step Approaches

In another approach, DL has also been suggested in one-step solutions (i.e., auto-
matically extract deep information from pre-processed HSI data and blindly
feed this information into the classification layer of the network). These deep
features were considered high-level and abstract representations, thus, could be
more robust and efficient than lower-level hand-crafted features. Existing works
followed this direction include CNN variants [41,50,51], auto-encoders [14,40].
CNN structures were typically designed to process data that come in the form of
multiple arrays, e.g., a multispectral image composed of many 2-D arrays con-
taining pixel intensities in the multiple band channels. Due to the properties of
natural signals, namely, local connections, shared weights, pooling, and the use
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of multiple layers, CNN has been suggested for the HSI classification applications
as a one-step strategy [17,39,41,43,50,51]. The architecture of a typical CNN is
integrated as a series of layers for different assignments including input, convo-
lution, pooling, normalization, drop-out and output. Convolutional layers were
considered the most important layers that extract features. Specifically, a few
first layers provided low-level information such as edges, lines and corners while
the latter ones described more abstract features such as structures, objects, and
shapes. Typically, after each convolutional layer, there exist pooling layers that
are created by computing some local non-linear operation of a particular feature
over a region of the image. The process guarantees that the similar outcome
can be obtained, even when image features have small translations or rotations,
which is essential for scene classification and detection. Then, normalization lay-
ers aim to improve generalisation inspired by inhibition schemes presented in
the real neurons of the brain. In the last few layers of the network. A dropout
training method [44] has been recently suggested to reduce over-fitting effects
[39,41,43].

4 HSI Datasets

Due to the application-oriented purpose of this survey, we categorised scenarios
of target detection scene as follows: rural area, urban, industrial field, and natural
reserves. We selected popular public datasets for each scene type as in Table 1.
Indian Pines data [7] (DS1) represents a rural area. Pavia University campus
site [31] (DS2) represents an urban area. Botswana image [18] (DS3) illustrates a
swarm and delta region. Kennedy Space Center HSI [34] (DS4) is an example for
an industrial field. Other datasets in Table 1 including Salinas Valley, Houston,
and Pavia City share a near similar scene and settings, thus, are briefly compared
according to previous results (Table 2). Specific details of datasets tested in this
work are depicted as follows.

Rural Area (Dataset 1): This scene shot was taken in 1992 at a 2 x 2-mile
area at 20 m spatial resolution of Northwest Tippecanoe County, Indiana (USA)
by AVIRIS sensor (224 spectral reflectance bands ranging 0.4-2.5 um). This is
so-called Indian Pines data and are provided by Purdue University [7] as a subset
of the original capture. The public part consists of 145 x 145 pixels and covers
agriculture land, forest, and other natural perennial vegetation. In the human
living area, the scene contains roads, major dual lane highways, a rail line, low
density housing, and other built structures. In the farm field, as in June, the field
is in early stages of growth. The manual labels mark 16 object classes (Fig.1).
The image was removed the portion with water absorption, specifically in bands
of 104-108, 150-163, and 220 [7]. Thus, there are 200 bands used out of 224
in total of the raw shot.
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Table 1. Specifications of publicly available datasets.

Name | Scene type | Location Size (Pixels) | Spatial Spectral band
resolution | (used/total)
(m/pixel)

DS1 | Rural Northwestern | 145 x 145 20 200/224
Indiana, USA.
1992

DS2 | Urban Pavia 610 x 340 1.3 103/116
University
Campus,
Pavia, Italy

DS3 | Wetlands Okavango 1476 x 256 | 30 145/242
Delta,
Botswana
(Africa)

DS4 | Industrial | Kennedy 512 x 614 18 176/224

field Space Center,

FL, USA

DS5 | Farm Salinas Valley, | 512 x 217 3.7 204/224
California,
USA

Other | Urban University of | — 2.5 114
Houston
campus

Other | Urban Pavia, Italy 1096 x 1096 | 1.3 102/114

Urban Area (Dataset 2): The Pavia University scene was captured at the
University of Pavia campus, Pavia, Italy, from a reflective optics system imag-
ing spectrometer (airborne by the German Aerospace Agency, sponsored by
the European Union). The spectrometer has 115 band channels ranging 0.43—
0.86 pm. The spatial resolution is 1.3 m per pixel. The publicly portion of the
dataset has the size of 640 x 340 pixels provided by Pavia University (Italy)
[31]. There are 9 classes of objects in the image: asphalt, meadow, gravel,
trees, painted metal sheet, bare soil, bitumen, self-blocking bricks, and shadows
(Details of number samples for each object are listed in Fig. 2). Due to noise, only
103 channels were further processed. The image was corrected atmospherically,
but not geometrically [31].

Wetland Area (Dataset 3): In 2001-2004, National Aeronautics and Space
Administration (NASA) collected from the Earth Observer-1 satellite a sequence
of HSI images over the Okavango Delta, Botswana. This scene is one of the
world’s largest freshwater wetlands (approximately 15,000 km?). The Hyperion
sensor on the satellite has 30m pixel resolution and 242 bands covering the
400-2500nm (10 nm windows) [18]. The public data portion was a 7.7 km strip
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acquired on May 31, 2001 (Fig. 3). The set includes seasonal swamps, and wood-
lands of the Delta. The data was pre-processed by the provider to reduce the
effects of miscalibration, and intermittent anomalies [18]. Noisy bands (due to
water absorption) were removed, and the remaining 145 bands were: [10-55,
82-97, 102-119, 134-164, 187-220].

Industrial Field (Dataset 4): Kennedy Space Center (KSC) located on Mer-
ritt Island, Florida is one of ten field centres of NASA. The AVIRIS instrument
(Airborne Visible/Infrared Imaging Spectrometer) was used to capture KSC site
on March 23, 1996. The specifications of the sensor were: 224 bands of 10 nm
width; wavelengths from 400-2500nm [34]. The KSC data, collected from an
altitude of approximately 20 km, have a spatial resolution of 18 m (Fig. 4). After
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being pre-processed (e.g., water absorption and low SNR bands removed), 176
bands were used further. Class labels of pixels were derived by KSC personnel
using colour infrared photography and Landsat Thematic Mapper (TM) imagery.

Farm (Dataset 5): Salinas Valley HSI data was captured by the 224-band
AVIRIS sensor over Salinas Valley, California. The spatial resolution was 3.7 m.
The data comprises 512 x 217 samples. Noisy bands with water absorption were
[108-112], [154-167], 224. There are 16 objects labelled in this data set including
vegetable matter, bare soils, and vineyard fields (Fig.5).

Other Datasets: There are other popular HSI collections that were used in
existing comparisons. Houston campus site image was provided by the University



314 T. T. Pham et al.

Fallow_rough_plow Lettuceiromainejw‘k
3% 3% Lettuce_romaine_éwk

Vinyard_vertical_trellis \ 2% ) .
N\ __Vinyard_untrained

17%

4%
Lettuce_romaine_5wk_
5% Fallow
5%
Brocoli_green_weeds_1
5%

. Soil_vinyard_
develop...

Fallow_smooth

6% ”_Stubble

i 9%

Corn_senesced_green_weeds

8% Brocoli_green_weeds_2

|
Celery | 9%
8%

Fig. 5. Objects distribution of the scene and a section of RGB for Salinas.

of Houston in June 2012. The image has 349 x 1,905 pixels (spatial resolution
of 2.5m, 144 spectral bands ranging from 0.38 — 1.05um). There are parking
lots, highway, railway, tree, soil, water, grass, residential and commercial blocks
in the scene. Pavia city data set was collected by the similar instrument with
the Pavia University campus. The image was of the center of Pavia, Italy. The
data contains 103 bands and 1096 x 1096 samples.

5 Existing Performance Comparisons

From the previously reported results, Table 2 lists latest noticeable works (since
2017) in deep learning neural network approaches and a few of baseline meth-
ods. The performance was reported as percentage % for overall accuracy (i.e.,
averaging for all classes) across several HSI collections. We noticed that most
of deep learning works achieved much higher performances against non-deep-
learning ones such as random forest and support vector machine based. More-
over, among recent deep learning methods, most of CNN variants performed
comparably. However, not all of works used the same experiment datasets.

6 Experiments

6.1 Settings

In response to the aforementioned reviews of literature reports, we carried out
our own experiments to re-evaluate a selected groups of works with a broader
set of HSI. First, we implemented the method of FDSSC [47] as it was the
latest and had the highest accuracy (over 99%). As FDSSC is a CNN variant,
we also implemented a plain CNN model as a baseline. We selected a simple
CNN in [50] as it was well described and recently reported but was missed in
state-of-art comparisons. Then we deployed the SAE-LR [14] approach because
it is an unsupervised learning type of detection while CNNs are supervised ones.



Object Detection with HSI and Deep Learning 315

Table 2. Comparisons of accuracy performance across public HSI images as reported
in existing works. Overall accuracy performance is calculated for all classes (%) in each
dataset used or ‘-’ if not used. IndianP: DS1. PaviaU: DS2. KSC: DS3. PaviaC: Pavia
City data. Houston: Houston University campus (Sect. 4).

Methods IndianP | PaviaU | PaviaC | KSC | Salinas | Houston | Reported work (reference,
year)

SAE-LR [14] |- - 98.52 | 98.76 | - - Proposed vs. RBF-SVM,
EMP RBF-SVM ([14],
2014)

DC-CNNaug | 98.76 99.68 - - - - Proposed vs. DC-CNN,

[51] CNN, SSDL ([51], 2017)

CNN [50] 64.19 67.85 - - 85.24 - Proposed vs. SVM, KNN
([50], 2017)

RNN-GRU- 88.63 88.85 - - - 89.85 Proposed vs. RNN-LSTM,

PRetanh RNN GRU-tanh, CNN,

[35] SVM-RBF, RF 200 trees
([35], 2017)

RNN-GRU- 85.71 80.70 - - - 85.73 Baseline ([35], 2017)

tanh

[35]

RNN LSTM |80.52 | 77.99 |- - - 85.41 Baseline ([35], 2017)

[35]

CNN [35] 84.18 | 80.51 |- - - 85.42 | Baseline ([35], 2017)

SVM-RBF 72.78 78.82 - - - 77.09 Baseline ([35], 2017)

[35]

RF-200 trees | 69.79 | 71.37 |- - - 72.93 | Baseline ([35], 2017)

[35]

FDSSC [47] 99.75 99.97 | - 99.96 | - - Proposed vs. CNN,
SAE-LR, 3D-CNN-LR,
SSRN ([47], 2018)

CNN [30] 95.96 | 99.38 |- 99.31 | - - Baseline ([47], 2018)

SAE-LR [14] |96.53 |98.46 |- 92.99 | - - Baseline ([47], 2018)

DFFN [43] 98.52 98.73 - - 98.87 - Proposed vs. DRNN,
DCNN, RVCANet, SVM
([43], 2018)

DRN [43] 98.36 | 98.52 |- - 98.48 |- baseline ([43], 2018)

DONN [43] |97.93 |97.19 |- - 95.05 |- baseline ([43], 2018)

SAE-LR: Stacked Autoencoder with Logistic Regression. RF: Random Forest. SVM-RBF: Support
Vector Machines - Radial Basis Function. EMP: Extended Morphological Profiles CNN: Convolu-
tional Neural Network. DC-CNNaug: Dual Channel CNN + Augmentation. FDSSC: Fast Dense
Spectral-Spatial CNN DFFN: Deep feature fusion network RNN: Recurrent Neural Network. DRN:
Deep residual CNN. DCNN: Deep plain CNN.

From Table2, the SAE-LR was reported to have high accuracy but did not
perform consistently in later works as a baseline (e.g., in the report of [47]).
These three methods were re-evaluated on Indian Pines data [7] for a rural
area; Pavia University campus site [31] for an urban area; Botswana image [18]
for a wetland region; Kennedy Space Center [34] for an industrial field; and
Salinas data for farming areas (Sect.4). Note that, the Botswana data was not
reported recently (Table2) thus it is newly tested for all of three implemented
methods. For each dataset, we repeated and recorded the accuracy performance
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metric 10 times. Therefore, the experiment results were listed as mean and stan-
dard deviation format in Table 3.

Our experiments were executed on two separate computing systems: a server
of Ubuntu (16.04 LTS, Intel Core i5-5200U processor, 4 cores of 2.20 GHz, Nvidia
GeForce 940M GPU) and a Windows 10 (Home 64-bit; Intel(R) Core(TM) i7
NVIDIA GeForce GTX 1070 GPU). Algorithms were implemented in Python
3.6.6; Tensorflow (GPU version) 1.12.0 Keras 2.2.4. We used PyTorch environ-
ment to more quickly run models for various HSI inputs. We utilised a newer
optimizer to optimize the loss function than the ones in earlier works. Specifi-
cally, we used the Adam optimizer with 1000 epochs. The optimization is stopped
when the loss value does not decrease any more.

We split the training, validation, and test sets as the ratio of 3 : 1 : 6
consistently across five datasets for the experiments with the first two works:
SAE-LR [14] and CNN [50]. Note that this splitting might be different from the
original settings of the CNN work [50]. They suggested 15 training samples per
classes after varying the size in a range from 3 to 15. For the work of FDSSC
[47], we kept the same settings as it was reported for the sake of reproducibility
(i.e., 2 : 1 : 7 for Indian Pines and KSC; 10 : 5 : 85 for Pavia University; and
2:1:7 for new tests).

6.2 Experimental Results

Table 3 summarises our experimental results for deep learning methods across
public HST images. Overall accuracy performance is calculated for all classes
(% mean + standard deviation). Three of methods achieved very high accuracy
levels for all classes. The auto-encoder approach performed dramatically up on
each individual dataset. For instance, the model reached 98% of accuracy for the
Pavia University, Salinas, and Botswana data but yielded only 58% for the KSC
collection. Meanwhile, the two CNN variants performed consistently over 97%
of overall accuracy.

Table 3. Our test results of emerging models across public HSI images. Accuracy
performance is calculated for all classes (% mean + standard deviation).

Methods IndianP PaviaU Salinas KSC Botswana
(reference, year)

SAE-LR [14] 84.65 £ 2.70* | 98.32 £ 0.09* | 97.79 £ 0.11* | 57.29 £+ 1.23* | 97.40 £ 0.18
2014

CNN [50] 2017 |99.14 +£0.23 |97.86 £0.19 | 96.50 £0.21 |97.02 &+ 0.30* | 99.85 £+ 0.15*

FDSSC [47] 99.77 £0.11 99.98+0.01 |99.95£0.03* | 99.96 & 0.07 |99.78 +0.24*
2018
a: Newly tested datasets comparing with earlier works.

IndianP: DS1. PaviaU: DS2. KSC: DS3. Botswana: DS4. Salinas (Sect. 4).

SAE-LR: Stacked Autoencoder with Logistic Regression [14]. CNN: Convolutional Neural
Network. FDSSC: Fast Dense Spectral-Spatial CNN [47].
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7 Conclusion

In this report, hyperspectral image analysis was reviewed particularly for object
detection applications. Several HSI data representations were summarised from
spectral/spatial characteristics to hand-crafted or automated feature extraction
using deep-learning methods.

In terms of data sources, we reported publicly available datasets commonly
used for HSI analysis. We found limited research on off-nadir data for our target
detection focus but some available in other areas of HSI applications such as
material discrimination [45], atmospheric compensation [1,2]. We recommend
that future works should investigate this scenario of data collection to expand
further and more efficient HSI-based target detection applications.

Regarding to technical approaches for HSI object detection, we described
both hand-crafted feature extraction in-cooperated conventional methods (e.g.,
support vector machine or decision trees) and automated feature extraction using
deep learning neural networks. According to existing comparisons (summarised
in Table 2), deep learning neural networks performed much better than the con-
ventional ones. Unsupervised features (e.g., intermediate information from auto-
encoders (SAE-LR [14])) may act as mid-level representations and hence provide
more semantic features and more robust detection accuracy than the low-level
ones (i.e., hand-crafted).

8 Discussion

Based on our observations for a selected group of works, we found CNN models
provided comparatively reliable performance of over 97% detection accuracy
across a large set of HSI collections. We included data for a rural area (Indian
Pines data [7]), an urban area (Pavia University campus site [31]), a wetland
region (Botswana image [18]) an industrial field (Kennedy Space Center [34]),
and a farm site (Salinas data, Sect.4). Note that, the Botswana data was not
reported recently (Table2) thus it is newly tested for all of three implemented
methods.

According to our experimental experience, we confirmed the non-consistent
performance of SAE-LR [14] found in earlier comparisons (Tables2 and 3). This
is probably due to the fact that the algorithm depends heavily on the reconstruc-
tion error between the input data at the encoding layer and its reconstruction
at the decoding layer which in turns relates much on the quality of each dataset.
We hypothesize that with a robust pre-processing procedure, the SAE-LR can
work well for unsupervised HSI data. It should be noted that we used the Adam
optimizer when deploying the work of SAE-LR [14] that used a basic optimizer of
stochastic gradient descent thus it took the original experiments four to six hours
to complete a trial. Furthermore, we observed CNN models detected objects
comparably despite of a plain design (i.e., without using residual learning and
feature fusion) or a more complex architecture in recent reports except for one
report of a simple CNN [50]. The authors of [50] only yielded less than 67% for
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Indian Pines and Pavia University sets (Table 2). Therefore, we re-evaluated this
design in our experiments and found it actually worked well (above 97% across
all five datasets). Hence, we suggest that a simple CNN model can perform well
for target detection rather than complex variants.

Acknowledgment. This paper includes research that was supported by DMTC Lim-
ited (Australia). The authors have prepared this paper in accordance with the intel-
lectual property rights granted to partners from the original DMTC project.
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Abstract. The approximation of scattered data is known technique
in computer science. We propose a new strategy for the placement of
radial basis functions respecting points of inflection. The placement of
radial basis functions has a great impact on the approximation quality.
Due to this fact we propose a new strategy for the placement of radial
basis functions with respect to the properties of approximated function,
including the extreme and the inflection points. Our experimental results
proved high quality of the proposed approach and high quality of the final
approximation.

Keywords: Radial basis functions - Approximation - Stationary points

1 Introduction

The Radial basis functions (RBF) are well known technique for scattered data
approximation in d-dimensional space in general. A significant advantage of the
RBF application is its computational complexity, which is nearly independent of
the problem dimensionality. The formulation is leading to a solution of a linear
system of equations Ax = b. There exists several modifications and specifica-
tions of the RBF use for approximation. The method of RBF was originally
introduced by Hardy in a highly influential paper in 1971 [8,9]. The paper [§]
presented an analytical method for representation of scattered data surfaces.
The method computes the sum of quadric surfaces. The paper also stated the
importance of the location of radial basis functions. This issue is solved by several
papers. Some solutions are proposed by the papers [3,15,16], which use the regu-
larization in the forward selection of radial basis function centers. The paper [31]
presents an improvement for the problem with the behavior of RBF interpolants
near boundaries. The paper [13] compares RBF approximations with different
radial basis functions and different placement of those radial basis functions.
However, all the radial basis functions are placed with some random or uniform
distribution. A bit more sophisticated placement is presented in [14].
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The selection of a shape parameter is another problem. Wrong selection of
this parameter can lead to an ill-conditioned problem or to an inaccurate approx-
imation. The selection of the best shape parameter is thus very important. Forn-
berg and Wright [5] presents an algorithm which avoids this difficulty, and which
allows numerically stable computations of Multi-Quadric RBF interpolants for
all shape parameter values. The paper [29] derives a range of suitable shape
parameters using the analysis of the condition number of the system matrix,
error of energy and irregularity of node distribution. A lot of approaches for
selection of a good value of the shape parameter use some kind of random gen-
erator. Examples of this approaches are [2,20]. The paper [1] proposes a genetic
algorithm to determine a good variable shape parameter, however the algorithm
is very slow.

2 Radial Basis Functions

The Radial basis function (RBF) is a technique for scattered data interpola-
tion [17] and approximation [4,27]. The RBF interpolation and approximation
is computationally more expensive compared to interpolation and approximation
methods that use an information about mesh connectivity, because input data
are not ordered and there is no known relation between them, i.e. tessellation is
not made. Although RBF has a higher computational cost, it can be used for
d-dimensional problem solution in many applications, e.g. solution of partial dif-
ferential equations [11,33], image reconstruction [28], neural networks [7,10,32],
vector fields [24,26], GIS systems [12, 18], optics [19] etc. It should be noted that
it does not require any triangulation or tessellation mesh in general. There is
no need to know any connectivity of interpolation points, all points are tied up
only with distances of each other. Using all these distances we can form the
interpolation or approximation matrix, which will be shown later.

The RBF is a function whose value depends only on the distance from its
center point. Due to the use of distance functions, the RBFs can be easily imple-
mented to reconstruct the surface using scattered data in 2D, 3D or higher
dimensional spaces. It should be noted that the RBF interpolation and approx-
imation is not separable by dimension. For the readers reference a compressed
description of the RBF is given in the following paragraphs, for details consider
[25,26].

Radial function interpolants have a helpful property of being invariant under
all Euclidean transformations, i.e. translations, rotations and reflections. It does
not matter whether we first compute the RBF interpolation function and then
apply a Euclidean transformation, or if we first transform all the data and
then compute the radial function interpolants. This is a result of the fact
that Euclidean transformations are characterized by orthonormal transforma-
tion matrices and are therefore two-norm invariant. Radial basis functions can
be divided into two groups according to their influence. The first group are
“global” RBFs [21]. Application of global RBFs usually leads to ill-conditioned
system, especially in the case of large data sets with a large span [13,23]. An
example of “global” RBF is the Gauss radial basis function.
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p(r)=e """, (1)

where 7 is the distance of two points and € is a shape parameter.
The “local” RBFs were introduced in [30] as compactly supported RBF
(CSRBF) and satisfy the following condition:

p(r) = (1=r)iP(r)
_ {(1 —r)4P(r) 0<r<i (2)

0 r>1

where P(r) is a polynomial function, r is the distance of two points and ¢ is a
parameter.

2.1 Radial Basis Function Approximation

RBF interpolation was originally introduced by [8] and is based on computing
the distance of two points in any k-dimensional space. The interpolated value,
and approximated value as well, is determined as (see [22]):

M
h(x) =Y Nelllz — &) (3)

j=1

where \; are weights of the RBFs, M is the number of the radial basis func-
tions, ¢ is the radial basis function and &; are centers of radial basis functions.
For a given dataset of points with associated values, i.e. in the case of scalar
values {z;, h;}IV, where N > M, the following overdetermined linear system of
equations is obtained:

M
hi = h(w;) = Z)‘jSO(Hwi =&l (4)
for Vi e {1,...,N}

where \; are weights to be computed; see Fig. 1 for a visual interpretation of (3)
or (4) for a 21D function. Point in 24D is a 2D point associated with a scalar
value.

Equation (4) can be rewritten in a matrix form as

AN = h, (5)

where A;; = ¢(||z; — &;||) is the entry of the matrix in the i—th row and j—th
column, the number of rows N > M, M is the number of unknown weights
A= [A1,..., |7, ie. a number of reference points, and h = [hy,...,hx]T is
a vector of values in the given points. The presented system is overdetermined,
i.e. the number of equations IV is higher than the number of variables M. This
linear system of equations can be solved by the least squares method (LSE) as

ATAXN = A"Th, (6)
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— e
[

Fig. 1. Data values, the RBF collocation functions, the resulting interpolant (from
[26]).

where the matrix AT A is symmetrical. Another possibility to solve the overde-
termined system of linear equations AA = h is using the QR decomposition.

The RBF approximation can be done using “global” or “local” functions.
When using “global” radial basis functions, the matrix A will be full and ill
conditioned in general. When using “local” radial basis functions, the matrix
A might be sparse, which can be beneficial when solving the overdetermined
system of linear equations A\ = h.

3 Proposed Approach

We propose a new approach for scattered data approximation of 2%D functions
using Radial basis functions with respecting inflection points of the function.
Inflection points are computed from the discrete mesh and from curves given
by implicit points. For a simplicity, the proposed approach is demonstrated on
sampled regular grid.

The input 22D function f(z,y) is for the sake of simplicity of evaluation
sampled on a regular grid. For a general case neighbours have to be determined,
e.g. by using a kd-tree. One important feature when computing the RBF approx-
imation is the location of radial basis functions. We will show two main groups
of locations, where the radial basis functions should be placed.

The first group are extreme points of the input data set. Most of the radial
basis functions have the property of having its maximum at its center (we will
use only those) and thus it is very suitable to place the radial basis functions at
the locations of extreme points.

The second group are inflection points of the input data set. The inflection
points are important as the surface crosses its tangent plane, i.e. the surface
changes from being concave to being convex, or vice versa. The surface at those
locations should be approximated as accurately as possible in order to maintain
the main features of the surface.
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3.1 Determination of Extreme Points

The local extreme points of the function f(z,y) can be either minimum or max-

imum, i.e.

of of

— =0 & —=0. 7

ox oy ()
The decision if a point is a local extreme point can be done using only surround-
ing points. In our case, i.e. regular grid, we use four surrounding points, i.e.
point on the right, left, up and down. In general case, neighbor points need to
be determined, e.g. using a kd-tree. If a point is a local maximum, then all four
surrounding points must be lower. The same also applies to a local minimum,
i.e all four surrounding points must be higher (Fig. 2).

4]6[8]6[5]4]3[4]5
5|7[6(5[5]2 235
6877H3224
9lala|s|5]a]43]5

Fig. 2. Location of local extreme points. The values 1 and 8 (green) are local extremes,
i.e. local minimum and local maximum. The value 4 (red) is not a local extreme as the
four surrounding values are higher and smaller as well. (Color figure online)

The situation on the border of the input data set is a little bit different as we
cannot use all four surrounding points, there will always be at least one missing.
One solution is to skip the border of the input data set, however in this way
we could omit some important extremes. Therefore, we determine the extremes
from only three or two surrounding points.

3.2 Determination of Inflection Points

The second group of important locations for radial basis functions placement are
inflection points, which forms actually curves of implicit points. The inflection
points are located where the Gaussian curvature is equal zero. The Gaussian
curvature for Z%D function f(z,y) is computed as

a2f82f_<a2f )2

9z 873/2 0xdy

() () )

The Gaussian curvature is equal zero when

0 o R S A
0x2 Oy? oxoy)

kgauss =
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This formula is equivalent to the calculation using the Hessian matrix, i.e.

o°f o*f

2
o agiafy — 0. (10)
Oyox Oy?

To find out the locations, where the Gaussian curvature, i.e. the determinant
of Hessian matrix, is equal zero, we can sample the following function from the
input discrete data set.

2
_Pf <82f>. )

Hz,y) = 0x2 Oy? 0xdy
An application example of (11) can be seen in Fig. 3.
Now, we need to find out the locations, where this sampled function is equal
zero. We again use the four surrounding points. If at least one is positive and at
least one is negative, then there must be a zero value in between them. For the
simplicity and to speed-up the calculation we consider the center point as the
inflection point (see Figs.3 and 4 for illustration).

4]6]8[6]5]4]-2]-3-4
5(2[6(5(5]22[-1]-5
2137.3224
-2[-10[5]5]4]4]3]5

Fig. 3. Location of inflection points. The green positions with values 1 are considered
as inflection points. The red position with value 4 is not an inflection point as all four
surrounding values from (11) are positive. (Color figure online)

The resulting inflection points form a curve of implicit points. It is quite
densely sampled. However, for the purpose of the RBF approximation, we can
reduce the inflection points to obtain a specific number of inflection points or
reduce them as the distance between the closest two is larger than some threshold
value.

3.3 RBF Approximation with Respecting Inflection Points

In the previous chapters, we presented the location of radial basis functions
for 2%D function approximation. These locations are well placed to capture the
main shape of the function f(x,y). However we should add some more additional
points to cover the whole approximation space. One set of additional radial basis
functions is placed on the border and in the corners. The last additional radial
basis functions are placed at locations with Halton distribution [4]

[log pk]

Halton(p)x = » ]% (UJ mod p), (12)

=0
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1

Fig. 4. An example of Z%D function with the curves of inflection points. The red curve
represents the location of inflection points calculated using (11). (Color figure online)

where p is the prime number and k is the index of the calculated element, see
Fig. 5 for an example of denerated points distribution. It is recommended to use
different primes for  and y coordinate.

Fig. 5. The example of 10°> Halton points. The Halton sequence was generated using
two prime numbers [2,3], i.e. for z coordinates a Halton sequence with the prime
number 2 and for y coordinates a Halton sequence with the prime number 3.

Knowing all the positions of radial basis functions, we can compute the RBF
approximation of the 2%D function. For the calculation we use the approach
described in Sect. 2.1.

4 Experimental Results

In this section, we test the proposed approach for Radial basis function approxi-
mation. We tested the approach on all standard testing functions from [6]. In this
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paper we present the experimental results on only three testing functions, while
the results for other testing functions are similar. The selected testing functions
are the following

2 (. 5
filz,y) =11 (sm (42% +49°) — (z+y) + 2) (13)
o, y) =S e H(Om-2240y-2%) 3 5 0n1)~ 5 (0y+1)?
’ 4 4
1 1
+ 56—%(%—7)2—&(%—3)2 _ ge—<9z—4)2—<9y—7)2 (14)
1
f3(z,y) =3 tanh (9y — 9x) + 1 (15)

All testing functions z = f(x,y) were “normalized” to the interval z,y €
(—1,1) and the “height” z to (0,1) in order to easily compare the proposed
approximation properties and approximation error for all testing functions and
we used Gaussian radial basis function in all experiments.

o(r) = e (16)

Only some representative results are presented in this chapter. The visualization
of (13) is in Fig. 6, the visualization of (14) is in Fig.9 and the visualization of
(15) is in Fig. 12.

The first function (13) is an inclined sine wave. This function contains inflec-
tion points formed in the elliptical shapes as can be seen in Fig.8b. In the
experiments we used the Gaussian radial basis function with a shape parameter
€ = 1. The visualization of original function together with the RBF approxima-
tion is in Fig. 6. The approximation consists of 246 radial basis functions (78 are
at locations of inflection points and extremes, 24 are at the borders and 144 are
Halton points). It can be seen that the RBF approximation is visually identical
to the original one. Also precision of approximation is very high, see Fig. 8a

To have a more closer look at the quality of RBF approximation, we computed
the isocontours of the both original and approximated functions, see Fig. 7. Those
isocontours are again visualy identical and cannot be seen any difference.

To compare the original and RBF approximated functions, we can compute
the approximation error using the following formula for each point of evaluation.

Err = ‘f(w7y)_fRBF<xvy)|7 (17)

where f(z,y) is the value from input data set and frpr(z,y) is the approximated
value. Absolute error is used for evaluations data are normalized to (—1,1) x
(—1,1) x (0,1) as described recently. If we compute the approximation error for
all input sample points, then we can calculate the average approximation error,
which is 2.37 - 10, and also the histogram of approximation error, see Fig. 8a.
It can be seen that the most common approximation errors are quite low values
below 0.4%. The higher approximation errors appear only few times. This proves
a good properties of the approximation method.
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(a) Original data set. (b) RBF approximation.

Fig.6. The RBF approximation of Q%D function (13). The total number of RBF
centers is 246 (red marks). (Color figure online)

e

(a) Original data set. (b) RBF approximation.

Fig. 7. The comparison of function isocontours.

The next testing function (14) is visualized together with the RBF approxi-
mation in Fig. 9. This function consists of four hills and the RBF approximation
preserves the main shape. The only small difference is at the borders, which can
be seen in more details in Fig. 10. The Gauss function with the shape parameter
€ = 26 was used as radial basis function.

The average approximation error is 2.75 - 1072 and the distribution of the
approximation error can be seen in the histogram in Fig. 11.
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0 0.002 0.004 0.006 0.008 0.01

(a) Histogram of approximation error. (b) Inflection and extreme points.

Fig. 8. The histogram (a) of approximation error for the function (13). The horizon-
tal axis represents the absolute approximation error computed as (17). It should be
noted, that the vertical axis is in logarithmic scale. The visualization (b) of all located
inflection and extreme points.

(a) Original data set. (b) RBF approximation.

Fig.9. The RBF approximation of 22D function (14). The total number of RBF
centers is 244 (red marks). (Color figure online)

The last function (15) for testing the proposed RBF approximation is visu-
alized in Fig. 12a. This function is quite exceptional, because it has a sharp cliff
on x = y. Such sharp cliffs are always very hard to approximate using the RBF.
However using the proposed distribution of the radial basis functions, we are
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(a) Original data set. (b) RBF approximation.

Fig. 10. The comparison of function isocontours.

Fig. 11. The histogram of approximation error for the function (14). The horizontal
axis represents the absolute approximation error computed as (17). It should be noted,
that the vertical axis is in logarithmic scale.

able to approximate the sharp cliff quite well, see Fig. 12b. The problem, that
comes up, is the wavy surface for y > z, see more details in Fig. 13. The Gauss
function with the shape parameter e = 25 was used as the radial basis function.

The average approximation error for this specific function is 1.22-1072. This
result is quite positive as the function is very hard to approximate using the RBF
approximation technique. The histogram of the approximation error is visualized
in Fig. 14.
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A ] 4
(a) Original data set. (b) RBF approximation.

Fig.12. The RBF approximation of 2%D function (15). The total number of RBF
centers is 244 (red marks). (Color figure online)

(a) RBF approximation isocontours. (b) Approximation error isocontours.

Fig. 13. The visualization of approximated function isocontours (a). The visualization
of approximation error as isocontours plot (b), please note that the average approxi-
mation error is 1.22 - 1072,



334 M. Cervenka et al.

0 0.05 0.1 0.15 0.2

Fig. 14. The histogram of approximation error for the function (15). The horizontal
axis represents the absolute approximation error computed as (17). It should be noted,
that the vertical axis is in logarithmic scale.

5 Conclusion

We presented a new approach for approximation of 2%D scattered data using
Radial basis functions respecting inflection points in the given data set. The RBF
approximation uses the properties of the input data set, namely the extreme
and the inflection points to determine the location of radial basis functions.
This sophisticated placement of radial basis functions significantly improves the
quality of the RBF approximation. It reduces the needed number of radial basis
functions and thus creates even more compressed RBF approximation, too.

In future, the proposed approach is to be extended to approximate 3%D
scattered data, while utilizing the properties of the input data set for the optimal
placement of radial basis functions. Also efficient finding a shape parameters is
to be explored.
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Abstract. The Radial basis function (RBF) approximation is an effi-
cient method for scattered scalar and vector data fields. However its
application is very difficult in the case of large scattered data. This paper
presents RBF approximation together with space subdivision technique
for large vector fields.

For large scattered data sets a space subdivision technique with over-
lapping 3D cells is used. Blending of overlapped 3D cells is used to
obtain continuity and smoothness. The proposed method is applicable
for scalar and vector data sets as well. Experiments proved applicability
of this approach and results with the tornado large vector field data set
are presented.

Keywords: Vector field - Radial Basis Functions * Critical point -
Tornado - Simplification + Approximation - Space subdivision *
Data compression - Visualization

1 Introduction

Interpolation or approximation methods of scattered 3D vector field data mostly
use tessellation of the given domain, i.e. triangulation or tetrahedralization, etc.
Space subdivision techniques are often used to increase speed-up and decrease
memory requirements in combination of adaptive hierarchical methods, i.e.
quadtree, octree etc. However, the Radial Basis Functions (RBF) is not a sep-
arable (by dimension) approximation. In general, the meshless methods mostly
based on RBF.

Data are split into subdomains, processed and blended together with parti-
tion of unity in [28]. The contribution [28] is an extension of well-known method
[16], which construct surface model from large data sets using multi-level parti-
tion of unity. Downsampling [17] leads to a coarse-fine hierarchy, where points
in each hierarchy level are used incrementally for better approximation. Parallel
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version of this approach [29] claims O(N) computational complexity using gener-
alized minimal residual method (GMRE) with the Schwartz iterative method [3].
Optimization of centers and weights of RBF methods was explored in [25] with
combination of hierarchical decomposition. There are many other related mod-
ifications of RBF approximation with a specific focus available, e.g. parallelism
of [7] for mesh deformation, incremental RBF interpolation [1], computation
of RBF with Least square error [12] with preconditioning aspects and domain
decomposition.

The method for topological information visualization for vector fields is well
known [11]. The vector fields are very complex data sets and the topological
skeleton represents a compact visualization. The vector field topology can be
simplified using [26]. This approach computes clusters of critical points, where
the distance is represented by the weight of merging critical points. The critical
points in one cluster are merged together and can create a higher order critical
point or cancel each other. The method generates the piece-wise linear represen-
tation after building clusters containing singularities. The paper [27] presents an
approach for simplified visualization of vector fields. The authors prove that the
3D vector field inside some closed region can be represented by the 2D vector
field on the surface over this region. The vector filed that uses the Delaunay
triangulation is described in [4]. It removes vertices from the Delaunay triangu-
lation close to critical points and prevents topological changes using local metric
while removing some vertices. Numerical comparison between global and local
RBF methods was explored in [2] to find out the advantages and disadvantages
of local RBF methods use for 3D vector field approximation. The classification of
critical points using Hessian matrix is presented in [21]. Vector field approxima-
tion for the 2D case preserving topology and memory reduction was presented
in [10]. Tt is based on segmentation and flow in a separate region is approxi-
mated by a linear function. The paper [23,24] proposes an approach for RBF
approximation of vector field and selection of important critical points. Robust
detection of critical points is described in [20].

We propose a new simple and robust approach for large scattered 3D vector
fields data approximation using space subdivision. Usually, the whole data set
needs to be processed at once [13,14]. Other relevant methods are not easy to
implement. Using the space subdivision methods with respecting the continuity
of the resulting approximation, the proposed approach enables to process large
data vector fields.

2 Proposed Approach

The 3D vector field data sets come usually from numerical simulations and are
very large. Such vector fields can be approximated for the visualization purposes
or to minimize the data set size. In our proposed approach for approximation
of 3D vector fields we use modified algorithm described in [22], which computes
2D interpolation of height data sets.

In the following part we introduce a new approach for large 3D vector field
data approximation using RBF and space subdivision respecting continuity of
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the final approximation result. Space subdivision application leads to significant
computational speed-up, decrease of memory requirements and better robustness
of computation, too.

There are three main steps of the algorithm: space subdivision, data approx-
imation of each cell and blending, i.e. joining approximations over overlapping
cells. The Algorithms 1 and 2 present relevant pseudocodes.

Algorithm 1. Pseudocode of the proposed approach for RBF approximation.
1: procedure RBF(Points P) > P = {xi, v}
2: for all cells in grid do

Enlarge cell for approximation by ¥

p <« Points in enlarged cell

& — RBF centers in enlarged cell

Compute RBF approximation of p

Algorithm 2. Pseudocode of approximated value calculation using the proposed
RBF approximation method.
1: procedure RBF(Point p) >p={z,vy,z}
2: Find neighboring cells
Determine distances to cells
Compute approximated RBF values for all cells
Blend RBF approximated values together > using distances to cells

2.1 Space Subdivision

The divide and conquer (D&C) strategy is used in the proposed algorithm. The
input data set is divided into several domains. In this paper for simplicity of
explanation, we use a rectangular grid for divide and conquer strategy, where
the grid size for 3D data set is n x m x [. We can use any kind of space division,
however the proposed approach is easy to explain sung the regular orthogonal
grid and thus it was used in the presented experiments for its simplicity.

The given data need to be splitted into overlapping cells respecting the cre-
ated grid for application of the space subdivision. Each domain of the grid is
enlarged to a cell which includes some neighboring points from the neighborhood
domains (it will be explained latter on), see Fig. 1.

2.2 Cells RBF Approximation

In the proposed approach, we use the “global” Thin Plate Spline (TPS) radial
basis function, which is shape parameter free and minimizes the tension of the
final approximation [5]. The TPS has the following formula

1
o(r) =r*logr = 57‘2 log -2 (1)
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Fig. 1. 3D regular orthogonal grid (2D analogy) of one cell. Each cell has points that
are inside the domain plus pints from the overlapping parts (grey color).

Now, the given points are splited into overlapping 3D cells. The RBF approx-
imation needs the centers of radial basis functions. The RBF centers have the
Halton distribution [8] and are placed inside the enlarged cell. The number of
centers for RBF approximation of each cell can be selected according to the
required quality of approximation.

Points inside of a cell are approximated using the RBF approximation with
the TPS function. This approximation uses the standard solution of the linear
system of equations (2). Each cell is approximated independently and therefore
the computation can be done totally in parallel, which increases the performance
and speed-up, too. However, the memory requirements would be higher as mul-
tiple RBF matrices need to be stored simultaneously. This should be considered
when determining the size of a grid for space subdivision.

M
v =v(@) =Y Aoz — &),

j=1

for Vi € {1,...,N} 2)

where v; = [v!”, 0", 0], M is the number of the RBF centers. Solution of
the linear system of equations is a vector A = [A1, Aa, ..., Ax]7, where \; =
(A2, AY, A#]7. These values will be used later. However, the matrix for the RBF

computation can be discarded as it will not be needed any more.

2.3 Reconstruction Function and Cells Blending

The already computed approximated cells overlap. To get the final continuous
representation of the 3D vector field, we need to join the RBF approximations
of cells.

The RBF approximation usually has problems with a precision on a border
[15,19] and thus we cannot use the whole enlarged cell for blending. The over-
lapping part of each border is ¥. For the blending phase we will use only half
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of the overlapping part, see the blue part in Fig.2, Therefore the size of this
overlapping part is v, i.e. (2¢ = W).

Fig. 2. Visualization of the overlap part used for blending (blue color). (Color figure
online)

To blend all the neighborhood cell together, we use modified trilinear inter-
polation (“blending”) of those neighborhood cells. The computed value obtained
for each cell is to be weighted by a coefficient .. The coefficients « are determined

as
. 2
o — [1 _ min (17 distance froq;}n the border)] ’ 3)

where distance from the border is the shortest distance from the location to
the border using the Euclidean metric. The final blending coefficients «; are
computed using Eq. (3) as

Oli/

2k
> oy
j=1

: (4)

o =

where i = {1,...,2%} and k is the dimension, i.e. kK = 3 for 3D vector field data
set. The visualization of blending functions for blending of two approximations
can be seen in Fig. 3. The initial and the final phase of blending function is more
attracted to value 0, resp. 1, thus the final approximation is more smooth.

After computing the proposed RBF approximation with space subdivision
and blending, we end up with an analytical form of the approximated vector field.
This vector field is the simplified representation of the original data set. Moreover
the analytical formula of the vector field can be used for further processing and
visualization.

2.4 Speed-Up of the Proposed Approach (Approximation)

The RBF approximation has actually two parts. First, the RBF coefficients com-
putation. And second, computation of the function value for the given position x.
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Fig. 3. Blending functions for blending of two approximations.

The space subdivision is used to speed-up the computation of vector field
radial basis function approximation, i.e. computation of A values, and reduces
memory requirements, too.

The asymptotic time complexity of solving overdetermined system of linear
equations with QR decomposition [6] and Householder matrix transformation
[9] is

O <2NM2 - §M3> , (5)

where N is the total number of input points, M is the number of centers for
RBF and N > M.

Let us assume that the input vector field data set has an uniform distribution
of points and the input vector field is divided into G cells. The best size of over-
lapping part was experimentally selected as ¥ = 30%, i.e. 1) = 15%. The smaller
overlapping part can result in non-smooth blending and larger overlapping part
will result in higher computation costs while the approximation quality will not
increase much more.

The number of points inside the enlarged cell is different depending on the
location of the cell. In Fig.4 are visualized 3 different type of cells, when the

Fig. 4. Visualization of different type of cells according to the number of points inside
the enlarged cell.
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cells with the same color have the same number of points inside the enlarged
cell. There is one more group of cells, that has the same number of points inside
the enlarged cell. This group of cells is inside the cube visualized in Fig.4. In
our computations of time complexity, we will assume, that the number of points
inside each enlarged cell is the same and is equal to

N
= (1+20)° = 6
n=(1+20)" 2, (6)
where G is the total number of cells and n is the number of points inside the
enlarged cell. The constant ¥ is the size of overlapping parts.
The proposed RBF approximation method time complexity can be estimated

0 (6 (20~ 200) ). o

where m is the number of centers for RBF approximation. The value of m is

calculated as
d (®)
m=n—.
N
The speed-up of the proposed algorithm for vector field RBF approximation

compared to the standard RBF approximation is
O (2NM? — 2M3) G*(1 —3N) ()
V= = 5
O (G (2nm? = 5m*)  (14-20)° (G = 3N (1+20)%)

where U is the size of overlapping parts. For large values of N, i.e. N > 10°, the
expected speed-up is given as Eq. (10) and the visualization of speed-up is in
Fig.5.
(;3
VR ————. (10)
(1+29)

1E+8
1E+7
1E+6
1E+5
1E+4

speed-up

1E+3
1E+2
1E+1

1E+0

8 16 32 64 128 256 512 1024 2048
total number of cells

Fig. 5. Expected speed-up of the proposed approach of vector field RBF approximation
compared to the standard one (note that the axes are logarithmic).
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An example of the speed-up for the size of overlapping 30% is as the following
G3 G? G?
(1+2-03)% 162~ 281

~
~

(11)

2.5 Speed-Up of the Function Evaluation

In this part we present how the function evaluation speed-up the vector field
RBF approximation computation. Moreover, it also speed-up the evaluation of
the approximation function as well. For the standard RBF function evaluation,
the time complexity can be estimated as:

O (M). (12)

In the case of the proposed algorithm, the time of RBF evaluation can be
estimated as:

O (2°m), (13)
where the maximum number of blended approximations is 23, i.e. 8. Using
Egs. (12) and (13), we can determine the theoretical speed-up of the proposed
method for evaluation of one function value of the vector field RBF approxima-

tion:
_ o) G
"= 0@m (23 (1+ 2&0)‘“’) ’ 4

where ¥ is the size of overlapping parts. For most grid resolutions, i.e. number of
cells, the speed-up 1 > 1, is shown in Fig. 6. Note that the n axis, i.e. speed-up,
is in logarithmic scaling.

3 Experimental Results

In this part we present experimental results. The proposed 3D vector field RBF
approximation is especially convenient for large vector field data set approxima-
tion. Firstly we test the algorithm using small synthetic data sets to present and
prove properties of the proposed approximation method.

8 16 32 64 128 256 512 1024 2048
total number of cells

Fig. 6. Expected speed-up of function evaluation of the proposed approach for vec-
tor field RBF approximation compared to the standard one (note that the axes are
logarithmic).
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Secondly, the experimental results with real data sets containing 5.5 - 108
points are presented. Experiments proved that the proposed method is capable
to process significantly larger data on a desktop computer.

3.1 Synthetic Data Set

Firstly, we tested the blending of two 1%D simple functions together to verify
expected properties of the proposed approach. We used two blending functions
from Fig.3 and performed the blending on two functions that are visualized
in Fig.7. The two functions are blended in interval [0.4; 0.6] and the result is
visualized in Fig. 7.

351

25r

0 0.2 0.4 0.6 0.8 1

Fig. 7. Blending of two functions (red) and the result after blending (black). (Color
figure online)

Secondly, we tested the blending of two Q%D functions together. The result of
blending two 2%D functions together at different locations is visualized at Fig. 8.
It can be seen that the blending result is continuous and smooth, as expected.

3.2 Real Data Set

In these experiments, we used the EF5 tornado data set (from [18])!, see Fig. 9a.
The data set contains 5.5 - 108 3D points with associated 3D vector.

! Data set of EF5 tornado courtesy of Leigh Orf from Cooperative Institute for Mete-
orological Satellite Studies, University of Wisconsin, Madison, WI, USA.
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cell cell

(e)

Fig. 8. Blending of two Z%D functions together. Visualization of blending for different
“cut” of 25D function (a-d), see (e) for “cut” location.

We computed the vector field approximation using the proposed approach
with different number of centers for radial basis functions. The vector field RBF
approximation when using only 0.1% of the number of input points as the number
of RBF centers is visualized in Fig. 9b. It means, that the vector field approx-
imation is visually almost identical with the original vector field data set even
thought a high compression ratio (1 : 10®) is achieved. Visualization of 2D slices
is visualized in Fig. 10. Again, the approximated vector field is almost identical
with the original vector field.

The approximation error for different number of centers for radial basis func-
tions is visualized in Fig.11. The approximation error is computed using the
formula N

Err = —Zi:lNHUZ — vl”, (15)
2i= il
where v; is the original vector, v; is the approximated vector and N is the
number of vectors.

This experiments also proved expected precision depending on the number

of centers of the RBF approximation.
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(d)

Fig. 10. Visualization of three 2D vector field slices. The top row represents the original
vector field (a—c) and the bottom row represents the approximated vector field (d—f).

18%

0.1% 1.0% 10.0%
ratio of RBF centers and input points (m/n)

Fig. 11. The approximation error for different number of RBF centers.

4 Conclusion

We presented a new approach for large scale 3D vector field meshless approx-
imation using RBF. The method significantly speeds-up the RBF parameters
calculation, i.e. A values, and the final RBF evaluation as well.
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The proposed approximation method is based on partially overlapping cells.
These overlapping cells are continuously blended together in order to obtain
approximation of the whole large data set. Due to the space subdivision, the app-
roach decreases memory and computational requirements. The proposed algo-
rithm can be parallelized easily as well.

Experiments made on synthetic and real data proved high performance and
computational robustness. The result of the proposed is an analytical description
of simplified 3D vector field. This is very useful in further processing of the vector
field and visualization as well.
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Abstract. Despite the expressive progress of deep learning models on
the image classification task, they still need enhancement for efficient
human action recognition. One way to achieve such gain is to augment
the existing datasets. With this goal, we propose the usage of multiple
Visual Rhythm crops, symmetrically extended in time and separated by
a fixed stride. The symmetric extension preserves the video frame rate,
which is crucial to not distort actions. The crops provide a 2D represen-
tation of the video volume matching the fixed input size of the 2D Con-
volutional Neural Network (CNN) employed. In addition, multiple crops
with stride guarantee coverage of the entire video. Aiming to evaluate
our method, a multi-stream strategy combining RGB and Optical Flow
information is extended to include the Visual Rhythm. Accuracy rates
fairly close to the state-of-the-art were obtained from the experiments
with our method on the challenging UCF101 and HMDB51 datasets.

Keywords: Deep learning + Action recognition + Data augmentation -
Video analysis - Visual rhythm

Introduction

®

Check for
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In the last years, much progress has been made in the field of image classifi-
cation. This success is the result of the combination of large image datasets,
such as ImageNet [1], and the creation of new CNN approaches [2,3]. A natural
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consequence of this success was the exploitation of these advances in the field of
video classification. In this domain, one problem consists in recognizing the main
action executed by a person along a video. A solution to this problem is crucial
to automate many tasks and it has outstanding applications: video retrieval,
intelligent surveillance and autonomous driving [4-6]. This specific problem is
called human action recognition and it is the subject of this paper.

The time dimension that is presented in videos produces a significant data
increase if compared to images. Although some works have used 3D CNNs [5,7],
the additional data of time dimension makes it prohibitive to use them without
any previous polling step [8,9]. Most of recent works have used 2D CNNs for
action recognition and this choice requires a video volume representation in a
2D space [9-11]. Such representation also needs to match the input size of the
employed neural network which is commonly fixed. Another problem related to
the data is the lack of massive labeled datasets. The existing ones [12,13] tend
to be poorly annotated [6]. A workaround is to augment some well established
datasets [14,15]. However, once their video lengths vary between samples, the
time dimension manipulation is not simple and special cautions are required
when performing the augmentation. For instance, keeping the original video
frame rate is critical for the action recognition problem. Any variation in the
frame rate could alter the action speed and distort it. When classifying a video
with “walking” action, for example, this could be easily confused with the “run-
ning” action if a video with the first action had its frame rate increased compared
to a video containing the second action.

In previous works, the usage of Visual Rhythms (VRs) [16-19] was proposed
to address the issues imposed by time dimension handling. The VR is a 2D video
representation with combined 1D RGB information varying in time. In this work,
we propose a data augmentation for the VR by extending it symmetrically in
time. This augmentation is an improvement of our previous work [19]. It is
assumed that most actions presented from back to front in time can be properly
classified. Furthermore, abrupt brightness changes are not introduced such as
the periodic extension used in [19]. The symmetric extension in time also allows
the extraction of multiple VR crops without deformations in frame rate. In
addition, the crop dimensions can also be set to match any required input size
of the employed neural network. All of these characteristics together make the
symmetric extension a proper method to augment video datasets.

Our experiments are performed on two well-known challenging datasets,
HMDBS51 [15] and UCF101 [14]. A modified version of the widely known Incep-
tionV3 network [2] is used. When combined with other features in a multi-stream
architecture, the VR provides complementary information, which is crucial to
achieve accuracy rates close to state-of-the-art methods. It is used the multi-
stream architecture presented in [19]. This architecture takes RGB, Optical Flow
and symmetrically extended VR images as input. It is empirically showed that
symmetrically extended VRs can improve the final classification accuracy.
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Fig. 1. Overview of the Visual Rhythm stream. After symmetric extension, n,, crops
apart from each other by a stride s are extracted in the center (yellow). Depending on
the dataset, extra crops aligned with the image top (magenta) and bottom (cyan) are
extracted. All crops are applied to the CNN. The resulting features are averaged and
the final class is predicted through a softmax layer. (Color figure online)

2 Related Work

The VR is a spatio-temporal slice of a video, i.e., a predefined set of pixels
forming an arbitrary 2D surface embedded in a 3D volume of a video. Despite
it has been first employed to detect camera transitions (cut, wipe and dissolve)
in videos [16,17], the term VR was just mentioned a couple of years later by
Kim et al. [20]. The first employment of VRs in the human action recognition
problem was accomplished by Torres and Pedrini [21]. They utilized high-pass
filters to obtain regions of interest (ROI) in VRs of videos. It is argued that the
action patterns are present in only some parts of the VR.

By extracting the VR from videos, we attempt to reduce the human action
recognition problem to image classification. There are highly successful convolu-
tional neural networks [2,3] for this problem. Aiming to take advantage of such
CNNSs, many works have proposed to combine distinct 2D representations of the
videos. The RGB information is a basic feature for this purpose. But even multi-
ple image frames are not able to capture movement correlations along time and
fail to distinguish similar actions [22]. In order to complement RGB based CNNs,
many works have employed Optical Flow sequences as temporal features to sup-
ply the correlations along time [23-25]. Thus, a two-stream model was proposed
to exploit and merge these two features [26,27]. This method showed to be suc-
cessful and other extensions emerged combining more than two streams [9-11].

Despite the success of multi-stream methods, they do not allow communi-
cation between streams [23,25-27]. This lack of interaction hinders the models
from learning spatio-temporal features [6]. An attempt to address this problem
was proposed by Feichtenhofer et al. [10] with an architecture that provided a
multiplicative interaction between spatial and temporal features. Another way
to address this issue is to merge the spatial and temporal information into a sin-
gle feature. To represent such spatio-temporal features, it is necessary to apply
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a pooling method to the video. Wang et al. [9] propose a pooling descriptor,
based on SVM, to obtain a compact video representation. The pooling scheme
is coupled into a CNN model and trained end-to-end. Similarly, the VR is also
a kind of spatio-temporal feature. In the VR, a spatial dimension (X or Y axis)
and the temporal dimension are aggregated into a 2D feature.

As shown in our previous work [19], the VR combined with a multi-stream
model makes it possible to explore time and space interactions in videos to
improve action recognition. The main interest was to introduce the VR as a
spatio-temporal feature and show its contribution to a well-known architecture.
A contribution was a method to detect the better direction (horizontal or ver-
tical) to extract the VR. The criterion was to use the VR of the direction with
more movement. Typical data augmentation techniques were also applied to the
VRs. Such techniques significantly increased the classification accuracy. Moti-
vated by this, we propose the use of multiple VR crops, symmetrically extended
and separated by a fixed stride. This method consists of a proper data augmen-
tation for the VR. Furthermore, some parameters related to the VR are explored
aiming to extract more relevant information from video sequences.

3 Proposed Method

An overview of the VR stream is depicted in Fig. 1. It consists of a classification
protocol using a version of the InceptionV3 network with VRs. A VR is computed
for each video and its data augmentation is driven by symmetric extension.
Multiple crops with fixed stride are extracted from the symmetric extension.
The final class prediction is the averaged prediction of all crops.

Fig. 2. Horizontal weighted rhythm: y is the middle row in this example.
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3.1 Visual Rhythm

In most cases, the trajectory that is formed by the points in P is compact and
thus the VR represents a 2D subspace embedded in video volume XYT'. For
instance, if P is the set of points of a single frame row, the resulting VR is a
plane parallel to XT'. Analogously, setting P as a single frame column results in
a plane that is parallel to YT

The proposal of [18,19], that takes the mean VR formed by all rows, was
adapted. The reason is that the underlying moving object in a video is more
likely to be observed far from the frame borders. By weighting the VRs far
to the main object’s location as the closest ones, one might hinder the motion
representation. Instead, we propose to weight less as the VRs get farther from a
reference row or column. Let P. = {(r,1), (r,2),---, (r,w)} be the set of points
forming the row r. We define the horizontal weighted VR as:

h -1

WVR, —ZVRP ~g(r—y,oy) [Zgr—y,ayl (1)

r=1

2

where y is the reference row of the horizontal VR, and g(s,o) = e 2 is the
weighting function that decays as the other VRs get farther from the reference
y. Thus, the horizontal VR used in this work is defined by two parameters: the
reference row y and standard-deviation o,,. Figure 2 depicts a video of the Biking
class of UCF101 (240 frames with 320 x 240 pixels), forming a VR of 320 x 240
elements. In practice, an interval y £d,, is defined from o, such that outer rows
have zero weight. In practice, to make the parameter y invariant to video height
h, we define a factor f, such that y =« - h.

3.2 Symmetric Extension with Fixed Stride Crops

The symmetric extension of a VR, named WVR,, is

WVR, (i, f —m), for|k/f|odd

WVR (i, k) = 2
v (k) {WVRy(i,erl), otherwise @

where 1 < ¢ < w, m is the remainder of the integer division of k£ by f and k € Z.
Thus, the WVR is composed of several copies of the VR concatenated several
times along the temporal dimension with the even occurrences being horizontally
flipped. Figure 3 shows a video of the Biking class of UCF101 (Fig.2) extended
three times. The premise is as follows: the action performed backwards in time
also represents the class and can be used to reinforce the NN training.

The VR is extracted from each video in the dataset. Our proposal is to use
multiple crops from each extended VR as a data augmentation process. Each
crop is formed by the image constrained in a wenny X hoyy window (matching
the CNN’s input). A crop with lower left coordinates x and t is defined as:

Cl(a,b) = WVR;(QU +a,t+0b), (3)



356 H. Tacon et al.

withz <a < z+heyyand t < b < t+weny. The VR is extended symmetrically
until n,, crops are extracted using a stride s, i.e., the first crop is taken at t =0
and all subsequent n,, — 1 crops are taken s frames ahead the previous one. The
resulting set of crops for a fixed row z is {C.f, | t = js}, for j € {0,1,...,n,, — 1}.

If honpy is smaller than w, i.e., the video frame width is greater than the
corresponding dimension of the CNN, the crops are centered in X as depicted in
Fig. 3. This approach assumes that the main action motion is mostly performed
in this region. Notice that the top and bottom sides are not reached by the
crops. In order to include these regions, extra n,, crops keeping the stride s from
each other are obtained, aligned with the top and bottom borders. Thus, up to
3 - n,, crops can be obtained depending on the application. This is useful to get
all information in X and for most videos reinforce the central information. The
mean and standard-deviation are computed to normalize each RGB channel of
all crops.

0 s ! 2s 3s2f 4s j’f5s 6s ! t

Fig. 3. Symmetric extension of a VR covering five squared crops: the frame width is
w = 320 pixels, the corresponding video length is f = 240 frames, the stride between
crops is s = 150 pixels and the crop dimensions are weny = hony = 299. The central
area in X is selected in this example.

3.3 Video Classification Protocol

At inference time and for video classification, all the augmented crops are applied
to the CNN and their last layer feature maps are extracted (just before softmax
activation) and averaged. The softmax activation is applied to this average fea-
ture maps and then used to predict the sample class. We argue that this process
might yield better class predictions based on the assumption that multiple crops
taken at different time positions are representative of distinct portion of the



Action Recognition Using CNNs with Symmetric Time Extension of VRs 357

underlying action in the video. The whole process is depicted in Fig. 1. In train-
ing stage, however, each crop is processed as a distinct sample and separately
classified, i.e. the average is not taken into account.

4 Experimental Results

Datasets. The proposed method was evaluated through experiments performed
on two challenging video action datasets: UCF101 [14] and HMDB51 [15]. The
UCF101 dataset contains 13320 videos. All videos have fixed frame rate and
resolution of 25 FPS and 320 x 240 pixels, respectively. This dataset covers a
broad scope of actions from the simplest to the most complex ones. An example
of the latter is playing some sport or playing some instrument. These videos were
collected from Youtube and divided into 101 classes. Since they were uploaded
by multiple users, there is a great diversity in terms of variations in camera
motion, object appearance and pose, object scale and viewpoint. This diversity
is essential to replicate the variety of actions that a more realistic scenario could
have. HMDB51 is an action recognition dataset containing 6766 videos from
51 different action classes. The HMDB51 includes a wide variety of samples
collected from various sources, including blurred videos, or with lower quality,
and actions performed in distinct viewpoints. The evaluation protocol used for
both datasets is the same. The average accuracy of the three training/testing
splits available for both datasets is reported as the final result.

Implementation Details. The Keras framework [28] was used for all exper-
iments. A slightly modified version of the InceptionV3 network [2] initialized
with ImageNet [1] weights was used in the experiments of the Visual Rhythm
Parameterization section. The InceptionV3 was modified to have an additional
fully connected layer with 1024 neurons and 60% of dropout. The softmax clas-
sifier was adapted to match the number of classes in each dataset. It was used
in the experiments that explored the variation of VR parameters.

All training parameters were kept the same for both datasets. Some Keras
random data augmentation approaches (horizontal flip, vertical flip and zoom
in the range of 0.8 to 1.2) were applied to the VRs. The network was trained
with the following parameters: learning rate of le3, batch size of 16, Stochas-
tic Gradient Descent (SGD) optimizer with momentum of 0.9 and categorical
cross entropy loss function. The early stopping training strategy is adopted with
patience of 6 epochs. The learning rate was also scaled down by a factor of 10
after 3 epochs without any improvement in the loss function. The learning rate
decrease was limited to 1e~S.

The representation of the video through the weighted VR depends on the
choice of two parameters: a reference row (or column) o, and the standard-
deviation o,. The impacts of these parameters are explored in the first two
experiments. The results show that the right choice of these parameters can help
to improve the accuracy in both datasets. These results also provide evidence
that the main action of the videos tends to focus around a certain region of
the frames. We also perform experiments varying the symmetrical extension
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parameters aiming to achieve the better settings for it. The results corroborate
the assumption that a data augmentation method is essential for increasing the
accuracy rates.

4.1 Visual Rhythm Parameterization

A sequence of experiments was performed to discover the best set of parameters
for WVR™*. The WVR approach is used as baseline comparison method in order
to assess the performance gain along these experiments. The mean accuracy
reached with WVR is 64.84% and 34.34% in UCF101 and HMDB51 datasets,
respectively. All the evaluations used horizontal VRs. This is justified by its
superior accuracy in contrast to the vertical one [19]. Throughout the experi-
ments, the best parameters are employed in the subsequent executions. Initially,
the parameters used for VR and the symmetric extension are: a, = 0.5 (middle
row), n,, = 1 and only the central crop in X is extracted. Since InceptionV3
expects input images of 299 x 299 pixels, wonyy and heoyy are both set to 299.
The method depicted in Fig. 1 is employed in all experiments.

In the first experiment, we compare the impact of the variation of the oy
parameter. The following values for o, were tested: 7, 15, 33, 49 and 65. These
values were chosen with the purpose of verifying if the region in which the action
is performed is concentrated in a small area or it is more vertically spread. The
results are shown in Table1. The better standard-deviation for UCF101 was
33 and for HMDB51 it was 15. This indicates that actions on UFC101 tend to
occur in a more spread region compared to HMDB51, since a smaller standard-
deviation means more concentrated Gaussian weighting around the middle row.

Table 1. Comparison of accuracy rates (%) for UCF101 and HDMB51 varying the o
parameter

o, | UCF101 (%) | HMDB51 (%)
7 163.29 33.66
15 63.85 33.99
33 65.26 33.40
49 | 64.62 32.24
65 | 63.00 31.46

In the second experiment, we show the influence of the reference row on the
accuracy rate. As mentioned earlier, a factor «, is used instead the parameter
y. The values chosen for the factor were: 0.40, 0.45, 0.50, 0.55 and 0.60. Values
above 0.5 indicate the lower part of the image. Because the samples in both
datasets come from multiple sources, the main action in each video may not
happen exactly in the center of the video. This is the case of the UCF101. It was
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empirically observed that the better results were obtained when the reference
row is located just below the center of the video. The mean action position in this
dataset tends to be shifted around 5% below the middle of the video (Table2).

Table 2. Comparison of mean accuracy rates (%) of UCF101 and HMDB51 varying

the o, factor

oy | UCF101 (%) HMDB51 (%)
0.40 | 62.82 30.06
0.45 | 64.83 31.00
0.50 | 65.26 33.99
0.55 | 65.32 33.35
0.60 | 65.24 33.48

In the next experiment, the number of windows n,, is increased in order to
check if the accuracy rate also increases. The premise is that with more win-
dows it is possible to cover the entire temporal extension of the video present
in WVRT. It is expected that the additional windows incorporates more dis-
criminant aspects of the video. The n,, values used are: 1, 2, 3 and 4. In this
experiment the stride s between the windows is fixed to 299 matching the weony
size. Thus, consecutive and non-overlapping crops are obtained. Table 3 show
the results of this experiment. The expected correlation between n,, and the
accuracy rate can be endorsed by the results.

Table 3. Comparison of accuracy rates (%) of UCF101 and HMDB51 datasets varying
N parameter

n, UCF101 (%) HMDB51 (%)
1 6532 33.99
2 | 65.64 34.42
3 166.19 34.03
4 |67.70 34.99

The fourth experiment consists of using windows that overlaps each other
along the time dimension. When the extended VR completes a cycle it begins
to repeat its temporal patterns as shown in Fig. 3. Crops can be extracted along
the extended time with or without direct overlapping, consecutively or not. Con-
secutive and non-overlapping neighbor crops are obtained with s = wony. Gaps
between the crops are obtained by using stride s > weyn. Overlaps between
consecutive crops occur when using s < weony. In this work, we investigate the
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cases having 0 < s < weny- Notice that multiple parts of the VR, forward or
backward in time, will be repeated unless weny + (N — 1) - s < f.

We used the strides 13, 25, 274, 286 and 299 that have a direct relation
with video frame rate. Since all videos have 25 FPS, each 25 columns of the
VR represents one second of the video. With a stride of 25, for instance, two
consecutive crops overlap each other along their entire length except for the
first second of the current crop and the last second of the next crop. On the
other hand, with a stride of 274 the overlap occurs only between the last second
of a crop and the first second of the following crop. Table4 shows the results
of this experiment. Notice that s = 299 provided the best accuracy for both
datasets. This is exactly the same width of the CNN input. Further experiments
are necessary to check if there is some relation between the stride s and the
architecture input size.

Table 4. Comparison of accuracy rates (%) for UCF101 and HMDB51 varying the
stride s parameter

s | UCF101 (%)  HMDB51 (%)
13 | 66.26 34.10
25 | 65.60 33.75
274 | 66.56 33.86
286 | 66.18 34.09
299 | 67.70 34.99

We also used the top and bottom regions in X direction. Therefore, each
video is covered by 12 windows. The results are presented in Tableb, using
the best parameters found in previous experiments: n,, = 4 and s = 299 for
both datasets, a, = 0.55 and o, = 0.33 for UCF101 and o, = 0.5 and o, =
0.15 for HMDB51. The extra 8 crops helped to increase the accuracy rate in
both datasets. Similar to the previous experiment, the use of the extra regions
produced an overlap between the crops along the spatial dimension. However,
more experiments need to be performed to assess how the overlap in X can be
explored for data augmentation.

Table 5. Comparison of accuracy rates (%) for UCF101 and HMDB51 when extra
crops are used

Regions UCF101 (%) HMDB51 (%)
Central 67.70 34.99
Central + Top + Bottom | 68.01 35.29

Figures4 and 5 show the accuracy difference between the best result of
WVR™T (Table5) and the baseline method WVR, for UCF101 and HMDB51
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datasets, respectively. Only differences for the split 1 of both datasets are shown.
Blue bars mean the WVR™ were better by the given amount. Conversely, red
bars favor the WVR. For the UCF101, WVR™ performs better in 62 classes,
worse in 31 classes, with even results in 8 classes. For the HMDB51, WVR™
performs better in 24 classes, worse in 18 classes, with even results in 9 classes.
The classes which demonstrated improvement for the proposed method seem to
share some characteristics among each other. They often present actions with
certain cyclic movements (e.g., Brushing Teeth, Playing Violin, Typing). This
kind of action takes full advantage of the symmetrical extension of VR. Since the
reverse movement generates patterns very similar to the one generated by the
original movement, the multiple crops reinforce this kind of action and increase
accuracy of them.
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Fig. 4. Accuracy difference for each class between WVR™ (blue) and WVR (red) for
split 1 of UCF101. (Color figure online)

4.2 Multi-stream Classification Using Visual Rhythms

Our goal in this section is to show that our method can complement multi-stream
architectures to get more competitive accuracy rates. The results of individual
streams are shown in Table6. The first three approaches, RGB*, Horizontal-
mean and Adaptive Visual Rhythm (AVR), are contributions of our previous
work [19]. Similar to other multi-stream networks [26,29], the Optical Flow per-
forms better in both datasets. So, the other streams are crucial to complement
the Optical Flow and to improve accuracy when combined. In order to achieve
competitive results, experiments were performed merging the three streams: our
best WVR™ setup, the RGB* and the Optical Flow. The multi-stream approach
of our previous work [19] was adopted to accomplish this purpose.
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Fig. 5. Accuracy difference for each class between WVR™ (blue) and WVR, (red) for
split 1 of HMDB51. (Color figure online)
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Table 6. Results for single-stream features.

Single-Stream UCF101 | HMDB51
RGB* images [19] 86.61 51.77
Horizontal - mean [19] | 62.37 35.57
AVR [19] 64.74 39.63
Optical flow [19] 86.95 |59.91
Our method WVR™ | 68.01 35.29

Table 7 presents the results of our method combined with RGB* and Opti-
cal Flow features through multi-stream late fusion. More specifically, at testing
stage, three weights were evaluated through a grid search strategy. For each
weight, we tested every value from 0 to 10 with a 0.5 step. It was observed
that a higher accuracy is reached when the combination is done with the fea-
ture maps before the softmax normalization. The best combination found for
UCF101 was 7.5, 6.0 and 1.0, respectively for Optical Flow, RGB* and WVR™.
And the best combination found for HMDB51 was 3.5, 1.5 and 0.5, respectively
for Optical Flow, RGB* and WVR™. We obtained 93.8% for UCF101 and 65.7%
for HMDB51. Although WVR™T by itself is not able to achieve accuracy rates
comparable to the state-of-the-art (Table7), our multi-stream method achieve
fairly competitive accuracy rates. It is overcame only by the state-of-the-art work
presented in [7] and the others that were also pre-trained with the Kinetics [30]
dataset. Considering the UCF101, our method outperforms the proposal of [19],
using the InceptionV3. Our approach is not better than the ResNet152 result
for the UCF101. Due to the differences between InceptionV3 and ResNet152,
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further investigation is needed. The HMDB51 accuracy rate is lower than pre-
vious methods due to the lack of vertical VR information. The possible fusion
with vertical VRs, however, makes our method promising.

Table 7. Comparison of accuracy rates (%) for UCF101 and HMDB51 datasets

Method UCF101 (%) | HMDB51 (%)
iDT + HSV [31] 87.9 61.1
Two-Stream [26] 88.0 59.4
Two-Stream TSN [25] 94.0 68.5
Three-Stream TSN [25] 94.2 69.4
Three-Stream [32] 94.1 70.4
Two-Stream 13D [7] 98.0 80.7
13D + PoTion [11] 98.2 80.9
SVMP+I3D [9] - 81.3
DTPP (Kinetics pre-training) [22] | 98.0 82.1
TDD+iDT [33] 91.5 65.9
LTC+iDT [34] 91.7 64.8
KVMDF [24] 93.1 63.3
STP [35] 94.6 68.9
L?STM [36] 93.6 66.2
Multi-Stream + ResNet152 [19] | 94.3 68.3
Multi-Stream + InceptionV3 [19] | 93.7 69.9
Our method 93.8 67.1
(b)

Fig. 6. Confusion matrix of the final multi-stream method for split 3: (a) UCF101.
(b) HMDB51.
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The confusion matrices of our multi-stream method applied for UCF101 and
HMDBS51, respectively, are shown on Figs. 6a and b. On UCF101 is possible to
notice a reasonable misclassification between Body Weight Squats and Lunges
classes (indexes 15 and 52 respectively) because their similar motion aspect.

5 Conclusions and Future Work

In this work, we proposed an approach to deal with video classification using a
2D representation of videos. The method consists of symmetrically extending the
temporal dimension of the VR and taking crops apart by a stride. This method
maintains the video frame rate and allows multiple samples of the underlying
motion pattern to be obtained. It also provides data augmentation which is
valuable for training 2D CNNs with small datasets. Furthermore, we explore the
parameters of our method and verified that each dataset requires different set-
tings to achieve better performance. Experimental results show that our method
improves accuracy rates if compared to the resized horizontal VR. Results for
HMDBS51, which is more challenging, show that the information of the verti-
cal rhythm can be valuable to improve the method efficiency. We also showed
that our method achieves fairly competitive results compared to state-of-the-art
approaches when combined with other features in a multi-stream architecture.
As future work, it is worthy to investigate how multiple directions of VRs can
be used for a single video. Vertical VRs, for instance, may improve recognition
rates. More experiments are needed to check the relationship between the stride
s and the network input size. It is also important to test our method with other
2D CNNs, such as ResNet152.
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Abstract. Finding a maximum distance of points in E* or in E? is one of those.
It is a frequent task required in many applications. In spite of the fact that it is an
extremely simple task, the known “Brute force” algorithm is of O(N?) com-
plexity. Due to this complexity the run-time is very long and unacceptable
especially if medium or larger data sets are to be processed. An alternative
approach is convex hull computation with complexity higher than O(N)
followed by diameter computation with O(M?) complexity. The situation is
similar to sorting, where the bubble sort algorithm has O(N?) complexity that
cannot be used in practice even for medium data sets.

This paper describes a novel and fast, simple and robust algorithm with O(N)
expected complexity which enables to decrease run-time needed to find the
maximum distance of two points in E2 It can be easily modified for the E* case
in general. The proposed algorithm has been evaluated experimentally on larger
different datasets in order to verify it and prove expected properties of it.

Experiments proved the advantages of the proposed algorithm over the stan-
dard algorithms based on the “Brute force”, convex hull or convex hull diameters
approaches. The proposed algorithm gives a significant speed-up to applications,
when medium and large data sets are processed. It is over 10 000 times faster
than the standard “Brute force” algorithm for 10° points randomly distributed
points in EZ and over 4 times faster than convex hull diameter computation. The
speed-up of the proposed algorithm grows with the number of points processed.

Keywords: Maximum distance - Algorithm complexity

1 Introduction

A maximum distance of two points in the given data set is needed in many applications.
A standard “Brute Force” algorithm with O(N?) complexity is usually used, where N is
a number of points in the given data set. Such algorithm leads to very high run-time if
larger data sets are to be processed. As the computer memory capacity increases, larger
data sets are to be processed. Typical data sets in computer graphics contain usually
10°~107 and even more of points. In spite of the CPU speed increases, the run-time even
for such a simple task leads to unacceptable processing time for today’s applications.
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Of course, there is a very special case when points are distributed on a circle only.
This requires the O(N?) algorithm if we want to find all the couples of points as there is
N(N — 1)/2 couples. In all other cases “output sensitive” algorithms should be faster.

However, our task is just to find the maximum distance, not all the pairs having a
maximum distance. So the complexity of this algorithm should be lower. Also due to
the numerical precision points do not lie exactly on a circle if data have this very
specific property.

The new proposed algorithm with O(N) expected complexity is based on the fol-
lowing assumptions:

e Any pre-processing with a lower complexity than the optimal run-time one should
speed-up processing of the given data set. In our case the optimal algorithm cov-
ering all the special cases is of O(N?) complexity and therefore preprocessing with
complexities O(IgN), O(N), O(N IgN) etc. should speed up the run-time.

e General properties, including geometrical ones, of input data should be carefully
analyzed in order to find all useful information that can lead to faster pre-processing
and the final run-time.

e If data are not organized in a very special way, e.g. points are on the Axis Aligned
Bounding Box (AABB) boundary only or points are on a circle etc., we can use an
algorithm with “output sensitive” complexity and we should get additional speed-up.

In general, algorithms should not depend on very specific presumptions or techno-
logical issues unless the algorithm is targeted to very specific technological platform or
applications. Any algorithm must be stable and robust to input data properties, in general.

2 Brute Force Algorithm

The standard “Brute Force” algorithm uses two nested loops in order to find a maxi-
mum distance. Algorithms with such approach can be found in many text-books
dealing with fundamental algorithms and data structures, e.g. Hilyard and Theilet
(2007), Mehta and Sahni (2005), Sahni (1998), Sedgwick (2002), Wirth (1976). Such
algorithms can be represented by Algorithm 1 in general as:

function distance 2 (A , B: point);
{ distance 2:=(A.x-B.x)*(A.x-B.x) + (A.y-B.y)*(A.y-B.y)};
# Square of the distance || A - B|| is actually computed #

d:=0;
fori:=1to N-1do
for j :=i+1 to N do

d0 := distance_2(Xj, Xj);
if d <dO then d :=d0
15
d :=SQRT (d) #if needed #
Standard “Brute Force” algorithm
Algorithm 1
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The Algorithm 1 is clearly of O(N?) complexity and processing time increases
significantly with number of points processed, see Table 2.

In practice, it can be expected that points are not organized in a very specific
manner, e.g. points on a circle etc., and points are uniformly distributed more or less. In
this case “output sensitive” algorithms usually lead to efficient solutions.

C B
a2
b/2
X
b/2
D A

Fig. 1. Splitting the Q, set to €; sets for the worst case — squared area

® AABB ® Extreme points- ®  Extreme points -
c a2 y a2 B
[ ]
N )
Q
e b2
X
° Q d
P b/2
(J
D A

Fig. 2. Splitting the Q set to €; sets for the rectangular area case
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Let points are inside of an Axis Aligned Bounding Box (AABB) defined
as <—a/2, a/2> x <—b/2, b/2>. Then Fig. 1 presents a typical situation for the worst
case when AABB is a square (a = b), while the Fig. 2 presents general AABB situation
for the case a > b. In the following we will explore the worst case, i.e. situation at the
Fig. 1, and the first maximum distance estimation d is d = a.

It can be seen that points in the set €, cannot influence the maximum distance
computation in the given data set. We can remove all points £, from the given data set
Q and obtain faster algorithm. As the maximum distance finding algorithm is of O(N?)
complexity an algorithm with a lower complexity can be used in order to find and
eliminate points which cannot influence the final distance. Space subdivision tech-
niques can be used to split points into the disjunctive data sets €; and decrease run-time
complexity again. For a general case, when AABB is not squared, the € set will
contain more points of course, see Fig. 3.

Let us explore the worst case more in a detail, now.

2
d1=b2+(g) dy = b+
Let us consider the case, when a = k b.

Then & =d? — b, L=a— ¢ and [? = &> + & — 2ac.
The area P is given as

1 | 1
P=3L=> [az Fd -1 —2aVd — b2} = [k2b2+d2 B — 2k — b}

1 &> d?
=K — 14+ ——2k\/——1
2 [ T b2

If the most consuming parts with O(N?) complexity is considered, then the speed-
up of the proposed algorithm over the “Brute Force” algorithm for uniformly dis-
tributed points is defined as:

. {ab]z 12b2b? K2 K2
“\ap| T T2 7= 2
apl by R R Y/ | MR | CE B R TV |

for d| <d <d,.
For k =1 and d — /2 the speed-up v — oo that is expected from the algorithm
specification.
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Fig. 3. Distances definitions for a general AABB

It can be seen that for a non-squared AABB distances are defined as

Table 1. Distances determination

E*| @ = [max{a,b}]’ + L[min{a,b}> | dy=d’+P?
E’ d? = [max{a, b, c}]2 + %[min{a,b,c}]2 dy = a> +b* + ¢

a, b are sizes of the AABB in EZ, resp. a, b, ¢ are sizes of the
AABB in E’

For the E” case, some minor changes have to be made as we have 6 points defining
the AABB and 6 + 6 extreme points in the AABB, i.e. points having the longest
distance and the shortest distance from the relevant AABB corner and the € set is to
be split to sets Qy,..., Q. However, the computational time is more or less the same as
the same number of points is processed and the preprocessing is of O(N) complexity. It
can be seen that the extension to EX is straightforward and simple to implement.
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3 Convex Hull Diameter

The idea of finding maximum distance of points by more effective algorithms is not
new. Reasonably effective approach is based on a convex hull construction of the given
data set. Then the convex hull points are processed by the standard algorithm with
O(N?) complexity in order to find the maximum distance. It is obvious that all tech-
niques based on the convex hull construction have the following properties:

e Convex hull construction algorithms for a higher dimension than E, i.e. for E’ or
E® in general, are complex and quite difficult to implement. Skiena (1997) proved
that the “gift wrapping algorithm” has O(n*/2*1) complexity in the case of k di-
mensional problem. Yao (1981) has proved that for the two dimensional case
specialized algorithm has O(N IgN) complexity.

e Points of the convex hull are to be processed by the final algorithm with O(h?)
complexity, where A is the number of points of the computed convex hull, i.e. the
technique is an output sensitive. The number of convex hull points might be quite
high, while the maximum distance is usually given by two points in the given data set.

Generally, the well known algorithms have the computational complexities as fol-
low: Brute Force O(N?), Gift Wrapping O(N h), Graham Scan O(N IgN), Jarvis March
O(N IgN), Quick Hull O(h N), Divide-and-Conquer O(N IgN), Monotone Chain O(N
IgN), Incremental O(N IgN), Marriage-before-Conquest O(n Igh), see Barber (1996),
O’Rourke (1998), Yao (1981), Kirkpatrik (1986), Chan (1996), Avis (1997), WEB'.

Some algorithms directed to the diameter of a convex hull computation can be
found in Snyder (1980), Dobkin (1979), Shamos (1978), other convection algorithm
can be found in Skala (2016a, b). It should be noted that if the number 4 of the resulted
convex hull is close to N, than algorithms with the complexity O(h N) are becoming
algorithms with O(N?) complexity etc.

The extension to a higher dimension is not easy and some algorithms cannot be
extended even for E°, e.g. Graham Scan etc. or the complexity of the actual imple-
mentation is prohibitive for practical use.

4 Proposed Algorithm

The new proposed algorithm was developed for larger data sets and it is based on “in-
core” technique, i.e. all data are stored in a computer memory. The fundamental
requirements for the algorithm development were: simplicity, robustness and simple
extensibility to E°. The proposed algorithm is based on two main principles:

' WEB  ref’s http:/softsurfer.com/Archive/algorithm_0109/algorithm_0109.htm#Convex_Hull_
Algorithms (retrieved 2012-08-21).
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e Remove as many non-relevant points as possible
e Divide and conqueror technique in order to decrease algorithm complexity

The Fig. 1 shows five regions €2;, where the given points are located. The algorithm
is described for the E* case and its extension to E” is straightforward. It should be noted
that the worst case is presented, i.e. when AABB is a square. Let us assume that the
points that cannot contribute to the final maximum distance are located in the
region €2, which contains points closer to all corners of the AABB than the minimal
edge length of the AABB or known distance estimation. Then the given data set € can
be reduced to Q = Q — €. In order to decrease expected number of points to be
processed, we need to process this data set £ to get more information on those points.
As the standard algorithm for maximum distance is of O(N?) complexity, we can use
any pre-processing of O(N) or O(N IgN) complexity to decrease number of points to be
left for the final processing with the algorithm of O(N°) complexity.

It can be seen that the following principal steps have to be made:

1. Pre-processing: can be performed with O(N) complexity:

a.

b.

f.

Find the bounding AABB and extreme points, i.e. two extreme points for each
axis (max. 4 points).

Find the most distant “extreme” points [max] for each corner of the AABB
(max. 4 points).

. Find the minimum distant “extreme” points [min] for each corner of the AABB

(max. 4 points).

Determine the longest mutual distance d between those found points
(max.12 points).

It should be noted that the worst case is a squared AABB and found distance
d > a.

For a rectangular window found distance d > max{a, b).

Determine points of €}, that cannot contribute to the maximum distance, i.e.
points having a smaller distance than the found distance d from all corners of the
AABB and extreme points. Remove the ) points from the original data set €).
Split remaining points to new sets €;, i = 1,..,4, see the Fig. 1.

The number Sq, of points in the Q, set can be estimated as:

a\/§/2 .
Sw= [V Rdi— VA

a/2
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For the uniform distribution of points the Q set, the number of points to be pro-
cessed, i.e. number of points outside of the Qg set, is gN = 0,684 N, where:

:SQ—SQ():az_az(%_\/§+1):E_\/§g0684
SQ a2 -

As the “Brute Force” algorithm is of the O(N?), the speed up expected is approx.:
= 1/(0.684)* = 2.13

It should be noted that the distance d > a in practical data sets and the £ set
contains much more points which can be removed from the final processing, see
Table 1 actually compared points, i.e. last column.

It can be seen that if found distance d > dd, see Fig. 1, then the comparison of
points from the neighbor data sets is not needed, where:

dd = (a2+ (b/2) ) va*+a*/ ——a for a<b

2. Run-time steps of the proposed algorithm:

a. Taking an advantage of space subdivision, find the maximum distance d be-
tween points of [€2;, €3], i.e. one point from €; and the second point is from
Q3 as there can be expected the longest distance between the given points - this
step is O(N?) complexity.

b. Remove points from the €, and €, datasets closer to the related corner of the
AABB than already found distance d - this step is O(N) complexity.

c. Find a new maximum distance d between points of [€2,, €] - this step is O( N? )
complexity.

d. If already found distance d < dd then

i. Reduce Q, ©,, Q3, Q, - steps are O(N?) complexity

ii. find a new maximum distance d between points of [Q;, )], [Q,, O3],
[Q3, Q4] and [€Q4, 4]. It is necessary to note that if d > dd, then the Q,
boundary crosses the AABB and points in the neighbors regions cannot
contribute to the maximum distance.
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As can be seen the algorithm is very simple and easy to implement.

1.

function distance 2 (A, B: point);
{ distance 2:=(A.x-B.x)*(A.x-B.x) + (A.y-B.y)*(A.y-B.y)};
# Square of the distance || A - B|| is actually computed #

function S_Dist (Q4 , Qg : set)
{ d:=0;d0:=0;
for each point X from Q, do
for each point Y from Qg do
{ dO:=distance 2 (X,Y); ifd0>d thend:=d0
B
S Dist:=d
}

Q := points forming the AABB for the given set  and extreme points [max
and min] XX for each corner of the AABB.
# 8 points found at maximum, complexity O(N) #
dy=max { Q;, Q; }
# Determine the maximum distance d,, of the points in Q #
# by the “Brute Force” algorithm with O(M?) complexity#
# only max. 8 points are to be processed #
# the set Q is to be split into L; sets#
for all points X from the set Q
{ i:=index of the region €; for the point X
d = distance of the point X and of the opposite AABB corner for the set €.
# do not store points having higher distance from a AABB corner than d, #
if d > d), then
{ STORE ( X, Q;); # store a point X in the Q; set #
dyr = d ; # update the maximum distance d; for the region i#
XX; := X # update XX — one extreme point for each region ; #

}
}

# new maximum distance estimation based on extreme points of sets Q; found
in step 3#
dy=max { XX;, XX}, 1,j=1,...4
dy=max {dy, d, }
# The “diagonal” regions are to be tested with O(N°) algorithm #
# REDUCE ( Q;, dy ) remove points from the €; set with smaller distance
from the opposite AABB corner #
REDUCE (Q,, dy ); REDUCE ( Qs , dy );
dy:=max { dy,S Dist(Q;,Qs) };
REDUCE (Q,, du ); REDUCE ( Q4 , du );
dy:=max {dy,S Dist(Q,,Q4) }
# neighbor regions should be tested if necessary #
if dy; < dd then
{ REDUCE (), dy ); REDUCE (£, , dy );
REDUCE ( Q3 , dy ); REDUCE (&4, dy );
dy:=max {dy,S Dist(Q,,Q,) }; dv:=max {dy,S Dist(Q,,Q;)
1
dyv:=max {dy,S Dist(Q3,Q4) }; dy:=max {dy,S Dist(,,Q;)}

d:=SQRT (dy) # compute the final distance as a square root of d #

Fast maximum distance algorithm
Algorithm 2

375
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Implementation Notes
There are several possibilities how to further improve the proposed algorithm espe-
cially in the context of the specific programming language and data structures used.
Nevertheless, the influence of this is small as experiments proved and for the expected
data sizes do not have any significant influence.

Generally, it is recommended:

e The “array list” construction should be used for storing €2; sets; this construction
enables to increase an array size without reallocation and data copying,

e Two or higher dimensional arrays for storing x, y values should not be used, as for
each array element one addition and one multiplication operations are needed
(computational cost is hidden in the index evaluation). Data should be stored in two
arrays X and Y, or as pairs (X, y) in one-dimensional structure array XY etc.

e Square of a distance should be used in order to save multiple square root evalua-
tions. It is possible as the square function is monotonically growing and can be used
for comparison operations.

e Store data in a linked list as only a sequential pass is required and remove,
resp. insert operation is simple and no data overwriting is required.

It should be noted that the €; sets are determined by an arc of a circle, i.e. the
separation function is quadratic. Experiments proved that if a half-space separation
function is used, the proposed algorithm is faster as only a linear function is evaluated.

5 Experimental Results

The standard “Brute Force”, convex hull (Quick Hull) and proposed algorithms were
implemented in C# and Pascal/Delphi, verified and extensively tested for different sizes of
the given data sets and different data set types (random, uniform, clustered etc.) as well.
Standard PC with 2,8 GHz Intel Pentium 4, 1 GB RAM with MS Windows XP was used.
Cumulative results obtained during experiments are presented in Table 2. Experi-
ments made proved that a significant speed-up has been reached. It is necessary to note
that the speed-up 100 means that the computation is 100 times faster. It can be seen that for
10° points the speed-up is 10 000, i.e. computation is 10* times faster and grows with the
number of points nearly exponentially, see Fig. 5 - note that axes scale is logarithmic.

Table 2. Experimental results for uniformly distributed points [* values obtained by
extrapolation]

Computational time [ms] Speed-up Compared

Points Brute Force (BF) Quick New BF/QH BF/New QH/New QH New
10% N Hull (QH)

100 137 760 108 15 1281 9 462 7,38 405,1 16,1
160 353 920 178 25 1987 14 364 7,23 454,0 23,7
250 865 760 260 56 3332 15 460 4,64 486,0 26,9
400 2216 480 451 84 4911 26 387 5,37 583,1 26,1
630 5498 080 720 167 7 635 32 946 4,32 661,2 32,7
1 000 13 783 840 1130 259 12 197 53277 4,37 707,1 25,3

(continued)
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Table 2. (continued)

Computational time [ms] Speed-up Compared
Points Brute Force (BF) Quick New BF/QH BF/New QH/New QH New
10° N Hull (QH)
1 600 35 467 040 1721 364 20 603 97 437 4,73 7359 30,8
2 500 86 591 680 3 069 664 28 217 130 378 4,62 761,9 22,3
4 000 221 673 760* 5523 1231 40 139 180 094 4,49 751,2 23,1
6 300 507 556 000* 9 544 1708 53 183 297 164 5,59 750,0 23,5
10 000 1 106 173 600* 15 064 2 470 73 432 447 916 6,10 750,0 23,2
10,00,00,00,000
=—¢—Brute force
1,00,00,00,000
10,00,00,000
1,00,00,000
10,00,000
1,00,000
10,000
[ms] 1,000
100

10

1,00,000 10,00,000 1,00,00,000

[N]

Fig. 4. Computational time of the “Brute force”, Quick hull and the proposed algorithm

10,00,000

speed-up === BF/QH
—8— BF/New
1,00,000

10,000

1,000
100 1,000 N *103 10,000

Fig. 5. Speed up of the Quick hull and the proposed algorithm over the Brute force algorithm.
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The experiments proved that the speed-up grows significantly with the number of
points processed, see Figs. 4 and 5. The final step of the proposed algorithm of O(N?)
complexity has a low influence and that the preprocessing steps significantly decrease
number of points processed in the final step. This is due to the very low number of
points remaining for the final evaluation for maximum distance, see Table 2, where
“QH” presents number of points finally processed after construction by the Quick Hull
method, while “New” presents number of points finally processed by the proposed
algorithm (Fig. 6).

1,000
==g==Quick Hull
== New
100
10
100 1,000 N *103 10,000

Fig. 6. Number of points remaining for the final processing by the “Brute Force” algorithm

Several convex hulls algorithms were used in order to compare efficiency of the
proposed algorithm. The convex hull based algorithms in £ proved reasonable results
but the proposed algorithm was at least 4-5 times faster than algorithms based on the
convex hull approach. The proposed algorithm was originally intended for E* and E?
applications, but it is easily extendible for the EX case as well. Experiments proved
robustness and faster computation of the proposed algorithm for data sets with different
characteristics, i.e. Gaussian distribution, clusters and etc.

The speed-up over the convex-hull approaches is primarily caused by “ordering”
data into €; sets made with O(N) complexity and also all other steps are of O(N)
complexity. Only the final computation is of