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v

The utilisation of technologies in the life sciences, medicine, dentistry, sur-
gery and allied health professions has been utilised at an exponential rate over 
recent years. The way we view and examine data now is significantly differ-
ent to what has been done perhaps 10 or 20 years ago.

With the growth, development and improvement of imaging and data visu-
alisation techniques, the way we are able to interact with data is much more 
engaging than it has ever been.

These technologies have been used to enable improved visualisation in the 
biomedical fields but also how we engage our future generations of practitio-
ners when they are students within our educational environment. Never 
before have we had such a wide range of tools and technologies available to 
engage our end-stage user. Therefore, it is a perfect time to bring this together 
to showcase and highlight the great investigative works that are going on 
globally.

This book will truly showcase the amazing work that our global colleagues 
are investigating, and researching, ultimately to improve student and patient 
education, understanding and engagement. By sharing best practice and inno-
vation, we can truly aid our global development in understanding how best to 
use technology for the benefit of society as a whole.

Glasgow, UK� Paul M. Rea 

Preface
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Following on from the success of the first three volumes, Biomedical 
Visualisation, Volume 4, will demonstrate the numerous options we have in 
using technology to enhance, support and challenge education. The chapters 
presented here highlight the wide use of tools, techniques and methodologies 
we have at our disposal in the digital age. These can be used to understand 
imaging of the human body and help educate patients, the public, faculty and 
students in the plethora of how to use cutting-edge technologies in visualising 
the human body and its processes, the creation and integration of platforms for 
teaching and education, and biological structures and pathological processes.

�Chapters 1, 2, 3, 4, and 5 Education

The first five chapters examine a range of tools and technologies that can be 
used in anatomical, medical and bioscience education. These include screen-
casting and video for anatomical education; the role of xR visualisations, 
virtual patients, student-centred online e-resources and MOOCs; and what 
the current and future trends in this field are.

�Chapters 6 and 7 Applications

The sixth and seventh chapters examine ways to utilise technologies in digital 
reconstruction, visualisation and anatomical examination to enhance the 
understanding of structures and their relations.

�Chapter 8, 9, and 10 Interactive Technology

The final three chapters detail how to use technology in engaging patients and 
the wider public. The first of these chapters discusses a workflow methodol-
ogy that can be used to create an interactive app for patient’s newly diagnosed 
with pancreatic cancer and demonstrates how this can be applied to different 
clinical scenarios. The penultimate chapter shows how an augmented reality 
tool can be used to educate children about skeletal anatomy and broken 
bones. The final chapter highlights how technology can be used to engage the 
public in bioscience education.

About the Book
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Assessing the Role 
of Screencasting and Video Use 
in Anatomy Education

Scott Border

Abstract
The subject of anatomy, commonly taught 
with applied clinical focus on medical pro-
grammes, is frequently brought to life along-
side art, imagery and visualization. Yet, 
despite being continually hailed as the corner-
stone of medicine, the cyclic revalidation of its 
curricula has often found its educators in the 
unenviable position of maintaining knowledge 
standards in the face of reduced contact time. 
However, the gravity of such challenges has 
created an opportunity for creative and inno-
vative solutions to these problems. The ease 
by which educational technology can now be 
used by non-experts is constantly increasing 
and the use of technology enhanced learning 
has now become universal within Higher 
Education. Many anatomical science educa-
tors have turned to building bespoke interac-
tive and engaging online supplementary 
material which can be blended with face to 
face delivery as a way to circumvent the time 
pressure issues. Today’s students appear to 
have a growing preference for visualising 
moving images and audio explanations as 
opposed to older traditional static resources, 
underpinned by vast pages of unattractive 

dense text and pictures. One such technique 
being used to provide flexible and student-
centred learning is screencast videos. These 
digital recordings of screen captured draw-
ings, with accompanying narration are over-
whelmingly popular with students and on the 
ascendance. However, as new tools emerge, it 
becomes increasingly important to determine 
their impact on both the student experience 
and knowledge gain. It is also valuable for 
educators to share their classroom experiences 
or instructional techniques to optimise their 
use for learning. This chapter explores the rise 
of this application in anatomy education and 
discusses the evidence available investigating 
student engagement and learning outcomes in 
the context of well-established learning 
theories.

Keywords
Screencast · Screen capture · Anatomy 
education · Educational video · Theory of 
multimedia learning · Blended learning · 
Technology enhanced learning anatomy 
drawing · Whiteboard tutorials · Soton brain 
hub · Flipped classroom
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1.1	 �Introduction

The use of images in gross anatomy education 
have evolved significantly throughout its history. 
An issue with some of the earliest illustrations 
was the incorporation of erroneous detail that 
relates not to observation but to the prevailing 
medieval and mystical views of the time 
(Moxham and Plaisant 2014). So, despite being 
visually appealing, they were not suitable for 
education purposes. Since the Renaissance, De 
Vinci in particular, produced anatomical draw-
ings of impressive accuracy. It has only fairly 
recently been revealed that De Vinci was in fact a 
talented anatomist in addition to his legendary 
status as an artist (Jose 2001). When viewing 
some of his most notable works, his passion for 
the subject is clearly evident through his inten-
tions to record both the structure and function of 
human anatomy, with detailed drawing collec-
tions consisting of multiple angle views of the 
same structure along with extensive annotations 
to support them (Clayton 1993; Clayton et  al. 
2012).

The rise of Universities and the subsequent 
development of The Medical School witnessed a 
demand for the reproduction of texts, particularly 
because dissection was yet to become common 
place, or at least, it was largely an infrequent 
exercise in the majority of institutions during the 
time (Moxham and Plaisant 2014). Artists who 
were also responsible for some significant ana-
tomical discoveries were later replaced by 
graphic illustrators as the pedagogy surrounding 
anatomy educational approaches intensified 
(Petherbridge et  al. 1997). In the modern era, 
today’s diagrams have been overly simplified and 
in the vast majority of cases are computer gener-
ated. As such, this has resulted in illustrations 
becoming less lifelike and realistic, in favour of 
layered schematic computer rendered representa-
tions that facilitate digestible learning and con-
solidation of knowledge (Tsafrir and Ohry 2001).

For many decades anatomical textbooks have 
been the most essential tool for supporting its 
education, but due to time constraints placed 
upon the majority of anatomy curricula (Drake 
et al. 2009), the teaching of anatomical sciences 

in the twenty-first Century has become a ‘hot 
spot’ for technology enhanced learning innova-
tions (Trelease 2008; Sugand et al. 2010; Stewart 
and Choudhury 2015;). Moreover, there is cur-
rently a growing online community of anatomists 
who regularly engage with their students (and 
each other) via social media as a way to develop 
knowledge, answer questions, share resources 
and exchange views.

It was reported fairly recently in the literature 
by Jaffar (2012) that 98% of students use You 
Tube as an online information resource. A num-
ber of studies have since followed, scrutinising 
the use of other social media platforms in anat-
omy education (Jaffar 2014; Barry et  al. 2015; 
Hennessy et  al. 2016; Pickering 2017). The 
mounting literature on the use of videos in learn-
ing anatomy is both supportive and sceptical in 
equal measure (Saxena et  al. 2008; Mahmud 
et  al. 2011; Topping 2014). Advocates claim it 
enhances the student experience and used appro-
priately can become a useful addition to the anat-
omist’s teaching toolkit. Sceptics however are 
concerned with the passive nature of excessive 
video use, which can potentially contribute to an 
artificial gain in subject confidence.

There is currently a paucity of evidence sub-
stantiating the use of many technological innova-
tions in anatomy education (Clunie et al. 2018). 
However, the application of screencasts and 
video use fit well with the cognitive theory of 
multimedia learning and should be investigated 
thoroughly to see if they can become comple-
mentary to an effective and efficient means of 
instruction within the field of anatomical sci-
ences (Pickering 2015).

1.1.1	 �What Is the Difference 
Between a Screencast 
and an Educational Video?

A screencast is a video screen capture from your 
computer, tablet or smartphone which is narrated 
with audio, providing instruction for the learner 
(Ghilay and Ghilay 2015). Common examples 
include tutorials, slide sharing and video lessons 
(Carmichael and Pawlina 2000). However, what 
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distinguishes a screencast from a video is that the 
lesson begins as a blank screen which builds in 
complexity alongside the audio explanations to 
provide a rich multimedia presentation (Pinder-
Grover et  al. 2011). By the time the lesson is 
complete the screen may appear complex and 
possibly disordered, but for those who have 
viewed it in its entirety, it will have most likely 
succeeded in delivering all of its learning objec-
tives (Greene 2018). In the majority of cases 
screencasts are not intended to be high in produc-
tion value, nor do they rely upon the artistic skill 
of its creator. They provide a versatile and flexi-
ble alternative to what many educators do live in 
the classroom using whiteboards (Pickering and 
Roberts 2018). In anatomy, it is an opportunity to 
transfer the popular drawing element of didactic 
lectures into a mobile format to promote flexible 
learning (Pickering 2017). In contrast, an instruc-
tional/educational video will usually be a pol-
ished short programme that may utilise 
pre-existing animations, images and/or transi-
tions to provide a seamless narrative. A video is 
usually subject to hours of post-production edit-
ing and sequencing before it is ready to be viewed 
and may even involve narration by a non-subject 
specialist who is reading from a script. In a study 
at Southampton only 41.7% of students were 
aware of the differences between a screencast 
and educational video, despite greater than a 
third (37.5%) using YouTube videos as their ‘first 
port of call’ when learning something new in 
medicine or an allied healthcare subject 
(Scantling-Birch et al. 2018).

1.1.2	 �Using Screencasts and Video 
in Education

Screencasts and video have been utilised by edu-
cators in a variety of higher education disciplines 
and settings, including mathematics (Ellington 
and Hardin 2008), computing programming 
(Phillips and Billings 2007; Sugar et  al. 2010), 
statistics (Lloyd and Robertson 2012), chemistry 
(Musallam 2010) and engineering (Green et  al. 
2012). According to the theory of multimedia 
learning it is the combination of auditory and 

visual information that enhances the learners 
experience over that of more traditional methods 
(Mayer 2002). The rationale for the use of multi-
media teaching is that by presenting moving 
images with synchronised audio instruction mini-
mizes the cognitive load burden (Pickering 2017). 
Learners are prompted by the narrator to the most 
relevant aspects of each visual, through a narra-
tive driven process which subsequently reduces 
the extraneous load (De Koning et al. 2007).

The benefits can be broadly defined as 
increased flexibility for students and providing a 
viable option for increasing support, providing 
added value and enhancing the student experi-
ence (Oud 2009). The intention is not for these 
resources to replace face to face contact time; an 
issue which is timely, during an age where fee 
paying students are very conscious of the quality 
of staff engagement within their curriculum. 
There is however, a risk, that by offering up alter-
native methods of learning through approaches 
such as screencasting that this will have a nega-
tive impact on attendance (Mullamphy et  al. 
2010). Nevertheless, student’s decision making 
on whether to attend lectures or not appears to be 
far more complex and is reported as not being 
dependent upon available technologies (Billings-
Gagliardi and Mazor 2007). Conversely, if this 
approach is overused or used inappropriately it is 
possible that students may feel that their educa-
tion has become ‘distance learning’ which will 
be seriously misaligned with their expectations 
of the course and cause dissatisfaction which 
may be reflected in module evaluations or even 
National Student Survey scores (Mullamphy 
et al. 2010).

1.1.3	 �How Effective Are They 
and Do Students Engage 
with Them?

The efficacy of screencast use is one of the cen-
tral issues regarding its decision for implementa-
tion. Comparable studies from other disciplines 
should ideally mirror the cohort size and diver-
sity of students as reflected by those studying 
clinical anatomy as part of a BMBS degree 
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programme. In a large cohort study on engineer-
ing students by Pinder-Grover et al. (2011) it was 
reported that student’s assessment performance 
significantly correlated with screencast use, and 
that it worked particularly well for students who 
may have been provided with less familiarity 
than other students on the programme. A follow 
up study was consistent with this report (Green 
et al. 2012). In relation to medicine, this may sug-
gest screencasts could be deployed as part of 
widening access entry courses to medicine, or for 
postgraduate entry programmes that select from 
diverse backgrounds. In a further study, the 
authors provided reasons for why some students 
do not use screencasts. Those who reported not 
using them, chose to do so because they did not 
need additional assistance and already had a good 
grasp of the material (Pinder-Grover et al. 2011). 
One of the most difficult aspects of designing 
ethically valid methodologies within live curricu-
lums is to simultaneously maintain an equitable 
learning experience for all students. Ideally, 
hypothesis driven research requires the testing of 
a null hypothesis, with a valid control group, 
which is often difficult to do in such a setting. 
However, this was achieved by Morris and 
Chikwa (2014) who were able to conclude a sta-
tistically significant positive ‘screencast effect’ 
with the experimental group outperforming the 
non-user control group academically. However, 
this still remains a single centre study and further 
work is essential to replicate this finding before it 
is possible to generalise. Although, more recently 
Greene (2018) has reported positive significant 
differences in course performance based on scre-
encast use in anatomy education.

1.1.4	 �Impact of Screencasts Video 
on the Student Experience

Results from our own studies have revealed that 
97% of students (n = 165) perceived the screen-
casts as being useful, while 75% of users felt that 
using them helped to achieve a higher examina-
tion grade (Pilborough et al. 2017). There is also 
some support of the view that their availability 
can alleviate stress and anxiety by allowing stu-

dents to revisit material they had not fully under-
stood from attending lectures (Winterbottom 
2007; Morris and Chikwa 2014). The majority of 
satisfaction surveys conducted on screencast use 
are overwhelmingly favourable across a number 
of disciplines including anatomical sciences 
(Evans 2011; Mohorovičić 2012; Wakeman 
2013; Pickering 2017). Despite these high satis-
faction scores, the evidence from student feed-
back continually suggests that students do not 
want them to replace contact time with staff 
(McGarr 2009; Morris and Chikwa 2014). The 
study by Evans (2011) highlighted student’s 
usage and reaction to their introduction on an 
embryology course. It was demonstrated that stu-
dents did utilise them in a flexible way, accessing 
them both day and night, which is consistent with 
findings from Nieder and Nagy (2002). The stu-
dents cited that they were useful for learning and 
were a very good supplementary resource to sup-
port lectures. Students used them most exten-
sively for revision purposes  – a finding also 
reported by our research at Southampton by 
Pilborough et al. (2017). Although, in our study, 
as much as 52% of subjects stated that they used 
them in advance of lectures too, for frontline 
learning.

1.1.5	 �Screencasting 
and the Cognitive Theory 
of Multimedia Learning 
(CTML)

As education looks towards technological 
advances to provide its innovative solutions, it 
becomes increasingly important to make sure 
those solutions are robustly grounded in peda-
gogy (Clunie et al. 2018). To convincingly advo-
cate for instructional technologies to supplement 
our traditional resources, or even to be used as 
alternatives, we must understand how multime-
dia tools can enrich student learning.

Screencasting fits rather well with the guiding 
principles of this theory which essentially states 
that the learner has two distinctively separate sys-
tems which can be accessed during learning: a 
visual information processing system and a 
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verbal information processing system. It is better 
to present explanations in words and images 
rather than just words, and in fact, both anatomy 
textbooks and videos do this rather well (Mayer 
1989; Mayer and Gallini 1990). However, what 
screencasts can offer that textbooks can’t is the 
contiguity factor – the idea that when the images 
and the words are presented together it is more 
effective for learning than if they have to be sepa-
rated by paying attention to one and then the 
other in a sequence (Mousavi et  al. 1995). 
Although this will work better if the relevant text 
is positioned near the picture in a textbook, it is 
still not as effective as when the most relative 
information to the image is heard at the time of 
viewing it – the more contiguity, the easier it is 
for working memory processing to assemble 
associations between them (Sweller and Chandler 
1994; Mayer and Moreno 2003).

Furthermore, if the words are provided via 
narration it is more beneficial than on screen text. 
This is referred to by Meyer as the split attention 
principle  – the concept that overloading the 
visual processing system is detrimental to learn-
ing, so the act of having the words spoken means 
that words are processed by the verbal informa-
tion system and the animation in the visual sys-
tem (Mayer 2002). It has been suggested that 
keeping screencasts and videos focussed on a 
single topic aligns very well with the coherence 
principle (Mayer and Moreno 2003; Pickering 
2017).

Interestingly, within the theory of CTML there 
is evidence for a redundancy effect, whereby 
inserting additional details can distract from the 
main learning objectives. The theory is consistent 
with the idea that shorter more concise screen-
casts and videos and better outcomes for learning 
(Bobis et al. 1993). Such a theory resonates well 
with the average view time statistics from The 
University of Southampton’s Soton Brain Hub 
channel (Lowry et al. 2016), where the average 
view length is 2.16  min with individual video 
length ranging from 1.31 min to 31.15 min across 
105 videos. Results from our own studies indi-
cate that video length is a major determining fac-
tor in the number of times a video will be viewed 
(r = −0.43, P = 0.04) as is the percentage of the 

video watched before the student exits the 
resource (r  = −0.78, P  <  0.001). This evidence 
enables us to tailor our future videos to better 
meet student needs and facilitate their learning. 
As a result of this we have since reduced the 
duration of all of our videos.

Essentially, both meaningful and deep learn-
ing can occur using either printed words or nar-
ration. The real advantage of using multimedia 
instruction over traditional text resources is that 
when designed appropriately they can serve to 
help reduce the risk of cognitive overload (Clark 
et  al. 2011). Our brains have a limit to their 
speed and efficacy of cognition and unfortu-
nately processing demands encountered during 
learning can often overload it. (Mayer and 
Moreno 2002). The challenge for those develop-
ing multimedia tools is to develop them so off 
load some of the cognitive burden placed on a 
single channel. One solution which screencast-
ing can offer is to present words as narration – a 
process of reassigning cognitive responsibility 
from the visual channel to the verbal channel. 
This model of reducing cognitive load is well 
supported by the literature, suggesting that stu-
dents performed better on objective learning 
outcomes measures when this was the case 
(Mayer and Moreno 1998; Moreno et al. 2004). 
This model fits well with the literature on effec-
tive methods for learning clinical anatomy, 
which is a subject rich in detail and requiring 
spatial ability (Smith et al. 2017).

Another overload scenario which screencast-
ing can successfully neutralise is the segmenta-
tion effect. Cognitive load can be reduced by 
offering information in bite sized chunks (Mayer 
and Moreno 2003). Screencasts and videos offer 
very obvious and natural segmentation of infor-
mation; their titles attempt to tackle one issue at a 
time and are arranged into discrete playlists. 
Although text books are organised in a logical 
chapter sequence, they are less well signposted 
and discernible to the learner. The tendency for 
them to have a focussed emphasis weeds out 
extraneous material. Since the words are being 
narrated attention to specific aspects of each vid-
eos can provide cues which also leads to better 
knowledge transfer (Moreno 2007).
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In summary, there is sufficient empirical sup-
port for the role of the theory of CTML in effec-
tive in the ways in which students learn. We can 
additionally conclude that the use of screencast-
ing and video tools can meet the challenge of 
reducing aspects of cognitive load. Therefore, it 
will be important for educators to develop these 
applications with cognitive load sensitivity in 
mind for them to be optimised for student 
learning.

1.1.6	 �Using Screencasts and Video 
to Learn Clinically Orientated 
Anatomy

The use of screen casting and video in anatomy 
education is appealing because it is a very 
visual subject. The curriculum is dense and 
compact so supplementary resources to use out-
side of the dissecting room are welcomed by 
students, so they can utilise them at their own 
pace. A study by Evans (2011) showed that 
their use was well received when used as a 
miniseries to teaching embryology. The stu-
dents recognised the resources as both useful 
for learning and good support for lectures. 
Interesting the most popular time for down-
loading the screencasts were between 8 and 
9 pm and were most frequently downloaded in 
the fourth quartile which was the closest to the 
assessment. Most importantly, there was a sig-
nificant improvement in assessment scores 
from the student cohort who had access to the 
screencasts compared to those who didn’t.

The sustained application of screencasting 
technologies has been led by Dr. James Pickering, 
an associate Professor in anatomy and National 
Teaching Fellow at Leeds University. His work 
(Pickering 2015, 2017) has channelled the ratio-
nale for screencasting based upon the constraints 
of teaching anatomy within modern medical cur-
ricula. The time dedicated to anatomy education 
has receded and intuitions are required to main-
tain the quality of their teaching standards with 
less time in the curriculum to deliver it (Turney 
2007). This issue has been a well-known, pro-
longed and persistent concern of anatomists in 

the United Kingdom for many years. Having 
scrutinised usage data of his own screencasts pro-
duced on the topics of the vascular supply to the 
pelvis, autonomic & somatic nerves of the pelvis, 
muscles of the pelvis the perineal pouches. It was 
concluded that 93% of students accessed these 
anatomy screencasts. Comments from students 
and usage analytics compare well with the study 
by Evans but in contrast, no notable increase in 
assessment scores was reported. However, greater 
insight into the student experience was achieved, 
with students stating a preference for these over 
traditional resources such as textbooks and 
searching the internet.

In Pickering’s follow up study the focus 
shifted to measuring learning gain in a study 
comparing screencasts with traditional text-
book resources. The paper concluded that this 
format of multimedia learning which are based 
on the principles of the CTML provide greater 
knowledge retention compared to studying the 
still images and associated text in a textbook. 
Such a finding came at a critical time for the 
field since the growth of technology enhanced 
learning resources has been rapid in the disci-
plines of anatomical and medical education. 
One particular strength of this study was the 
thoroughness of its statistical analysis, 
accounting for both normalised learner gain 
and effect size.

Our current investigations in the field of clini-
cal neuroanatomy education support the view 
that screencast use is hugely popular. When 
incorporated into an undergraduate medical cur-
riculum, students found supplementation of 
existing teaching with Soton Brain Hub resources 
more popular than anatomy practical sessions 
alone (P  <  0.001) (Lowry et  al. 2016), but we 
have been unable to reproduce a positive screen-
cast effect when comparing them with matched 
interactive video and traditional text book 
resources (Scantling-Birch et al. 2018). Our find-
ings suggest that interactive videos do not offer 
an advantage for learning gain as some educators 
have predicted. Nevertheless, they did offer a 
non-significant improvement in retention sug-
gesting the possibility of deeper learning pro-
cesses at the time of study (Smith et al. 2017).

S. Border
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1.1.7	 �The Innovative Applications 
of Screencast/Videos 
in Anatomy Education

There is a desire for flexible learning opportuni-
ties by the majority of students in higher educa-
tion. They enjoy the ability to access materials 
from outside the University at unusual times of 
the day and night (Evans 2011). The benefits of 
this strategy is that students can now easily view 
material which is instantly configured and com-
patible with computers, tablets and smartphones. 
With the increasingly reliability of 3G and 4G 
mobile connections and wireless connections, 
these resources are readily accessible. Another 
advantage, is that videos can be paused, rewound 
and replayed. This can be a good strategy for 
courses such as medicine which are fast paced, 
rich in detailed information and demanding in 
longitudinal knowledge retention. Students have 
often reported that in head and neck and clinical 
neuroanatomy education the videos reduce 
apprehension, stress and anxiety due to minimis-
ing the risk of missing important content, due to 
well-known difficulty of the topic (Kramer and 
Soley 2002; Hall et al. 2018a, b).

Teaching staff are able to track and follow 
which resources are most popular which enables 
them to inform their own teaching practices and 
use screencasts to integrate with face to face 
teaching. One popular innovative application is 
through the flipped classroom approach where 
students gain exposure to some of the material 
before the lesson (often a principle or concept) 
Missildine et al. 2013. The face to face session is 
then used for synthesising, analysing or problem 
solving using knowledge gained from the pre-
learning material. This allows for the contact 
time to be less didactic and more engaging (Chen 
et al. 2017). Although this technique is not spe-
cific to the use of screencasts or video per se, 
these resources do provide more of an incentive 
than reading text as a way of preparing for the 
session beforehand and increase the probability 
that it will be successful. There has been an 
increase in the number of reports of flipped class-
room use in medical education, many of which 
involve screencast/video use (Lin and Hwang 

2018). It is considered effective, not least of all 
because the current evidence suggests that pre-
learning exercises are successful in reducing 
intrinsic load (Musallam 2010). The flipped 
classroom approach might be considered part of 
a wider definition applied to the incorporation of 
teaching approaches within the content of a sin-
gle course or module called blended learning 
(Osguthorpe and Graham 2003; Graham 2006). 
The important aspect of this approach is that the 
online material is tailored and signposted by the 
educator and integrated into their learning, rather 
than just being a repository or collection of 
resources online for students to self-select. There 
is a distinct difference between adopting this 
approach and simply embedding videos as part of 
your lecture slides to illustrate an example of 
something (Valiathan 2002). When used appro-
priately it can yield a learning advantage over 
traditional delivery in anatomy education (Pereira 
et al. 2007). At the University Southampton this 
approach has been used to transform the student 
experience in teaching histology and has had a 
positive impact on assessment performance 
(Paterson et al. 2015; Morton et al. 2016).

An example of one innovative approach was 
to create Quick Response Codes (QR codes) for 
videos and place them on lecture handouts and/or 
in practical workbooks. This method of signpost-
ing prompts the student to access the screencast/
video at the most appropriate time as guided and 
advised by their academics. They have been used 
both successfully in a dissection room setting 
(Traser et al. 2015) and with associated lectures 
and laboratory workbooks at Southampton 
(Elmansouri et al. 2018). In particular, our study 
demonstrated that QR codes are used by students 
most when blended with traditional delivery of 
information rather than in isolation. However, 
many students still prefer to search for videos 
themselves using desktop computers rather than 
mobile phones.

On occasion it might be appropriate for 
entire components of a module to be taught 
through e-learning packages that include video 
episodes to be watched in sequence. This has 
been the case at Southampton where aspects of 
medical embryology and taught via a mini 

1  Assessing the Role of Screencasting and Video Use in Anatomy Education



8

series of screencasts which is presented as a 
playlist in YouTube. To promote inclusivity the 
still images were also presented alongside a 
transcript of the audio and presented as an 
interactive e-booklet using Microsoft Sway™ 
(Sidebottom et al. 2016). This is a smaller scale 
approach of a method used extensively in the 
field of Massive Open Online Courses (MOOCs) 
(Swinnerton et al. 2017).

Another innovative approach to developing 
and using screencasts is through Peer Assisted 
Learning. The benefits of face to face peer 
instruction are well established in anatomical sci-
ences (Evans and Cuffe 2009; Tayler et al. 2015; 
Stephens et al. 2016; Harrison et al. 2017; Border 
et al. 2017) but this application can be extended 
to include online peer delivery and there is no 
reason to believe that the benefits of this interven-
tion cannot be transferred to online teaching. 
Students have a level of natural cognitive and 
social congruence with the learners and will 
explain things using alternative terminology 
which may be helpful with more difficult subject 
matter (Lockspeiser et al. 2008; Hall et al. 2014; 
Hall et al. 2018a, b). Furthermore, students enjoy 
the creative nature of making screencasts and are 
familiar with application based editing software 
for film and audio. For the student creators, the 
perception is that it reinforces and strengthens 
their knowledge in the same way that traditional 
peer teaching would do (Pilborough et al. 2017). 
However, the benefit is that their resource can 
continue to be used once they have moved on and 
graduated, so it negates the sustainability issue of 
planning and delivering such programmes year 
on year.

1.1.8	 �Instructional Strategies 
for Screencast Creation

Having provided some evidence for the effective-
ness of screencasting in higher education, and 
more specifically within the field of anatomical 
sciences education it would be sensible to pro-
vide some important considerations for those 
educators wishing to pursue this avenue of this 
technology in their own teaching.

There are many common structural elements 
to screencast construction which will influence 
the effectiveness of its use, and ultimately the 
success of the resource. Success can be measured 
in a number of ways, either academically via 
empirical studies such as the aforementioned 
research on learning improvements, or through 
evaluating the student experience. The majority 
of online platforms provide basic analytical fea-
tures that count video views, count subscribers to 
your feed/channel, permit comments and also 
tally likes and dislikes. This basic information 
can inform future practice of screencast 
creation.

For the most part, virtual learning environ-
ments are not equipped to support the upload of 
multiple video files as resources and are inher-
ently designed only to use linked to resources. 
Therefore, the best options for uploading is via 
publicly accessible applications such as You 
Tube. Although, this does still offer the option to 
be used privately and to share content with 
selected groups. What follows are guidelines for 
the production value of your resource and for 
approaches towards the taught element.

The common elements that make up a screen-
cast are the intro sequence, the main instructional 
visual portion (which is the body of the screen-
cast), the narration (audio portion synchronised 
to what is happening on screen) and the end 
screen (Mullamphy et  al. 2010). The intro and 
outro sequence, also known as ‘bumpers’ provide 
an important statement of identity (Sugar et  al. 
2010). The style of screen movement is also 
key  – some screencasts have a dynamic style 
which allows the video frame to focus in on areas 
of interest and, for the time being, eliminate irrel-
evant on-screen material. The majority however 
are static, with a single frame that simply builds 
content in a logical and sequential order (Brown 
et al. 2009; Sugar et al. 2010).

Findings from our own investigations suggest 
that the highest priority production variable is 
audio. Therefore, acquiring a good quality 
dynamic of condenser microphone is strongly 
advised for anyone wishing to create their own 
videos Furthermore, the narration must be high 
quality to satisfy student expectations. Our own 
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students consistently report that they much prefer 
bespoke resources made by their own institution, 
even if there are more professionally produced 
alternatives available elsewhere; students con-
stantly strive for continuity and alignment with 
their own curriculum (Geoghegan et al. 2018).

It is important to establish a brand for the edu-
cational product. Standardised logos, colours, 
formatting and sequencing all help in establish-
ing a recognisable profile and serve to establish a 
favourable reputation. In a recent survey evaluat-
ing use of the Soton Brain Hub Chanel it was 
found that 70% of the medical student cohort 
(n = 253) rated the channel as excellent (5/5) sug-
gesting a strong endorsement for quality and 
accuracy. Students commented of the consistency 
of design and style of the screencasts, which had 
an influence on their impression of the resource. 
Providing new content on a regular basis will also 
encourage more subscribers to the channel 
(Lowry et al. 2017). If developers are in a posi-
tion to tell their users the frequency of uploads it 
will increase the probability of attracting a loyal 
following. These factors, commonly referred to 
as broadcast variables are as important as the 
content if you wish to build a national and inter-
national impact with your screencast resources.

When reviewing instructional techniques 
there are a number of approaches, but keeping 
in mind how these can remain consistent with 
the theory of CTML is a worthy deliberation. 
In some cases, it might be necessary to adjust 
the speed of the on-screen drawing time to 
reduce redundancy and the overall length of 
the video. It has been reported that students 
find it difficult to concentrate on videos that 
exceed 10  min in length (Morris and Chikwa 
2014), something which is consistent with our 
own findings (Lowry et  al. 2016). Narration 
can be recorded at the adjusted speed and can 
be fully scripted or semi scripted. The latter 
allows for a slightly more informal conversa-
tional style, but with the increased risk of com-
promising the contiguity and redundancy 
principles. In summary, screencasts should be 
short, accessible, preferably downloadable and 
compatible with both IOS and Android soft-
ware. (Morris and Chikwa 2014).

1.1.9	 �The Benefits of Working 
in Partnership with Students 
to Create Screencasts

Although in the majority of cases educators may 
wish to develop screencast resources with their 
academic colleagues or independently, there are 
some major advantages to partnering with stu-
dents on these projects (Pilborough et al. 2017). 
Firstly, millennials have experience of creating 
and manipulating video for recreational pur-
poses, so the designing and creating element of 
screencast development comes as a fairly intui-
tive skill which could be said to be a ubiquitous 
characteristic of this particular generation. 
Secondly, they [the students] have more available 
time to create them, which if timed correctly may 
even complement an area of their own personal 
interest, or deepen knowledge in a topic that is 
required in an aspect of the formal curriculum. 
This is very much consistent with the benefits 
achieved from traditional near peer teaching pro-
grammes. (Hall et al. 2018a, b).

At Southampton the collaborative approach to 
producing screencasts was extremely well 
received, with 92% of users in favour of medical 
students being partners in the project (Pilborough 
et al. 2017). In addition, the case for student part-
nership has been made by The Higher Education 
Academy and has been implied as good practice 
(Healey 2017), but its adoption does involve a 
shift in working culture which has the potential to 
conflict with hierarchical structures within 
Higher Education institutions (Border 2017). 
Apart from establishing trust, the most important 
role of the faculty within the partnership becomes 
one of quality assurance and adherence to aca-
demic integrity policies (Seaby et  al. 2015). 
Evidence accessed from the Soton Brain Hub 
channel suggests that screencasts created by stu-
dents are frequently more popular than those cre-
ated by staff (Pilborough et  al. 2015). In a 
transcript from an unpublished focus group data-
set, participants in our study frequently stated 
that the student’s style of narration is often more 
friendly, supportive and carries a sense of warmth 
compared to that of formal faculty delivered 
explanations (Patel et al. 2017; McElligott et al. 
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2016). Further scrutiny, (mostly of the comments 
section of each video) reveals that viewers 
emphasise praise for helpful ways to remember 
information, or signposting of the core facts for 
the assessments. Students clearly welcome this 
aspect of support for learning a new subject in its 
early stages (Smith and Border 2019). This would 
very much suggest that near peer teachers can act 
as useful and dependable role models in an online 
capacity as well as face to face.

1.2	 �Conclusions

It is very clear that the adoption of screencast 
technology, blended with face to face contact, 
can make a very positive impression on students 
studying in the field of anatomical sciences. More 
important than the consistently overwhelming 
positive evaluations reported from their use, is 
the encouraging results from those studies assess-
ing the impact on learning using objective out-
come measures. Despite some promising findings 
in learning gain, more substantial evidence is 
required, preferably conducted through appropri-
ately powered, robust multi centred studies. 
Whilst the majority of available evidence sup-
ports the use of screencasts it is important not to 
overlook the potential problems. Less face to face 
contact time may affect the staff/student relation-
ship or rapport. Their introduction may also con-
tribute to the belief that this will lead to a decline 
in attendance, although at the present time this 
hypothesis has not been substantiated. Both of 
these points could be interpreted as contributing 
factors towards the perception that lectures and 
the lecturer will become obsolete in time with the 
evolution of learning technologies.

The recommendations from this review sug-
gest that adopting tailored screencast use with an 
associated educational strategy involving the 
solid integration of these resources within the 
curriculum is most ideal. Although it is possible 
for screencasts to be stored and accessed via an 
online repository for independent study require-
ments, the author strongly encourages the inno-
vative application of these resources through 
techniques such as ‘flipping the classroom’, 

social media integration and adopting tools such 
as QR codes, which serve to signpost them at the 
most appropriate time for the students learning. 
All of these techniques aim to introduce screen-
cast technology without negating the role of the 
educator – in fact quite the opposite, the educa-
tor’s role becomes pivotal to its success. To 
enable the sustainable creation of screencast 
resources and to increase the vertical integration 
of anatomy education through medical pro-
grammes, senior medical students can form part-
nerships with faculty members to achieve some 
of the mutual benefits similar to those witnessed 
by hands on peer assisted learning. It should be 
acknowledged that adopting this policy comes 
with a certain degree of risk and may require a 
subversive approach! However, if academics are 
willing to foster the trust and shared ownership of 
these digital resources, there is the potential for 
the creation of rich and engaging learning 
resources which are cognitively and socially con-
gruent with their audience. It is clear that the way 
in which images (static/interactive/mobile) are 
used in the education of anatomical sciences is 
constantly expanding. As applications continue 
to offer more sophisticated and professional 
looking results, using simple and intuitive inter-
faces, educators will have some powerful tools at 
their disposal to offer a variety of innovative 
approaches to advance anatomy education.
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Abstract
Emerging technologies have the potential to 
transform our approach to medical education. 
A goal in this chapter is to inspire researchers, 
educators and scholars in the bio-medical 
visualisation field who can benefit from inte-
grating wearable Augmented Reality (AR) 
technologies, like the HoloLens into their 
existing teaching and learning environments. 
We draw from case studies, existing research 
and the educational technology literature, to 
propose the design of purposeful learner-
centered experiences that might benefit from 
wearable AR technologies in the classroom.
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2.1	 �Introduction

Emerging technologies have the potential to 
transform our approach to medical education. A 
goal in this chapter is to inspire researchers, edu-
cators and scholars in the bio-medical visualisa-
tion field who can benefit from integrating 
extended reality (xR) technologies into their 
existing teaching and learning environments. We 
draw from case studies, existing research and the 
educational technology literature, to propose the 
design of purposeful learner-centered experi-
ences that might benefit from xR technologies in 
the classroom.

2.2	 �An Emerging Definition of xR

The term, xR (extended realities), is a fairly 
recent umbrella term which attempts to include 
and define Virtual Reality (VR), Augmented 
Reality (AR) and Mixed Reality (MR) experi-
ences. These emerging technologies are not only 
defined by the technical affordances of their 
hardware and software but by the experiences 
they offer learners. Virtual Reality experiences 
involve some type of wearable head mounted dis-
play that completely immerses a person in a dif-
ferent reality, while augmented reality can be 
experienced on your phone or through a wearable 
tech like the Microsoft HoloLens. The HoloLens 
is a wearable AR headset that has the power to 
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project a 3D image, superimposing it within a 
user’s real-world environment. (Hanna et  al. 
2018). MR experiences like the HoloLens pro-
vide viewers the ability to interact with virtual 
objects within a familiar physical environment 
extending the perception of what is real (Spierling 
and Iurgel 2003).

2.3	 �A Focus on Wearable AR

Augmented reality technologies allow for differ-
ent images and animations to be superimposed 
within, on, and around the physical environment. 
Wearable technology including the Microsoft 
HoloLens and most recently the Magic Leap are 
already being experimented with in classrooms 
and clinical settings across North America, Asia 
and Europe. Known as MR devices, they offer us 
a way to augment our current physical reality by 
superimposing 2D and, importantly, 3D interac-
tive images onto it. Even more compelling, mul-
tiple devices can be digitally tethered and allow 
several individuals to see and interact with 3D 
digital objects and animations simultaneously in 
the same physical location or through remote 
telepresence.

2.4	 �A Multidisciplinary 
Approach

Work with these emergent technologies requires 
the assembly of a team that includes medical 
experts, computer scientists and engineers, as 
well as artists with a background in narrative and 
immersive education. Weyhe et al. (2018) studied 
the use of a VR anatomy atlas and while the stu-
dents performed well on the post-test and were 
satisfied with the experience, the authors did 
comment on the need for better and more accu-
rate 3D models. That accuracy can lead to a dif-
ferent creative process in which an MRI device 
was used to scan an accurate representation of the 
brain, which, served as the visual model for the 
3D art team to build upon (Holman et al. 2018). 
This process is similar to the use of motion cap-
ture in 3D animation pipelines. Advantages of 

using an MRI or motion capture is that both pro-
cesses more accurately represent a moving 
object, and save time for animators during the 
development process. In our own experience, the 
creation of the HoloBrain (Holman et al. 2018), 
required medical students and faculty to collabo-
rate with programmers, 3D artists, industry 
experts in Mixed Reality HoloLens development, 
and user-experience designers. It is this combina-
tion of a seamless user experience (UX) and an 
intuitive user interface (UI) coupled with accu-
rate renderings of the deep structures of the brain, 
that allowed for use of the HoloBrain in an edu-
cational setting.

The technology should not be more visible to 
the learner than the content and it should only be 
used to visualize structures that would otherwise 
remain elusive. User interfaces that act as media-
tors between the user and the virtual objects 
should be designed in such a way as to be “trans-
parent” (Fishkin et  al. 1998). User interactions 
with the virtual objects should rely on physical 
gestures that are familiar to users in real-world 
experiences.

Tepper et  al. (2017) were among the first to 
demonstrate the use of the HoloLens in a surgical 
theatre setting and they found that this technol-
ogy enabled the change from “pre-operative” 
planning that was virtual to “intraoperative” MR 
surgery. This technology can bridge the gap 
between the digital imaging technologies com-
monly used in clinical settings and the surgical 
intervention on a patient, where the operative 
window may be small and a fuller understanding 
can be achieved through an augmentation of real-
ity with the digital imaging data. We propose a 
similar approach for medical education: The use 
of Augmented Reality devices in the classroom 
are meant to augment current educational experi-
ences and contribute to a full educational ecosys-
tem that spans the continuum of medical 
education from the undergraduate experience to 
postgraduate and continuing medical education. 
In the case of anatomy education, this is typically 
concentrated in the first years of a medical under-
graduate programme, and yet it forms the foun-
dation for clinical sciences and clinical practice. 
A recent study found that student anatomy 
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knowledge in clinical years was below the 
expected standard (Brunk et  al. 2017.) These 
senior students typically do not have access to the 
cadaver lab for regular classes anymore. Access 
to an augmented, digital lab would have the 
potential to bridge this knowledge gap and foster 
integration across the disciplines. Another study 
looked at the use of the HoloLens in a surgical 
simulation environment. In Logishetty et  al.’s 
(2019) study, students that trained with the 
HoloLens performed as well as those trained by a 
surgeon. However, the qualitative data collected 
found that MR was a valuable addition to the 
learning ecosystem. A Mixed Reality tool like the 
HoloLens afforded “unsupervised” training that 
complemented what they learned with an “expert 
surgeon”.

2.5	 �Augmented and Mixed 
Reality Wearables 
in the Classroom

In the development of xR technologies there is a 
persistent tension between developing an interac-
tive experience with embedded learning opportu-
nities and ensuring that we are considering the 
educational journey of those whom we are co-
constructing it for. Empirical and qualitative ori-
ented research discusses some key learning 
outcomes when AR wearables are integrated into 
the curriculum. These include immersion, spatial 
ability, contextualization, engagement and col-
laborative problem solving (Rosenbaum et  al. 
2007). Devices like the HoloLens afford authen-
tic activities that model complex “real-world sys-
tems”. These interactions offer learners the 
ability to manipulate “parameters” that control a 
3D model or animation, and to contribute within 
a multi-player experience and observe others per-
forming specific functions. Dunleavy et al. (2009) 
found that Augmented or Mixed Reality simula-
tions are “highly engaging” and allow users an 
interactive medium to solve problems collabora-
tively. In some cases, AR “laboratories” have 
been found to afford students the ability to expe-
rience a type of learning that can be better than 

more traditional classes in laboratories (Andujar 
et al. 2011).

2.5.1	 �Addressing the Dilemma 
of Integrating Technology 
in the Classroom

Claims that the use of wearable AR can transform 
how people learn and how people learn together 
are met with a mixture of enthusiasm and skepti-
cism. Like other technologies there is simply not 
enough research to make sweeping generaliza-
tions across learning contexts. To weigh the 
advantages and disadvantages of integrating new 
technologies in our curriculum, we need look at 
one of the earliest twentieth century media that 
integrated educational technology in the class-
room; educational film. Paul Saettler’s (2004) 
book The Evolution of American Educational 
Technology, makes mention that the role of edu-
cational film in learning environments developed 
from a meeting place of several factors, including 
technological advances, changes in pedagogy, 
and vested interest from government and technol-
ogy manufacturers. Similar comments have been 
made over time of many educational technolo-
gies and their journeys of integration in the class-
room. For xR we are now at a critical juncture 
where practitioners who want to integrate emerg-
ing technology in the classroom must conduct 
rigorous inquiry so that relevant communities of 
practice can understand their applicability in 
their own teaching and learning environments.

Creating rigorous inquiry that is trustworthy 
will help us transcend the tone of technological 
evangelism that has been persistent historical 
since one of its first evangelists, Thomas Edison. 
Edison was one of the first to produce educa-
tional films (Saettler 2004) for schools. A quote 
attributed to him regarding the obsolescence of 
books in schools (Smith 1913) has become one of 
the earliest reference points in the educational 
technology literature that highlights the danger of 
regarding any emerging technology as a cure-all 
for educational problems and “shortcomings” 
(Dent 1939). While 100 years later scholars are 
not exclusively instructed “through the eye”, 
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educational films are a mainstream tool in class-
rooms, in particular in sciences that require accu-
rate visualisations. When we evaluate the 
adoption of visual media in the classroom over 
centuries, medical education has always relied on 
illustrations, photography, and video. While 
some consider that the adoption of xR will be the 
next step in this evolution (Vlada and Albeanu 
2010), we need to research the best way to inte-
grate xR into the ecosystem, carefully consider-
ing the advantages and disadvantages of this 
technology (Mitrousias et  al. 2018). Part of the 
reason why skepticism is always present, is that 
not all emerging technologies will work in every 
learning context. This may be further amplified 
by an overall misunderstanding of how, when and 
why emerging technologies can be applied in the 
classroom, and whether or not they should.

2.5.2	 �How We Think Our Students 
Learn

How we think our students learn and how that 
informs our approach to teaching them is directly 
related to what we think the role of technology is 
in the classroom (Hannafin and Savenye 1993). 
Ertmer (2001) discusses how “teachers’ beliefs” 
impact how, when and if technology is integrated 
into the design of instruction. Those beliefs may 
be influenced by how well teachers are able to 
manage the learning of emerging technologies. In 
addition, those educators who regularly interact 
with new technologies tend to have a greater 
capacity to quickly understand how to integrate 
them in their own teaching environments. 
Resistance to integrating emerging technologies 
may also be influenced by the teaching culture of 
the program, faculty, institution, and community 
of practice we belong to. Understanding these 
conditions may help educators make informed 
decisions as to the value of integrating emerging 
technologies in the classroom. Institutions are 
currently re-thinking their approached to medical 
education, in particular anatomy education 
(McMenamin et  al. 2018)  – these frameworks 
will inform how emerging technologies are inte-

grated. As the hardware and the software devel-
opment process can be expensive, it is difficult to 
support a more experimental learning environ-
ment where emerging technologies can be tried 
out and their effectiveness researched in the 
classroom.

While some assertions on the learning gains of 
the HoloLens AR can be made from Krebs’ 
research (2017, 2018) and others (Barmaki et al. 
2019), some medical educators (Wainman et  al. 
2018) may not be able to, nor want to, replicate 
the precise conditions that led to those assertions 
being made. It is up to each new teacher/practitio-
ner to incorporate what they see as being relevant 
to the needs of their classroom, how relatable pre-
vious research might be to their own learning 
environment and the overall values and visions of 
their programs, and finally, to the design of their 
curriculum. Drawing from Stake’s (1978) propo-
sition of naturalistic generalizations in case study 
research, the contextual integration of xR in the 
classroom is a choice that medical educators need 
to consider when assessing the applicability of 
previously conducted research (Melrose 2009).

2.6	 �Why Do We Want Emerging 
Technologies in Our 
Classrooms and Labs?

Deeply questioning when, where, how and why 
integrating AR in the classroom will benefit edu-
cators in all disciplines. We need to task the tough 
questions of ourselves and our current pedagogy 
prior to following through on integrating emerging 
technologies in the classroom. The driver for the 
integration of technology must remain the peda-
gogy. The fundamental questions focus on what 
the added value is and how the use of xR technol-
ogy will change our experience of reality. Some 
questions we have found helpful in answering 
include:

•	 How can we integrate wearable AR within 
existing pedagogical practice?

•	 How do we believe it will transform the 
learner-experience?
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•	 What are the advantages of integrating wear-
able AR in the classroom and how will these 
contribute to learning outcomes?

•	 How adaptable is the program that I am in and 
how open are my colleagues to integrating 
emerging technologies in the classroom?

•	 How do we integrate training our faculty and 
students into the development pipeline?

•	 How long will it take to develop the technol-
ogy and how much time am I willing to put 
into being part of the development team?

•	 Are there existing institutional resources, 
internal and external funding and partnerships 
that we can leverage?

•	 How do we test the learning gains from wear-
able AR?

2.7	 �Rethinking How 
We Integrate Augmented 
Reality in the Classroom

To articulate how wearable AR can be used in the 
classroom is to reinvent how we talk about its 
role in a teaching and learning situation. We can 
no longer use terms generally associated with 
quantitative research methods. Rather than dis-
cussing the ‘effect’ of AR or its ‘impact’ on 
learning, we need to reframe our linguistic orien-
tation. This orientation might better prepare us 
for the types of research questions we ask. Instead 
of questions like “What are the learning effects of 
the Microsoft HoloLens?”, we could ask, “How 
might the Microsoft HoloLens augment the 
learning experience of anatomy students in a neu-
roscience classroom? How might wearable AR 
differ in its use across disciplines, teaching envi-
ronments and the types of learning interactions 
that are facilitated?

Typically, the questions we ask are an either/
or proposition: Can xR replace cadaveric dissec-
tion/lectures/textbooks/videos? We propose a 
new avenue of inquiry where we look at the value 
added through these technologies. How can xR 
technologies help us to understand the physical 
reality of medical practice or the anatomy of the 
human body better?

2.7.1	 �Investing in Enhanced 
Learning Experiences 
Previously Not Possible

Our various experiences creating MR for the 
classroom had led us to believe that the HoloLens 
can offer teacher and learner interactions that 
would otherwise be more expensive, and in some 
cases impossible to achieve. Take the example of 
a HoloLens application (Bondoc et  al. 2018), 
developed for an aerospace training facility to 
support teachers and students in the Avionics cur-
riculum (British Columbia Institute of 
Technology). The HoloCopter project combined 
simple intuitive gestures and voice commands to 
afford users the ability to interact with a moving 
helicopter rotor, slowing down its speed and 
observing its working parts from any angle. 
Currently this type of interaction is not possible 
with conventional physical models as the moving 
blades of a helicopter would not be able to pro-
vide students with any safe close-up interactions.

In the case of augmenting the classroom with 
a giant working model of a 3D brain or other 
body parts, for example, we can selectively look 
at parts of the body, and importantly the 3D rela-
tionships of structures (see Fig. 2.1). Even though 
traditional pedagogical methods are still valid 
and have shown to be effective in teaching anat-
omy, AR affords different learning opportunities 
that were previously not possible. Expert anato-
mists can spend years building a conceptual 3D 
map of the body in the minds, with this technol-
ogy this 3D map can now be shared easily with 
learners and interactions with these 3D models in 
an instructional setting are possible. We believe 
that one primary learning outcome for students is 
that it better prepares them and connects them to 
their subsequent roles as practitioners in the field.

2.7.2	 �Interaction and Collaboration 
Around 3D Anatomical 
Objects

One of the greatest benefits to learning in an xR 
environment is that it allows for new opportuni-
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ties for student to student and teacher to student 
collaboration and interaction. With several 
devices, students can see the same object simul-
taneously, interact with it and have discussions 
centered around the object itself. One could argue 
this is not very different than gathering around a 
2D screen and looking at an object, but the 
devices such as the HoloLens place a virtual 3D 
object into the physical environment of the learn-
ing space, allowing for a 3D augmentation of 
reality. Learners can see from different angles, 
interact with it while others see those interac-
tions, or interact with it simultaneously. As has 
been shown in clinical and nonclinical applica-
tions in pathology, the HoloLens is comfortable, 
has a small learning curve and is powerful enough 
to display high resolution 3D images, making it 
well suited for “digital pathology” and beneficial 
for autopsies and “microscopic examination” 
(Hanna et al. 2018).

2.7.3	 �Getting Closer to Realism 
and Reinventing 
the Artist’s Role

The strength of xR is that it can provide an edu-
cational experience that transcends the limita-
tions of reality – its main aim should not be to 
re-create reality. In education, as in art, we use a 
reductionist approach to help conceptualize and 
put the complex into context, to separate the sig-
nal from the noise. This is an extension of the 
thoughts put forward by Eric Kandel (2012) that 
in order to understand complex phenomena, sci-

ence reduces them to “essential actions” while 
investigating the “interplay” of those essential 
actions. Kandel also proposes that this reduction-
ist approach is exhibited in art as well. The role of 
artists in an xR environment is to assist experts in 
finding the right balance between the conceptual 
and the realistic. 3D reconstructions from clinical 
imaging (Binder et al. 2019), 3D models obtained 
from photogrammetry, 3D scanning (Dixit et al. 
2019; Petriceks et  al. 2018) or reconstructions 
from MRI scans (Zilverschoon et al. 2017) are all 
valuable tools in detailing the essential interac-
tions that define complex scientific processes. It 
is the art of putting these objects into the context 
of xR, into a user-interface (UI) and user-
experience (UX) that augments pedagogy, and 
becomes a qualitative measure that may well 
determine the success of one application over the 
other. Artists are essential in the process. Their 
focus is not to reinvent the wheel, it is to work 
with the existing scanned parts – balancing out 
the accuracy and the conceptual, integrating clin-
ical pictures for the best immersion and authen-
ticity. From the pedagogical point of view 
students are exposed early on to more accurate 
representations of what they might expect in real-
world clinical scenarios.

2.7.4	 �The Learner Experience Needs 
to Be Front and Center

Content creators and educators need to spend 
more time considering how we can create wear-
able xR experiences that resonate with faculty 

Fig. 2.1  HoloBrain in 
classroom use
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and learners, require small learning curves to 
understand, are intuitive to work through, and are 
integrated into the curricular design  – this 
requires a deep pedagogical understanding of 
learning goals and outcomes as well as the prin-
ciples of good UI and UX.

Developing for wearable technologies chal-
lenges us to be co-designers of the experience 
itself. We need to collaborate and learn from 
user-experience designers and the field of UX 
design and improve the core experience from rig-
orous user-testing. This is because xR facilitates 
unfamiliar learning experiences that have to be 
considered when wanting to integrate them into 
pedagogy. Since our target users consist of stu-
dents and teachers who may be more familiar 
with traditional media, we need to anticipate how 
they will use the device from the moment it is 
turned on and worn. This learning curve needs to 
considered and integrated into the overall UX of 
the teaching and learning experience. That 
includes the co-design of a user-friendly interface 
that is easy enough to use and understand, and 
flexible enough to afford new interactions that are 
unique to the medium.

2.8	 �Towards a UX of Emerging 
Technology in the Classroom

Educators across disciplines face tough choices 
when emerging technologies promise new trans-
formative experiences for learners. Drawing from 
a specific tool commonly used in the field of UX 
design, defining the teacher/learner journey can 
be a powerful pedagogical tool that will shed 
light on the interaction points that learners have 
with all learning activities.

Prior to committing to integrating emerging 
technologies into the classroom we encourage 
educators to break down each interaction that 
they and their learners will have. This begins with 
a pre-classroom breakdown of the teacher jour-
ney, which, should detail the pedagogical reason-
ing and link the development cycle of an 
application for the HoloLens or other technology 
with specific curricular goals. A commitment to 
being present and active as a collaborator in the 

development of the application is crucial, includ-
ing regular hypothesis testing of prototypes as the 
application develops. If the goal is to have other 
teachers also use the application on the HoloLens, 
then pre-class training should be integrated. 
Learning curves for the HoloLens need to be 
taken into account or the technology may not be 
integrated. Bringing in other teachers into the 
user-testing process should be considered high 
priority to ensure that their feedback is also 
accounted for. This will also make them stake-
holders in the development process.

An in-class breakdown of the learner journey 
should be achieved during the development stage 
of the software application. An in-class break-
down details all the interaction points between 
the user (learner) and their use of the HoloLens. 
This would include in-class demonstrations of 
the HoloLens, a training period, a low-stakes 
experimental period with the HoloLens and its 
associated application covering how the learner 
will control the interactive 3D models and 
animations.

The post-application learner experiences 
should also be identified and integrated into the 
pedagogical intent of the class, the course and the 
future authentic practices of the learner beyond 
the course itself. We encourage the capture of 
student reflections prompted by their use of any 
emerging technology and how it supported their 
understanding of course content. Learner reflec-
tions are important to communicate internally to 
other faculty and University stakeholders to tell 
the story of its value.

2.9	 �Conclusions

We suggest that xR technology and its applica-
tions can be managed when they are considered 
pedagogically. That is, when all aspects of their 
management and the technical challenges of 
using them in the classroom, in addition to a con-
sideration of the overall user-experience of teach-
ers and learners are identified and resolved prior 
to their integration in curriculum. We also believe 
the use of mixed reality devices like the HoloLens 
challenges new modes of instruction to be 
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designed, whose intentions are to shift away from 
pre-dominantly “teacher-directed” environments 
consisting primarily of rote memorization and 
reviewing case studies. An expanded view of 
learning that moves beyond acquiring “factual 
and procedural” knowledge (Suppes and 
Morningstar 1969) can lead to more rich interac-
tions and problem-solving activities with com-
plex scientific processes. Devices like the 
HoloLens offer us a future glimpse of learning in 
a different way with new affordances that are 
aligned with teaching complex scientific 
processes.
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Virtual Patients in Health 
Professions Education
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Abstract
Health care professionals must not only have 
knowledge, but also be able to organise, syn-
thesise and apply this knowledge in such a 
way that it promotes the development of clini-
cal reasoning. Panels of Virtual patients (VPs) 
are widely being used in health professions 
education to facilitate the development of 
clinical reasoning. VPs can also be used to 
teach wider educational outcomes such as 
communication skills, resource utilisation and 
longitudinal patient care. This chapter will 
define virtual patients and examine the evi-
dence behind their use in health professions 
learning and teaching. The chapter will dis-
cuss virtual patient design, such as gamifica-
tion. Finally, the chapter will discuss where 
this pedagogical innovation is best integrated 
into assessment and potential barriers to 
implementation into existing curricula.

Keywords
Virtual patient · Clinical reasoning · Virtual 
reality · Augmented reality · Health profes-
sions education
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VP	 Virtual Patient
VPs	 Virtual Patients

3.1	 �Introduction

By 2020, the doubling time of medical knowl-
edge will be just 73 days (Denson 2018). Health 
care professionals must not only have knowl-
edge, but also be able to organise, synthesise and 
apply this knowledge in such a way that it pro-
motes the development of clinical reasoning (Eva 
2005; Norman and Eva 2010). Clinical reasoning 
has been defined as the thinking and decision-
making processes associated with clinical prac-
tice and is a critical capability in the health 
professions that forms their professional identity 
(Higgs et al. 2019). Traditional didactic pedagog-
ical approaches do not allow the opportunity for 
the deliberate practice with real patients required 
to develop expertise in clinical reasoning (Boyle 
et al. 2016). While authentic, patient involvement 
in medical education has been become increas-
ingly challenging because of the differentiated 
nature of patient case leading to increasing com-
plexity with multiple morbidities that obscure the 
key clinical experience to be learned (Urresti-
Gundlach et al. 2017), patient safety (Muller and 
Ornstein 2007), availability of student placements 
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and willingness of patients to participate (Hardy 
and Brown 2010).

Panels of Virtual patients (VPs) are being 
increasingly being used in medical education to 
facilitate the development of clinical reasoning 
by overcoming reducing the randomness of 
patient cases as well as facilitating a cognitive 
apprenticeship through situated cognition as well 
as experiential learning in a safe and permanently 
stable learning environment (Brown et al. 1989; 
Consorti et al. 2012; Cook et al. 2010a, b; Kolb 
1984; Lave and Wenger 1991). While VPs are 
widely used in health professions education, par-
ticularly in North America and Canada (Berman 
et  al. 2016), barriers to implementation of VPs 
include resource, cost (Pantelidis et  al. 2018), 
educator computer literacy (Berman et al. 2006), 
and uncertainty as to where exactly virtual 
patients are best integrated into the medical cur-
riculum (Marei et al. 2018). VPs may also have a 
role in assessment in medical education, poten-
tially eliminating some of the variables associ-
ated with standardised patients and actors in 
clinical examinations (Khan et al. 2013).

3.2	 �What Is a Virtual Patient?

The term “Virtual Patient” (VP) has been used 
extensively in publications in medical education. 
Indeed, the definition of VP has been heteroge-
neous leading to confusion about what consti-
tutes a VP as well as their application in medical 
education. While the term VP generally refers to 
software facilitated case based learning, VPs has 
actually been applied to a wide range of technol-
ogy, with the first virtual patient encounter being 
described in the 1960’s with the PLATO com-
puter system being used to teach nursing students 
about heart attack management (Bitzer 1966). 
The Association of American Medical Colleges 
(AAMC) makes three distinctions in terms of 
technology in medical education (Cook et  al. 
2007):

	1.	 Computer-aided Instruction
	2.	 Virtual Patients
	3.	 Human Patient Simulations

While there is a large overlap between the 
three distinct groups suggested, the AAMC go 
further by describing VPs as “A specific type of 
computer-based program that simulates real-life 
clinical scenarios; learners emulate the roles of 
health care providers to obtain a history, conduct 
a physical exam, and make diagnostic and thera-
peutic decisions”. Begg (2010) argues that a VP 
can in fact take many forms: “computer simula-
tions of biochemical processes, physical simula-
tors such as manikins, data sets representing 
actual patients (so that, in effect, we might our-
selves conceivably be considered as virtual 
patients), and electronic case studies delivered 
via interactive computer applications” (Begg 
2010).

Talbot et  al. (2012) has subsequently sug-
gested a more inclusive approach to the taxon-
omy for VPs consisting of several categories in 
which to group VPs. These include case presenta-
tions, interactive patient scenarios, games, high 
fidelity software simulations, human standardised 
patients, high fidelity manikins and virtual stan-
dardised patients. This classification was further 
refined when Kononowicz et  al. (2015) linked 
each domain to the predominant competency, 
predominant technology and published research 
(Fig. 3.1). Both interactive patient scenarios and 
virtual patient game mapped to clinical reasoning 
with the largest body of published work focused 
on developing clinical reasoning using multime-
dia systems.

Such VPs generally include information about 
the patient such a history, examination findings 
and data from observations or investigations that 
may branch to different realistic paths and multi-
ple outcomes depending on the learner interac-
tion. Learner interaction can incorporate different 
components of clinical reasoning from informa-
tion gathering, data interpretation, hypothesis 
generation, diagnostic justification, management 
and prognostication (Daniel et  al. 2019). The 
learner then assesses the VP (typically multime-
dia software on a computer screen) by requesting 
information or selecting questions before being 
expected to make a commitment to diagnosis and 
management (Cook and Triola 2009).
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3.3	 �Virtual Patients in Learning 
& Teaching

The first question that must be asked is whether 
there is evidence for the use of VPs in learning 
and teaching in health professions education? 
Educators have used VPs in a variety of ways; 
core knowledge, clinical reasoning, communica-
tion skills and blended with simulation (Berman 
et al. 2016).

A pivotal critical literature review by Cook 
(2009) using the AAMC definition of VPs found 
indirect evidence that they were particularly suit-
able to the development of clinical reasoning 

skills. Cook (2009) VPs allow learners to partici-
pate in controlled immersion in a large number of 
different cases; with the opportunity to think and 
do in a variety of content areas and environmen-
tal contexts. Cook et  al. argue that expertise in 
clinical reasoning is case specific and VPs allow 
the learner to develop expertise in clinical rea-
soning through deliberate practice by emphasis-
ing pattern recognition and the development of a 
library of rich and detailed “illness scripts” 
(Schmidt and Rikers 2007; Charlin et al. 2007).

Cook et al. subsequently completed a system-
atic review and meta-analysis of the effects of 
VPs on learning outcomes in health professions 
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education (Cook et al. 2010a, b). This work found 
that, while there was a significant positive effect 
compared to no intervention, the effect compared 
with non-compute instruction was small. Limited 
by the quality and quantity of available studies, 
Cook et  al. concluded that further work was 
required to clarify how to effectively implement 
VPs.

Again limited by the small number of cases, a 
subsequent meta-analysis by Consorti et  al. 
(2012) focussing on VPs in medical education 
found a clear positive pooled effect when VPs 
were both compared to a traditional method or as 
an additive resource. When grouped for the type 
of outcome, the pooled effect size was greater for 
clinical reasoning when compared with commu-
nication skills and ethical reasoning. There were 
important methodological differences in the 
meta-analyses; Consorti et  al. only selected 
papers from the year 2000 onwards, whereas the 
analysis by Cook et al. was performed on papers 
from all years, followed by a further analysis of 
papers from 1991 onwards only. The analysis by 
Consorti et al. was also limited to solely medical 
rather than healthcare professions education and 
their inclusion criteria as to what constituted a VP 
was more inclusive than that given by Cook et al.

Another important question is where are VPs 
best integrated into health professions education? 
This question remains largely unanswered. Cook 
et  al. found that while students enjoy VPs they 
feel that they should not replace real patient 
encounters with the right balance of virtual to 
real unknown (Cook 2009). Ellaway et al. (2015) 
have suggested several broad ways in which VPs 
can be used in health professions education, such 
as synchronous group activities, or standalone 
reference activities. Berman et al. have recently 
shown that VPs can be integrated in massive 
online open course (Berman et al. 2017). A recent 
study of VP use on undergraduate dental students 
by Marei et  al. (2018) separated undergraduate 
dental students into groups using a VP either 
before or after a traditional didactic lecture indi-
vidually, or after the lecture in small groups. The 
collaborative deductive group had higher levels 
of knowledge acquisition and retention compared 
to other groups. These results have been repli-

cated at the University of Dundee (Heng and 
Anbarasan 2018). Berman et  al. (2009) have 
found that orientating students to VP cases, elim-
inating what redundant aspects of the curriculum 
and inclusion in assessment leads to a greater 
feeling of integration by students. Having trialled 
various integration strategies, Hege et  al. have 
demonstrated that utilisation of VP cases was 
poor if they were introduced as independent and 
voluntary exercises, not mapped to examination 
content (Hege et  al. 2007). Huwendiek et  al. 
(2013) have also suggested the importance of 
aligning and sequencing VPs with other activities 
and assessments.

3.4	 �Virtual Patient Design

3.4.1	 �Extraneous Cognitive Load 
and Complexity of Cases

Extraneous cognitive load is the impedance to 
learning caused by excessive and unnecessary 
factors associated with the way in which infor-
mation is presented to the learner (Marei et  al. 
2018). Essentially, the more of the working mem-
ory that is devoted to unravelling how informa-
tion is presented, the less that is available to 
process the key learning points. Most textbook 
diagnoses are actually slightly more complex in 
day-to-day patients, with some tests and exami-
nation findings contradicting the correct final 
diagnosis. Moreover, many patients have more 
than one diagnosis, further complicating the pic-
ture. Such complexity can overwhelm novice stu-
dents by producing an enormous amount of 
extraneous cognitive load. (Marei et  al. 2018). 
Therefore, the majority of VPs involve a single, 
first presentation of illness (Urresti-Gundlach 
et al. 2017). These virtual patients may then have 
an advantage in that they can simulate textbook 
presentations of diseases, reducing extraneous 
cognitive load, and enabling novice students to 
learn easier than interacting with a complex, 
multi-morbid patient. A caveat to this is that, at 
some point, students must learn to engage in 
more complex patients they will encounter in 
clinical practice. VPs can therefore be tailored to 
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their short, medium and long-term goals; provid-
ing uncomplicated history and examination find-
ings to the novice student, whilst having a 
variability and complexity for developing skills 
over time.

3.4.2	 �Resource Utilisation 
and Gamification

Generally in order to obtain a blood result in hos-
pital, the following must happen: a healthcare 
practitioner requests the blood using software 
that must be purchased and maintained; a phle-
botomist is employed to take the blood sample, 
which can be painful for the patient and may 
require more than one attempt using a variety of 
disposable materials; the sample must then be 
delivered to the lab, analysed, and then inter-
preted by the clinician (Litchfield et al. 2015). It 
is now common practise to order routine tests for 
patients, regardless of the clinical question being 
asked and what value they may add to prognosis 
and treatment, due to availability of tests and a 
cultural practice of defensive medicine (Feldman 
et al. 2013). This is costly in terms of both mate-
rials and workforce time and can be termed as 
low-value care. Moreover, it can be a source of 
unnecessary pain to patients and, should results 
show incidental anomalies, can lead to unneces-
sary invasive investigations and delayed dis-
charges, costing more money (Feldman et  al. 
2013). Promotions such as the International 
Choose Wisely Campaign aim to highlight low-
value care (Levinson et  al. 2015). Interestingly, 
unnecessary test ordering can be reduced when 
physicians are confronted with the cost of each 
test as they order it (Feldman et al. 2013).

VPs represent an interactive way in which 
healthcare professionals, and students in particu-
lar, can be taught the value of resource utilisation. 
Zhou et  al. (2018) developed six VP scenarios 
concerning rheumatological diagnoses and 
resource utilisation. Some tests, for example a 
specialised antigen blood test HLA-B27, are 
expensive and only recommended to be per-
formed when there is strong suspicion of specific 
pathology in the history and examination or 

radiologically. Students were tasked with reading 
a patient vignette and ordering the most appropri-
ate tests given the history, examination, and 
investigation findings. Free-text criticism from 
participants was that, although it was valuable to 
receive feedback on what tests were unnecessary 
and expensive, there was no cost-limit for tests 
during the scenario and no penalty for over-
ordering. Gamification is a way in which resource 
utilisation in VP scenarios can be rewarded. 
Gamification involves introducing aspects of 
games to VP scenarios, such as point scoring, 
rewards, and swift feedback, and can harness 
innate competitiveness in students and doctors in 
order to make the scenario more engaging. 
McCoy et al. (2016) detail several games relevant 
to health professions education in their review, 
categorising each for advantages such as real-
world application and swift feedback. One inter-
esting example, Septris, is a free online VP game 
developed and hosted by Stanford University, 
which tasks the player with the investigation and 
management of sepsis (Evans et al. 2015). Tests 
have a lag time between being ordered and 
results, and the patient’s vital signs change in 
real-time, mimicking the time critical nature of 
sepsis management.

Foldit is an interesting online game where 
players are rewarded with points for realistically 
folding protein structures (Kleffner et al. 2017). 
Arguably, any software such as this, which mim-
ics an aspect of human biology, can be consid-
ered a VP. This game is unique in that it is both 
useful for the user by visually demonstrating 
aspects of protein folding such as hydrogen 
bonding and to the developers in the sense that 
they can use data on how users attempt to fold 
proteins to better inform computer algorithms in 
modelling the process This can lead to improved 
insights into the educational needs of students. 
Moreover, the majority of research in health pro-
fessionals education is conducted by single insti-
tutions with modest funding and no long-term 
follow up. Using data harvested from VPs, multi-
institutional collaborations can produce more 
rigorous and longitudinal work (Cook et  al. 
2010a, b).
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3.4.3	 �Clinical Reasoning 
and Diagnostic Error

Diagnostic error is a major cause of morbidity and 
mortality in all healthcare settings. (Singh et  al. 
2016). A number of factors contribute to diagnos-
tic error, one of which is inadequate clinical rea-
soning (Singh et  al. 2016). This is a concept of 
diagnostic skill which combines theoretical medi-
cal knowledge with clinical experience and is 
developed over the course of the professional 
career (Hege et al. 2018). VPs allow for autono-
mous practice and learning from diagnostic error 
in a safe environment (Hege et al. 2018).

In terms of developing virtual patients to fully 
enhance the development of clinical reasoning, 
realistic branch points are considered effective 
(Posel et al. 2014) (see Fig. 3.2). These are distinct 
junctions in the VP storyboard where the scenario 
can take several different directions depending on 
the user input. Klein et al. (2018) assessed whether 
prompts in the form of open-ended reflections or 
multiple-choice questions helped foster clinical 
reasoning. Interestingly, such prompts only stood 
to add extraneous cognitive load and so unsup-
ported worked examples in VP games may be 

favoured, where the learner is simply informed of 
where they went wrong and why, rather than 
explicitly being tasked to reflect on their error.

Van Bruggen et al. (2012) have analysed the 
various question types that can be used in VP sce-
narios aimed at large groups of students and con-
clude that extended matching questions and 
comprehensive integrative puzzles are most use-
ful in developing clinical reasoning skills. The 
latter involves students building a comprehensive 
patient history, examination and investigation 
results based on a final diagnosis, effectively 
working backwards from the end-point of the 
patient work-up.

3.4.4	 �Longitudinal Care 
and Combatting Clinical 
Inertia

As discussed, many VP scenarios focus primarily 
on the initial diagnosis and management of a 
condition, when patient management realistically 
involves dealing with more chronic conditions 
(Urresti-Gundlach et al. 2017). May branches of 
medicine a hospital consultant or involve the 

Fig. 3.2  A storyboard created using open-source Twine software shows a branching virtual patient scenario (Quail 
et al. 2018)
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management of people with chronic conditions 
over a period of years. Junior doctors in the UK 
tend to rotate training posts every 4–6  months 
(Harries et al. 2016). Although this allows a mul-
titude of skills to be built in different clinically 
settings, it does not afford much practise in man-
aging chronic disease longitudinally learning 
from decisions made in this management. Sperl-
Hillen et al. (2013) have piloted longitudinal VP 
in diabetes management where doctors can apply 
their treatment plan and follow up their VP over a 
180-day period in an attempt to achieve physio-
logical targets such as optimal blood pressure or 
blood glucose. Such VPs afford much needed 
practice in managing chronic illness and may 
also help combat clinical inertia.

3.4.5	 �Augmented and Virtual 
Reality in Skills Training

Augmented reality (AR) and virtual reality (VR) 
are two concepts that are becoming increasingly 
popular in health professions education 
(Pantelidis et al. 2018) and general popular cul-
ture with the advent of technologies such as 
smartphones. A notable example being the 
Pokémon Go worldwide phenomenon in 2016 
(Marquet et al. 2017). AR differs from VR in that 
artificial images are layered over the natural envi-
ronment of the user, rather than an entirely sepa-
rate environment being created (Pantelidis et al. 
2018). AR and VR lend themselves well to task-
based training in health professions education. 
The philosophy of see one, do one, teach one, 
when it comes to clinical skills is one which is 
out-dated and unsafe (Seewoonarain and Barrett 
2017). Satava (2006) suggests a multi-step pro-
cess that could utilise VPs in order to teach clini-
cal and surgical skills. This involves teaching the 
anatomy involved in the procedure didactically 
and through physical or even virtual models. 
Errors made while learning the task should also 
be explored, before learners test their psychomo-
tor skills on the simulator. The progression from 
novice to expert can then be tracked using unique 
signatures created by the user each time they per-
form the task.

Pantelidis et al. (2018) have recently compiled a 
descriptive list of VR and AR simulators being used 
in speciality teaching, with more examples being 
published since their list was compiled. For exam-
ple, a pelvic ultrasound VR simulator demonstrat-
ing pathology such as abnormal adnexal masses has 
recently been described (Arya et al. 2017). Although 
an exciting prospect, there are still several issues 
associated with implementing such technology in 
health professions education. The first is cost, 
although smartphones and tablets are making AR 
more readily accessible (Pantelidis et  al. 2018). 
Physical reactions of users such as headaches and 
dizziness are common and limit usage time com-
pared to traditional didactic teaching (Moro et al. 
2017). A third potential issue is that any aspect of 
poor programming resulting in the simulator not 
reflecting real practice, or a lack of instruction as to 
correct technique, could lead to maladaptive skills 
being learned (Pantelidis et al. 2018). Finally, vari-
ability is key to mastering skills (Hatala et al. 2003). 
Simple variability in, for example, interpreting lab-
oratory results can be introduced using very basic 
random number generation (Quail et  al. 2018). 
More complex programming is needed to introduce 
the necessary variability in anatomical and patho-
logical presentations in order for the user to begin to 
master the skill.

On the variability of simulations for skills, 
Norman (2014) discusses his thoughts from 
a recent hospital admission: “For IV inser-
tion, you can run the gamut from a pig’s 
foot, to a static plastic simulator, to a virtual 
reality simulator, to SimMan and its vari-
ants; the cost ranges over many orders of 
magnitude. But NONE of the simulators 
addresses the perceptual skill that the nurse 
displayed in scanning for veins… Similarly 
for heart sounds. A student has a vast choice 
of simulations, from free heart sounds 
downloaded from the Web, to Harvey (a 
heart murmur simulator), at $50,000…to 
achieve mastery he was going to have to lis-
ten to a great many heart sounds. Harvey 
has 29—one of each condition.

3  Virtual Patients in Health Professions Education



32

3.4.6	 �Virtual Patients 
and Communication Skills

VPs can also be used to teach communication 
skills. Although perhaps less effective than scenar-
ios aimed at enhancing clinical reasoning (Consorti 
et al. 2012), scenarios can be tailored to teach spe-
cific points about communication, such as empa-
thetic opportunities (Motz et al. 2018). If empathetic 
opportunities are acted upon in consultations, they 
can lead to a more thorough and accurate patient 
history being obtained. Since empathetic opportu-
nities may very between custom and local dialect, 
VPs may represent a unique way in of training 
communication skills in a safe environment.

3.4.7	 �Collaborative Development 
of Virtual Patients

The Electronic Virtual Patients Programme is an 
online resource that is partially funded by the 
European Union (European Virtual Patient 2019). 
It combines submissions from various European 
medical schools to form a vast and varied learn-
ing resource. Collaborations such as this allow 
students to observe variations in practise between 
institution and, importantly, learn from presenta-
tions that may be rare in their own geographical 
area (Hardy and Brown 2010). As technology 
improves in real-time accurate translation in text, 
even audio description or video-based patients 
may be utilised by a variety of countries.

3.5	 �Virtual Patients 
in Assessment

Educators have used VPs to assess learners’ prog-
ress. Using VPs as tools for assessment of basic 
theoretical and practical competencies is an inter-
esting concept, bringing both advantages and dis-
advantages. Objective Structured Clinical 
Examinations (OSCEs) were introduced to 
healthcare professional assessment in order to 
eliminate variability between patients and exam-
iners (Khan et al. 2013). A scenario with a script 
is constructed that a patient or actor will adhere 

to, and marks are awarded when the trainee either 
enquires about a specific point when taking a his-
tory, performs a certain examination technique, or 
answers a question correctly. There are several 
ways in which variability between stations can 
occur (Khan et  al. 2013). For example, patients 
may have signs to find such as heart murmurs 
which are slightly easier to auscultate than others; 
patients may give a detailed history easily or only 
when asked very specific questions; or patients 
may take longer in answering questions, giving 
the trainee less time in the station. Variation may 
also occur between examiners when ambiguous 
answers are given to questions and they are tasked 
with deciding whether they award a mark or not. 
Various quality control steps aim to mitigate, but 
not eliminate, this potential for variability (Khan 
et al. 2013). Using VPs either in conjunction with, 
or in replacement of, OSCE scenarios may help 
eliminate some of the variability mentioned. A 
limited number of patients, actors, and examiners 
available for OSCEs can also cause several prob-
lems, which having standardised virtual patients 
may help solve. One of which is a difficulty in 
re-scheduling exams at short notice due to events 
such as adverse weather. Further, if large groups 
of students are to be examined, quarantining may 
be necessary in order to prevent collusion (Noonan 
et  al. 2018). Fully converting OSCEs to VP 
assessment would be unwise, since OSCEs must 
assess real authentic patient scenarios (Khan et al. 
2013). Lin et  al. (2018) have successfully inte-
grated VPs and regular human standardised 
patients into their OSCE for pharmacists, using 
standardised patients for communication stations 
and virtual patients for data-related scenarios. 
Assessing in this way can ensure graduates have a 
good degree of computer literacy, which is 
increasingly necessary for jobs in the healthcare 
sector.

3.6	 �Barriers to Integration

There are several barriers inhibiting the integra-
tion of virtual patients into health professions 
education. Cost of designing high fidelity simula-
tors (Pantelidis et al. 2018) and computer literacy 
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of designers and educators (Berman et al. 2006) 
are both important factors. Basic VP games can 
be created using open-source storyboard soft-
ware such as Twine (Fig. 3.2) but this requires a 
great deal of computer literacy and time to com-
plete. Conversely, outsourcing to create high 
fidelity VP is extremely costly (Quail et al. 2018). 
Open-source collaboration networks such as the 
European Electronic Virtual Patients Programme 
(Electronic Virtual Patients 2019) are useful in 
sharing resources between medical schools could 
make integration of VP into the curriculum far 
easier.

3.7	 �Conclusion

VPs play a useful role in medical education in 
developing skills such as clinical reasoning and 
practical skills. They may also be useful in sub-
stituting patient encounters in order to simplify 
and standardise encounters for novices, allow 
long-term follow-up to be practised virtually, or 
when patient availability or cost is a barrier to 
clinical experience. As technology and health 
professions education literature continues to 
advance and grow, VPs may play an increasing 
role in the learning, teaching and assessment of 
healthcare professions education. Future research 
should be focussed on how to fully integrate VPs 
within health professions curricula medical cur-
riculum, and how best to design VP in order to 
maximise their use in acquiring and improving 
clinical reasoning. Collaboration is desirable, and 
perhaps essential; between academic centres both 
in the creation of VPs resources, and the collec-
tion and analysis of VP data in order to better 
understand educational needs.

References

Arya S, Mulla Z, Kupesic Plavsic S (2017) Role of pelvic 
ultrasound simulation. Clin Teach 15(6):457–461

Begg M (2010) Virtual patients: practical advice for clini-
cal authors using labyrinth. Clin Teach 7(3):202–205

Berman A, Biguet G, Stathakarou N et al (2017) Virtual 
Patients in a behavioral medicine massive open online 
course (MOOC): a qualitative and quantitative anal-

ysis of participants’ perceptions. Acad Psychiatry 
41(5):631–641

Berman NB, Durning SJ, Fischer MR et  al (2016) The 
role for virtual patients in the future of medical educa-
tion. Acad Med 91(9):1217–1222

Berman N, Fall L, Maloney C, Levine D (2006) Computer-
assisted instruction in clinical education: a roadmap to 
increasing CAI implementation. Adv Health Sci Educ 
13(3):373–383

Berman N, Fall L, Smith S et al (2009) Integration strat-
egies for using virtual Patients in clinical clerkships. 
Acad Med 84(7):942–949

Bitzer M (1966) Clinical nursing instruction via the 
PLATO simulated laboratory. Nurs Res 15(2):144–150

Boyle J, Quail N, Loo X, Linn A (2016) Flipping 
the classroom: is it worth the bother? Clin Teach 
14(2):137–138

Brown JS, Collins A, Duguid P (1989) Situated cognition 
and the culture of learning. Educ Res 18:32–42

Charlin B, Boshuizen HPA, Custers EJ, Feltovich PJ 
(2007) Scripts and clinical reasoning. Med Educ 
241:1178–1184

Consorti F, Mancuso R, Nocioni M, Piccolo A (2012) 
Efficacy of virtual patients in medical education: a 
meta-analysis of randomized studies. Comput Educ 
59(3):1001–1008

Cook DA, Triola MM (2009) Virtual patients: a critical 
literature review and proposed next steps. Med Educ 
43:303–311

Cook DA (2009) The failure of e-learning research to 
inform educational practice, and what we can do 
about it. Med Teach 31(2):158–162. https://doi.
org/10.1080/01421590802691393

Cook D, Andriole D, Durning S, Roberts N, Triola M 
(2010a) Longitudinal research databases in medical 
education: facilitating the study of educational out-
comes over time and across institutions. Acad Med 
85(8):1340–1346

Cook D, Erwin P, Triola M (2010b) Computerized vir-
tual patients in health professions education: a 
systematic review and meta-analysis. Acad Med 
85(10):1589–1602

Cook D, Friedman C, Greene P et  al (2007) Effective 
use of educational technology in medical education. 
AAMC Institute for Improving Medical Education. 
Available via: https://members.aamc.org/eweb/
upload/Effective%20Use%20of%20Educational.pdf. 
Accessed 15 Jan 2019

Daniel M, Rencic J, Durning SJ et  al (2019) Clinical 
reasoning assessment methods: a scoping review and 
practical guidance. Acad Med 94(6):902–912

Denson P (2018) Challenges and opportunities facing 
medical education. Trans Am Clin Climatol Assoc 
122:48–58

Electronic Virtual Patients (2019) Electronic virtual 
Patients website. Available via https://virtualpatients.
eu. Accessed 15 Jan 2019

Ellaway R, Topps D, Lee S, Armson H (2015) Virtual 
patient activity patterns for clinical learning. Clin 
Teach 12(4):267–271

3  Virtual Patients in Health Professions Education

https://doi.org/10.1080/01421590802691393
https://doi.org/10.1080/01421590802691393
https://members.aamc.org/eweb/upload/Effective Use of Educational.pdf
https://members.aamc.org/eweb/upload/Effective Use of Educational.pdf
https://virtualpatients.eu
https://virtualpatients.eu


34

Eva KW (2005) What every teacher needs to know about 
clinical reasoning. Med Educ 39(1):98–106

Evans K, Daines W, Tsui J, Strehlow M, Maggio P, Shieh 
L (2015) Septris: a novel, mobile, online, simulation 
game that improves sepsis recognition and manage-
ment. Acad Med 90(2):180–184

Feldman L, Shihab H, Thiemann D et al (2013) Impact of 
providing fee data on laboratory test ordering. JAMA 
Intern Med 173(10):903–908

Hardy S, Brown G (2010) Virtual patients and online 
video resources: useful when patient availability is 
reduced? Clin Teach 7(4):292–293

Harries R, Rashid M, Smitham P et al (2016) What shape 
do UK trainees want their training to be? Results of a 
cross-sectional study. BMJ Open 6(10):e010461

Hatala R, Brooks L, Norman G (2003) Practice makes 
perfect: the critical role of mixed practice in the acqui-
sition of ECG interpretation skills. Adv Health Sci 
Educ 8:17–26

Hege I, Kononowicz A, Kiesewetter J, Foster-Johnson L 
(2018) Uncovering the relation between clinical rea-
soning and diagnostic accuracy – an analysis of learn-
er’s clinical reasoning processes in virtual patients. 
PLoS One 13(10):e0204900

Hege I, Ropp V, Adler M et al (2007) Experiences with dif-
ferent integration strategies of case-based e-learning. 
Med Teach 29(8):791–797

Heng N, Anbarasan T (2018) Comments on: “collabora-
tive use of virtual patients after a lecture enhances 
learning with minimal investment of cognitive load”. 
Med Teach 41(1):118–119

Higgs J, Jensen GM (2019) Clinical reasoning. In: Higgs 
J, Jensen GM, Loftus S, Christensen N (eds) Clinical 
reasoning in the health professions, 4th edn. Elsevier, 
Edinburgh

Huwendiek S, Duncker C, Reichert F et al (2013) Learner 
preferences regarding integrating, sequencing and 
aligning virtual patients with other activities in the 
undergraduate medical curriculum: a focus group 
study. Med Teach 35:920–929

Khan K, Gaunt K, Ramachandran S, Pushkar P (2013) 
The objective structured clinical examination (OSCE): 
AMEE guide no. 81. Part II: organisation & adminis-
tration. Med Teach 35(9):e1447–e1463

Kleffner R, Flatten J, Leaver-Fay A et  al (2017) Foldit 
standalone: a video game-derived protein structure 
manipulation interface using Rosetta. Bioinformatics 
33(17):2765–2767

Klein M, Otto B, Fischer M, Stark R (2018) Fostering 
medical students’ clinical reasoning by learning from 
errors in clinical case vignettes: effects and condi-
tions of additional prompting procedures to foster 
self-explanations. Adv Health Sci Educ 24:331–351. 
https://doi.org/10.1007/s10459-018-09870-5

Kolb D (1984) Experiential learning: experience as the 
source of learning and development. Prentice-Hall, 
Englewood Cliffs

Kononowicz A, Zary N, Edelbring S, Corral J, Hege I 
(2015) Virtual patients – what are we talking about? 
A framework to classify the meanings of the term in 
healthcare education. BMC Med Educ 15(1):11

Lave J, Wenger E (1991) Situated learning: legitimate 
peripheral participation. Cambridge University Press, 
New York

Levinson W, Kallewaard M, Bhatia RS (2015) On behalf 
of the choosing wisely international working group, 
et al ‘choosing wisely’: a growing international cam-
paign. BMJ Qual Saf 24:167–174

Lin C, Chang E, Clinciu D et al (2018) Using modified 
information delivery to enhance the traditional phar-
macy OSCE program at TMU – a pilot study. Comput 
Methods Prog Biomed 158:147–152

Litchfield I, Bentham L, Hill A, McManus R, Lilford R, 
Greenfield S (2015) Routine failures in the process 
for blood testing and the communication of results to 
patients in primary care in the UK: a qualitative explo-
ration of patient and provider perspectives. BMJ Qual 
Saf 24(11):681–690

Marei H, Donkers J, Al-Eraky M, Van Merrienboer 
J  (2018) Collaborative use of virtual patients after a 
lecture enhances learning with minimal investment of 
cognitive load. Med Teach 41:332–339. https://doi.org
/10.1080/0142159X.2018.1472372

Marquet O, Alberico C, Adlakha D, Hipp J  (2017) 
Examining motivations to play Pokémon GO and their 
influence on perceived outcomes and physical activity. 
JMIR Serious Games 5(4):e21

McCoy L, Lewis J, Dalton D (2016) Gamification and 
multimedia for medical education: a landscape review. 
J Am Osteopath Assoc 116(1):22–34

Moro C, Štromberga Z, Raikos A, Stirling A (2017) The 
effectiveness of virtual and augmented reality in 
health sciences and medical anatomy. Anat Sci Educ 
10(6):549–559

Motz P, Gray M, Sawyer T et  al (2018) Virtual antena-
tal encounter and standardized simulation assessment 
(VANESSA): pilot study. JMIR Serious Games 6(2):e8

Muller D, Ornstein K (2007) Perceptions of and attitudes 
towards medical errors among medical trainees. Med 
Educ 41(7):645–652

Noonan Z, Boyle J, Pope L, Ditchfield C, Leach J, 
McDowall S (2018) Quarantining the OSCE: reflec-
tions on the Glasgow experience. Clin Teach. https://
doi.org/10.1111/tct.12993

Norman GR, Eva KW (2010) Diagnostic error and clini-
cal reasoning. Med Educ 44(1):94–100

Norman G (2014) Research challenges in digital educa-
tion. Perspect Med Educ 3(4):260–265

Pantelidis P, Chorti A, Papagiouvanni I et  al (2018) 
Virtual and augmented reality in medical education. 
In: Tsoulfas G (ed) Medical and surgical educa-
tion – past, present and future. IntechOpen, London, 
pp 77–97

Posel N, Mcgee J, Fleiszer D (2014) Twelve tips to sup-
port the development of clinical reasoning skills using 
virtual patient cases. Med Teach 37(9):813–818

Quail N, Holmes K, Linn A, Rea P, Livingstone D, 
Boyle J  (2018) Serious digital games using vir-
tual Patients and digital chalk-talk videos: a novel 
approach to teaching acute diabetes Care in the 
Undergraduate Medical Curriculum. Diabet Med 
35(S1):112–135

N. P. A. Quail and J. G. Boyle

https://doi.org/10.1007/s10459-018-09870-5
https://doi.org/10.1080/0142159X.2018.1472372
https://doi.org/10.1080/0142159X.2018.1472372
https://doi.org/10.1111/tct.12993
https://doi.org/10.1111/tct.12993


35

Satava R (2006) Assessing surgery skills through simula-
tion. Clin Teach 3(2):107–111

Schmidt HG, Rikers RMJP (2007) How expertise devel-
ops in medicine: knowledge encapsulation and illness 
script formation. Med Educ 41:1133–1139

Seewoonarain S, Barrett M (2017) The technological evo-
lution in surgical skills. Clin Teach 14(5):370–371

Singh H, Onakpoya I, Thompson M (2016) 
Diagnostic errors. World Health Organization. 
Available via: http://apps.who.int/iris/bitstream/ 
handle/10665/252410/9789241511636-eng.pdf;jsessi
onid=9BC584CFD622CF7ADC54D6BD7C9D915D
?sequence=1. Accessed 15 Jan 2019

Sperl-Hillen J, O’Connor P, Ekstrom H et al (2013) Using 
simulation technology to teach diabetes care man-
agement skills to resident physicians. J Diabetes Sci 
Technol 7(5):1243–1254

Talbot T, Sagae K, John B, Rizzo A (2012) Sorting out the 
virtual patient. Int J Gaming Comput-Mediated Simul 
4(3):1–19

Urresti-Gundlach M, Tolks D, Kiessling C, Wagner-
Menghin M, Härtl A, Hege I (2017) Do virtual 
patients prepare medical students for the real world? 
Development and application of a framework to com-
pare a virtual patient collection with population data. 
BMC Med Educ 17(1):174

Van Bruggen L, Manrique-van Woudenbergh M, 
Spierenburg E, Vos J (2012) Preferred question types 
for computer-based assessment of clinical reasoning: a 
literature study. Perspect Med Educ 1(4):162–171

Zhou L, Tait G, Sandhu S, Steiman A, Lake S (2018) 
Online virtual cases to teach resource stewardship. 
Clin Teach 16:220–225. https://doi.org/10.1111/
tct.12804

3  Virtual Patients in Health Professions Education

http://apps.who.int/iris/bitstream/handle/10665/252410/9789241511636-eng.pdf;jsessionid=9BC584CFD622CF7ADC54D6BD7C9D915D?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/252410/9789241511636-eng.pdf;jsessionid=9BC584CFD622CF7ADC54D6BD7C9D915D?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/252410/9789241511636-eng.pdf;jsessionid=9BC584CFD622CF7ADC54D6BD7C9D915D?sequence=1
http://apps.who.int/iris/bitstream/handle/10665/252410/9789241511636-eng.pdf;jsessionid=9BC584CFD622CF7ADC54D6BD7C9D915D?sequence=1
https://doi.org/10.1111/tct.12804
https://doi.org/10.1111/tct.12804


37© Springer Nature Switzerland AG 2019 
P. M. Rea (ed.), Biomedical Visualisation, Advances in Experimental Medicine and Biology 1171, 
https://doi.org/10.1007/978-3-030-24281-7_4

Student-Created Online Teaching 
Resources for Students

Camille Huser, Leah Marks, Aileen Linn, 
and Sarah Meek

Abstract
Students have long been creating their own 
visualisations of concepts taught through pre-
sentations, posters, figures in essays etc. 
However, with the introduction of technology, 
the content created by students is now easily 
shared with future cohorts of students. This 
chapter explores the history and advantages of 
student-created resources for students, then 
describes the examples of e-tutorials and 
MOOCs in more detail. Finally, future chal-
lenges are identified and discussed.
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4.1	 �Introduction

In the current era of student-centred education, 
students are increasingly expected to actively 
participate in their learning, rather than act as 
mere passive recipients of information. Active 
participation in learning takes many forms, and 
occurs when learners engage with higher levels 
of cognitive processing in their learning (Chi and 

Wylie 2014). At lower cognitive levels, active 
learning consists of asking students to solve 
problems, answer questions, discuss topics, apply 
concepts to new scenarios, etc. In 2001, the con-
cept of “create” appeared in Bloom’s revised tax-
onomy of knowledge as the highest cognitive 
process in learning (Fig.  4.1) (Anderson and 
Krathwohl 2001). However, asking students to 
create materials was not a new idea; what was 
new was the recognition that for a long time, 
teachers have attempted to engage students in the 
learning process by asking them to create new 
materials. Student-created materials have histori-
cally included traditional presentations and post-
ers, but have sometimes also included more 
imaginative creations such as plays, dances, 
songs, poems, images and paintings (Furman 
2005; Raingruber 2009; Tieva and Malmros 
2018).

It is now widely recognised that asking stu-
dents to create new material improves student 
retention and critical processing and analysis of 
information, encourages utilization of a wider 
range of research materials, develops insight into 
question setting skills and improves communica-
tion skills (Owston et al. 2009; Armstrong et al. 
2009). Furthermore, student creation of material 
improves engagement in the learning process, 
and allows students to establish ownership of 
their learning processes, both of the topic and of 
the resulting material (O’Neill and Barton 2005).
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While student visualisation of content has 
been facilitated through student-created materi-
als for quite some time, the recent advances of 
technology have enabled the creation of an 
expanding range of materials. Students can now 
be asked to create videos, tutorials, MOOCs, 
games, podcasts, wikis, and an ever-increasing 
variety of others. The following examples illus-
trate the possibilities- whilst some are derived 
from out with the biomedical sciences, the 
approaches themselves are not disciplinary-
specific, and have wider applicability.

Hamer (2006) has described his use of wikis 
and the ‘contributing student’ approach in com-
puting classes, departing radically from tradi-
tional lecture-based teaching. This approach, 
developed by Collis and Moonen (2001), consists 
of students investigating one or two topics each, 
then sharing the results with the rest of the class. 
In Hamer’s context, this was facilitated by the 
creation of a class wiki, and by transforming lec-
tures into ‘class meetings’. The student contribu-
tions were peer-assessed. This approach 
encouraged students to consider their readers, 
and how best to communicate with them – which 
information to include and which to omit, and 
how to keep the reader engaged. The use of the 
wiki also gave students an insight into the fact 
that the same topic can be viewed from different 
perspectives. As the wikis were undertaken in 
small groups, students also developed their team-
working skills (Hamer 2006).

In a study by Owston et al. (2009), school stu-
dents were assigned to groups which either fol-
lowed the normal literacy curriculum, or a 

variation in which they also created computer 
games based around literacy skills. The games 
were created using a game development shell, 
and most of the content creation consisted of 
writing questions. Students who created games 
performed better on standardised literacy tests. A 
similar approach has been used in higher educa-
tion, where collaborative question setting soft-
ware such as Peerwise has been used to engage 
and motivate students, improve knowledge reten-
tion and encourage deep learning (Denny et  al. 
2008) in medicine (Walsh et al. 2015), veterinary 
students (Sykes et  al. 2011) and biology 
(McQueen et al. 2014). Importantly, it has been 
noted that it is the setting of questions which 
improves student knowledge, rather than the 
more passive activity of answering questions 
(Rea and McClure 2012).

Armstrong et  al. (2009) have used student-
created podcasts in business education as an inte-
gral part of team-based research presentations. 
Students were tasked with, for example, inter-
viewing a knowledgeable individual in their 
research topic area, allowing them to develop 
their professional communication and literacy 
skills. In an information technology classroom, 
Frydenberg (2006) noticed that his students were 
not engaging with the 60  minutes podcasts he 
provided after lectures. Realising that students 
wanted shorter resources, he challenged his stu-
dents to create 6–10 min podcasts. This improved 
student engagement with the topics, as demon-
strated by the dramatic increase in the number of 
podcast downloads.

All the above-mentioned examples demon-
strate how student-created content can be used to 
increase ownership and engagement with learn-
ing for the student creators and their contempo-
rary student cohorts. In addition, because these 
multimedia materials can easily be hosted online, 
the opportunity arises to share the materials with 
other students within and outwith the cohort, 
allowing them to be utilised by students in future 
cohorts or by learners outside the course itself. 
By asking students to create materials which can 
be used by other students for learning purposes, 
we essentially turn the students into asynchro-
nous peer teachers. Peer teaching has been 

Fig. 4.1  Bloom’s revised taxonomy of cognitive skills. 
(Adapted from Anderson and Krathwohl 2001)
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frequently used in physics lectures to engage stu-
dents in active learning (Crouch and Mazur 
2001), but has also been used in teaching anat-
omy (Evans and Cuffe 2009), medicine (Durning 
and Ten Cate 2007) and biology (Tessier 2007). 
Peer teachers have been found to communicate 
with their peers more effectively than teaching 
staff, leading to a better learning environment 
(Evans and Cuffe 2009). The success of peer 
teaching is thought to lie in the fact that students 
who do not yet understand a concept increase 
their understanding by explaining the concept to 
a student who is in earlier stages of their own 
comprehension (Nicol and Boyle 2003). 
Additionally, students are often more familiar 
with their courses than some teachers, and 
explain new learning experiences in the context 
of the whole curriculum (Field et al. 2007).

It is therefore a reasonable hypothesis that 
peer-teaching students will be able to create visu-
alisations of concepts which are better targeted 
for their peer audience, and therefore may lead to 
better understanding than visualisations made by 
staff teachers. Furthermore, asking students to 
create content which is to be used by future stu-
dents makes their work more meaningful, and 
gives students an awareness of the need for the 
factual accuracy of the content as well as creativ-
ity (Benedict and Pence 2012).

In recent years, a trend for student-staff part-
nerships and student engagement in shaping the 
curriculum has emerged in higher education 
(Bovill et al. 2011). Together with the wider use 
of online and blended learning, it is therefore not 
surprising to see the emergence of student-
created content used for teaching future cohorts. 
In a 2008 review, Marc Prentsky lists many 
examples of games created by students for stu-
dents. He explains that games created by teachers 
“smell too much like school”, and are “cute to the 
adults, but boring to the kids”. He describes the 
creation of mini-games, that is, games that typi-
cally take about an hour to complete and which 
can usually be created by a single team of student 
developers. Mini games are usually designed to 
develop a single skill, although they may contain 
several levels, which are essentially more diffi-
cult versions of the same game. Prentsky sug-

gests that a curriculum can be split into individual 
skills, and a game developed for each skill. Of 
course, to cover a curriculum, several hundreds 
of simple games would need to be developed- a 
task impossibly large for teachers, but ideally 
suited to student creation (Prentsky 2008).

Benedict and Pence (2012) used student cre-
ated videos and photo blogs to help college stu-
dents in chemistry labs after finding that students 
were struggling to visualise how to perform cer-
tain procedures from written instructions in labo-
ratory manuals. The videos and photo blogs 
created by students were linked to 2D barcodes, 
found in either the manuals or on scientific instru-
ments. Using smart phones, students can easily 
access these resources, which help them visualise 
the instructions and understand how to use the 
equipment.

Nie et al. (2008) asked students to create pod-
casts as part of a genetics course for medical stu-
dents at the University of Leicester. They showed 
that the student creators became more empow-
ered, active and independent learners. In addi-
tion, the student creators were more engaged, 
motivated, and improved their cognitive learning 
and team-working skills. However, they did not 
evaluate the impact on the peer-learners to whom 
the podcasts were offered.

It is clear that student creation of materials to 
be used by future students has many benefits for 
the student creators, the student learners and the 
teachers themselves. Here we describe two recent 
projects from the School of Medicine, Dentistry 
& Nursing at the University of Glasgow, which 
have made use of student created content to teach 
future student cohorts and the general public. 
These projects required the creation of complex 
online resources, which combine a range of mate-
rial and media.

4.1.1	 �Example 1: E-tutorials

It has previously been reported that students find 
the visualisation of biological pathways difficult, 
especially as there are no standards for represen-
tation (dos Santos and Galembeck 2015). 
Visualisation of pathways is not a skill that is 
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learned in higher education, but rather one that is 
learned informally through experience (dos 
Santos and Galembeck 2015). In some studies, 
students have shown a preference for online 
instruction for specific information, which they 
can engage with as and when required, the so-
called ‘just-in-time’ teaching (Schimming 2008). 
With this in mind, pairs of students in the second 
year of their MBChB were asked to create online 
resources for their peers on endocrine anatomy 
and signalling, as part of a 5-week Student 
Selected Component (SSC). To maximise the stu-
dent input in the creation of the e-tutorials, the 
students themselves performed the needs analy-
sis, and determined the main topic of each tuto-
rial, as well as the specific subtopics that would 
need to be covered- concepts that they or their 
peers found particularly challenging. The learning 
needs were cross-checked with the intended 
learning outcomes of the endocrine curriculum, to 
ensure the material covered in the tutorials would 
be relevant to the MBChB course. The students 
were then given a brief introduction to active 
learning teaching methods and to the Articulate 
Storyline 2 software, and asked to develop a plan 
for their e-tutorial. Using Articulate Storyline 2 
allowed students to create a highly branched, per-
sonalised and engaging e-tutorial. They included 
quizzes which allowed students to test their 
understanding after each part of the tutorial, and a 
summary quiz to test their overall understanding 
after completing the tutorial. All quizzes included 
immediate feedback for correct and wrong 
answers. Quizzes maintained engagement by 
including MCQ questions, as well as drag and 
drop questions, matching, hotspot (identifying a 
specific area of a diagram for example), and short 
answer questions.

The students created e-tutorials with highly 
branched structures. On the home screen, learn-
ers must choose one of 5 different organs to focus 
on. For each organ, learners then need to select a 
further specific sub-topic to focus on (Fig. 4.2). 
As the layout is branched rather than linear, it 
allows the learner to choose a topic to focus on 
based on their own interest and learning needs, 
rather than what the teacher or creator thinks is 
the most logical approach.

In the endocrine anatomy tutorial, students 
drew their own diagrams, which they turned 
into interactive learning objects. Learners 
click on various areas of each organ, and 
when selected, the name of the area becomes 
visible and the area is highlighted in colour. 
This facilitates active learning, as learners 
must be engaged and click on each part of the 
organ to find out its correct name. It also 
helps learner visualisation- in classic text-
book illustrations, arrows may denote a spe-
cific small area or to a large section of an 
organ. Using these interactive objects, it is 
immediately clear how much of the organ is 
associated with each label (Fig.  4.3). This 
technique was also used by the student cre-
ators to help learners understand and visual-
ise histology sections of each organ.

In the endocrine signalling tutorial, student 
creators broke down signalling pathways into 
small segments, which they then built back up 
in successive layers. Each layer is accompanied 
by specific explanatory text, and is added 
actively by the learner through mouse clicks. 
This allows each learner to engage with the 
concept at their own pace, and helps visualisa-
tion by seeing the signalling pathways build 
slowly on their screen. Similarly, the student 
creators used the hovering functionality to add 
extra information for certain terms, which only 
appears when learners hover over the word. It 
therefore does not add complexity and cogni-
tive load (Paas et al. 2003) to the concept being 
explained, but allows learners to look for extra 
information if they require it. Animated 3D 
images of the endocrine gland anatomy were 
also included in the e-tutorial to improve learner 
visualisation. Interestingly, the segmentation of 
the concept into smaller parts not only improved 
the student creator’s own understanding of the 
topic, but also influenced their personal 
approach to learning, as evidenced in these 
reflections:

I had to break everything down in order to under-
stand and explain it better … This helped, not only 
with endocrinology, but with all other aspects of 
my revision – I now break everything down so it is 
easier to explain and process.

C. Huser et al.
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I really struggled to put together all the differ-
ent aspects of endocrinology and how they all 
worked together. Though the e-tutorial I was able 

to develop my understanding of the smaller aspects 
and then put these together in a big picture and see 
how they all interact.

… I now break large complex pathways down 
into smaller chunks to learn in more reasonable 
sizes before gradually putting it back together to 
form the bigger picture clearly.

Once built, the e-tutorials were content checked by 
the endocrinology block lead and co-ordinator, as 
well as by an expert anatomist. This was particu-
larly important as the tutorials are to be used to 
teach future cohorts of students. The tutorials then 
underwent alpha testing using a concurrent think 
aloud (CTA) method (van den Haak et al. 2010). In 
CTA, a few student peers engaged with the tutorial 
while the student creators were in the room. They 
voiced their thoughts out loud while navigating 
through the tutorial, and their comments were used 
to improve the tutorial before beta testing. During 
beta testing, the whole year cohort was invited to 
engage with the tutorials, and fill out an online 
questionnaire before and after. Their comments 
were then used to make further adjustments and 
improvements to the e-tutorials.

Fig. 4.2  Home screen for the Endocrine signalling e-tutorial. (Image courtesy of Roddy Grant and Naomi Dunphy)

Left
Thyroid
Gland

Fig. 4.3  Gross anatomy of the thyroid and associated 
structures, hand drawn by the student creators. Clicking 
on the stars makes the appropriate label pop up. (Image 
courtesy of Michaela Pishia and Monica Swinney)
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The fact that the e-tutorials were created by 
students is clearly stated at the start of the tuto-
rial. Following a pilot evaluation, user feedback 
was very positive:

I think it was excellent! It highlighted the key 
points and was highly structured; making it effec-
tive revision.

Having extra questions to practice on is very 
much appreciated; the questions were well thought 
out and I could consolidate what I had learned so far.

In addition, we expected student creators to have 
an increased interest, ownership and knowledge 
of the topics covered in their e-tutorials. 
Unsurprisingly, this was evidenced in their 
reflections:

It was definitely my strongest area of knowledge by 
the end of the year, and it helped me understand 
and enjoy the topic more afterwards.

In the future, as a result of student demand, more 
student-created tutorials will be developed to 
support the MBChB, and when required older 
ones (Rea and Linn 2017) produced can be 
quickly up-dated to ensure continued alignment 
with the intended learning outcomes for the 
programme.

4.1.2	 �Example 2: MOOCs

Originating around 2008, Massive Open Online 
Courses (MOOCs) are accessible to anyone with 
an internet device, often attracting large number 
of participants. At least in their most basic forms, 
they are free to undertake. With SSCs being argu-
ably one of the most creative aspects of the 
undergraduate medical curriculum (which inher-
ently includes substantial 3-dimensional or visual 
material), it seemed natural to tie together these 
aspects, giving students the opportunity to create 
visual resources during the SSC period. MOOCs 
seemed a natural avenue to explore this aspect.

Having gained experience from our previous 
staff-led MOOC creation and the integration of 
this and other MOOCs into a ‘blended’ SSC, we 
have now offered a Medical Education SSC in 
MOOC creation in two academic sessions. We 

previously also had experience of working with a 
Life Science student to develop the ‘So you want 
to Study Life Sciences?’ MOOC. Contrary to our 
own expectations from anatomy-based MOOCs, 
and with freedom of choice in terms of content, 
our SSC students elected to develop more abstract 
concepts, opting for a First Aid MOOC and a 
Widening Participation MOOC. These were two- 
and three-week courses, respectively, with the 
former drawing almost exclusively on content 
created by the students, and the latter evolving 
into a wider staff-student partnership, due to the 
nature of the widening participation agenda.

While students are often encouraged to draw 
mind maps and other forms of visual stimulus 
to aid memory and integration of material, 
these forms of revision are inherently 2-dimen-
sional. The concept of creating a timeline of 
content for another user adds the dimension of 
time to the process, a powerful concept and one 
which begs further investigation. The seem-
ingly simple task of breaking content into sev-
eral weeks and then further subdividing into 
coherent blocks may in itself give great under-
standing of the material.

Content in MOOCs varies greatly, from heav-
ily text- and video-‘lecture’-based, to highly cre-
ative and collaborative approaches. While much 
of the content of our student-created MOOCs is 
based on the written word, there are many exam-
ples of visual aspects which would not necessarily 
be used in more traditional forms of student work. 
Creation of a ‘fun facts’ visual, for example, 
requires students to focus on much more than just 
the words themselves, but rather on issues such as 
colour, spatial layout, text format and accessibil-
ity. One could argue that these aspects detract 
from content, but others have shown that visual-
ization of complex concepts can assist students in 
conceptualization of the material (Wu et al. 2001).

The idea of students themselves ‘becoming’ 
the content is another novel aspect of using video 
within a MOOC setting. In our example, students 
demonstrated the recovery position with one 
playing the role of the patient and another the 
first aider. Creation of video content has previ-
ously been shown to promote a more ‘authentic 
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learning experience’ (Kearney and Schuck 2004) 
as well as increasing motivation and engagement 
(Ryan 2002).

Opportunities such as these align well with 
learning objectives with adjectives such as 
‘describe’, ‘demonstrate’ etc. This aspect is in 
some ways analogous to the ‘signalling pathway’ 
dance cited previously (Tieva and Malmros 
2018), and is also familiar in simulation and vir-
tual reality scenarios. For topics such as CPR, 
which perhaps involve a deeper grasp of the 
material than ‘Fun Facts’ might, it was interest-
ing to see how the students visualized the topic in 
different ways, as was seen in the varied 
approaches taken to content development. In 
addition to more standard checklists of proce-
dures to be followed, students also designed 
flowcharts and quizzes and linked to external 
content where relevant.

A further powerful aspect of MOOC creation 
lies in the audience itself. One of the first students 
to undertake these MOOC design projects in 
Glasgow commented that the visual map repre-
sentation of the learners was a powerful motiva-
tor for both the quality and also the ownership of 
his work. Seeing potentially thousands of learn-
ers from over 100 countries engaging with his 
work (Fig. 4.4) was placed in stark comparison 
with the ‘audience of 1’ for whom he was used to 
writing for. The opportunity (as yet untapped) for 
student creators to engage with their learners 
through forum discussions is another potential 
motivator.

It’s easy to become apathetic when completing 
extensive written work in University as at best two 
markers will read it, and at worst two will merely 
skim….It was really fulfilling initially sending out 
my (MOOC) into the world, but only became more 
exciting as people actively interacted with it…..
helped to cement its value to me and also provided 
an opportunity to really evaluate its content. 
Putting it in the public sphere made the creation 
feel valuable and something I could be proud of

In a similar manner to the e-tutorials, the con-
tent of the MOOCs was reviewed by staff before 
releasing it to a wider audience. The MOOC was 
also subject to stringent FutureLearn quality 
assurance checks, as is standard practice. As the 

work produced is representative of the University 
of Glasgow and may be used to inform practice, 
it is vital that these checks occur. However, rather 
than being viewed as negative ‘correction’ of stu-
dent work, this process may rather be viewed as 
contributing to student professionalism learning, 
and part of key skills in receiving and responding 
to feedback.

The resultant First Aid MOOC may be viewed 
at: https://www.futurelearn.com/courses/
basic-first-aid

A further course created by an undergraduate 
life sciences student has since been retired but 
basic information is available from: https://www.
futurelearn.com/courses/so-you-want-to-study- 
life-science

The Widening Participation MOOC is cur-
rently under development and registration will be 
open in the near future at https://www.future-
learn.com/

4.1.3	 �Future Directions

The rise of student-staff partnerships, and the 
drive to increase student engagement not only 
with taught material but also in shaping curricu-
lum and assessment (Bovill et al. 2011), is likely 
to lead to a wider use of student-created content 
for teaching purposes. This new era will need to 
face and resolve some fresh educational 
challenges.

4.1.4	 �Technology or Education Led?

Firstly, as with more traditional forms of teach-
ing, when asking students to create resources, it 
is important to avoid choosing a technology to 
use for teaching, but rather, ask student creators 
to establish the learning needs of their peers and 
then select the most appropriate technology to 
address those. For example, we must be mindful 
that videos do not in themselves stimulate active 
learning in their audience, and may not be ideal 
to promote deep understanding of topics. It is 
therefore vital to teach student creators about the 
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principles of active learning and how to design 
resources accordingly before they are asked to 
create any content to be used by their peers.

4.1.5	 �Quality Assurance

It is also of crucial importance that the materials 
created by students are of high quality, but how is 
that quality determined? Perez-Mateo et  al. 
(2011) have proposed a framework to evaluate 
the quality of learner-generated content, which 

uses 19 criteria such as adequacy, reliability and 
clarity (Perez-Mateo et al. 2011). These criteria 
can be given to student creators to ensure that 
they aim for a high quality product, and can be 
used by teachers to assess the quality and utility 
of the created resources.

4.1.6	 �Accessibility

On a more practical level, as with any other type 
of visualisation, the challenge of accessibility 

646 joiners have signed up from 82 countries

So You Want to Study Life Science? - 23 oct 2017

Demographics

AGECOUNTRY

Number of joiners
1 196

Fig. 4.4  Worldwide reach of student developed MOOC
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will need to be overcome, to allow students with 
visual impediments to engage with the created 
resources. Interactive diagrams, animated 3D 
models and layered signalling pathways will be 
particularly challenging.

The student-created materials also need to be 
easily accessed in terms of time and space. This 
can be achieved using elegant virtual learning 
environment design, or through the use of 2D 
barcodes (Benedict and Pence 2012). It is also 
important that the materials are accessible 
through mobile technology, as desktop computer 
and even laptop use is starting to decrease 
(Benedict and Pence 2012).

As technology advances, it will become easier 
for students to create more complex resources, such 
as augmented reality and virtual reality resources. 
This is already done at the University of Glasgow 
(Medical Visualisation & Human Anatomy MSc), 
where some VR/AR resources have been created by 
students for use by other learners. However, these 
resources are currently only created by students 
studying visualisation techniques as part of a 
Masters degree. In future, we envisage that this 
technology will be used directly by undergraduate 
students from a wider range of subjects, to create 
learning resources for their peers.

4.1.7	 �Content Curation

As students create more and more resources for 
their peers, how will this content be managed and 
curated? What will happen to the content once 
such a volume has been created, that it cannot all 
be used by peers? Will it then be up to the teach-
ers to select which should be prioritised, or will 
that be another task for students themselves to 
decide? Will students use this material to build 
their own learning communities? Will student 
motivation to create new materials decline, once 
they know that suitable resources already exist?

The hypothesis made earlier in the chapter 
(that peer-teaching students will be able to create 
visualisations of concepts which are better tar-
geted for their peer audience, and therefore may 
lead to better understanding than visualisations 
made by staff teachers) remains to be thoroughly 

tested. But if it turns out to be correct, will stu-
dents be able to create learning resources that are 
of such quality that they replace some or even all 
core teaching? How would that be viewed by 
regulatory bodies, and what happens to the role 
of the teacher? Does the teacher then truly 
become the ‘guide on the side’, helping students 
create and edit learning resources, rather than 
directly transferring knowledge?

These scenarios may seem a little far-fetched, 
but increased peer-created visualisation seems 
likely to be the future of sharing of information, 
as evidenced by the existence of a journal which, 
rather than publishing written articles, publishes 
videos of scientific experiments: The Journal of 
Visualized Experiments (JoVE) Homepage. 
http://www.jove.com/
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Abstract
The first massive open online courses or 
MOOCs were offered in 2008  in the USA, 
since then MOOCs have hit the higher educa-
tion (HE) section by storm and have continued 
to grow rapidly since 2012, with hundreds of 
HE establishments across the globe engaged 
in providing MOOCs. MOOCs are online 
courses that are open to everyone and anyone 
to join with typically no limits to the number 
of participants or prerequisite qualifications. 
In some MOOCs there is an option to pay for 
a certificate upon completion. This chapter 
captures the use and future of MOOCs in the 
biomedical sciences. As the number of 
MOOCs available in biomedical subject areas 
grow, so do the number of participants taking 
these courses, with many of these learners and 
professionals looking to update their knowl-
edge in the biomedical sciences.

There is also a growing use of MOOCs in 
higher education as a recourse for campus 
degree programmes, known as hybrid 
MOOCs, where the MOOC provides the 
learning and the assessment is undertaken by 
the educational institution. The growing num-
ber of MOOCs available for credit is changing 
the way some learners are  accessing higher 

education and the development of micro 
degrees obtained through the completion of a 
number of MOOCs may potentially change 
the way higher education is provided in the 
future. Finally, the potential of artificial intel-
ligence to provide virtual classroom assistants 
is also a possible game changer, allowing 
more personalised learning to be delivered at 
scale.

Keywords
Open online courses (MOOC) · Biomedical

5.1	 �Introduction

Massive open online courses (MOOCs) are a 
relatively recent addition to what can be described 
as a rapidly expanding set of open educational 
resources. The first massive open online courses 
or MOOCs were offered in 2008  in the USA, 
since then MOOCs have hit the higher education 
(HE) section by storm and have continued to 
grow rapidly since 2012, with over 900 hundred 
(by 2018) HE establishments across the globe 
engaged in providing over eleven thousand 
MOOCs collectively (Shah 2018), with some 
course enrolments in the six figures.
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Since 2012, over 100 million learners have 
taken a MOOC. MOOCs are online courses that 
are open to everyone and anyone to join with 
typically no limits to the number of participants 
or prerequisite qualifications. MOOCs were 
launched by Stanford University professors as an 
extension of offering open and free online ver-
sions of their campus-based courses. Therefore, 
as their name suggests, MOOCs typically attract 
thousands of participants permitted by the online 
delivery method, which negates the spatial limi-
tations of the traditional classroom. In fact, this 
mass education approach has received consider-
able media attention, resulting in some academ-
ics almost becoming celebrities. However, more 
importantly, MOOCs permit access to quality 
education for learners across the globe from 
diverse backgrounds. In fact, the initial MOOC 
concept was to democratise education and inform 
the world on the quality of education provided by 
institutions.

MOOCS were, to an extent, vilified due to 
their potential to disrupt education and damage 
the HE sector. However, along with a better 
understanding of MOOCs that has been devel-
oped over time, the reality is that the impact of 
MOOCs is more nuanced than these early 
extreme views. Most early MOOCs had no entry 
requirements and were offered free of charge, 
with little or no interaction with the instructors. 
MOOCs were and still are, to an extent, designed 
for the lifelong learning market. Most MOOCs 
have a start and end date, but generally remain 
open for registration after the course has started 
and participants usually have access to the course 
for a considerable period of time after the course 
has ended. MOOCs utilise the internet to deliver 
education, in part using a similar approach to 
social-networking sites. MOOCs have the poten-
tial to be a very valuable source of learning in the 
biomedical sciences due to their accessibility and 
global reach, with anyone, anywhere being able 
to participate as long as they have internet access. 
There are a number of platforms that institutions 
can engage with to deliver MOOCs, with some 
universities delivering MOOCs with multiple 
providers. Moreover, there are millions of partici-
pants from across the globe participating in 

MOOCs. In some MOOCs, there is an option to 
pay for a certificate upon completion.

5.2	 �MOOC Pedagogy

One of the great benefits of MOOCs is that they 
offer the potential to widen participation in edu-
cation, in particular allowing learners across the 
globe to participate when historically they have 
been unable to (Lane 2013). MOOCs are based 
on building connections, supporting collabora-
tion and sharing resources, and are modelled on a 
delivery mechanism that requires little or no tutor 
input. Therefore, MOOCs require instructional 
design that facilitates large-scale feedback and 
interaction. MOOCs could be described as being 
the ultimate in flexible education, with partici-
pants being able to study almost anything, any-
time and anywhere. MOOC learners can also 
choose whether to complete the assessments or 
indeed continue with the course if it is not suited 
to them. However, the term “MOOC” encom-
passes a wide range of course formats.

Some MOOCs rely heavily on peer-review 
and collaboration and are therefore considered to 
be connectivist MOOCs (Kop 2011) and often 
referred to as “cMOOCs”, and many of the early 
MOOCs were delivered in this way. In fact, 
cMOOCs were an extension of the open educa-
tional resource movement, but also incorporated 
highly distributed peer learning. Connectivist 
MOOCs are linked to the notion of social learn-
ing with others, with emphasis placed on learning 
through interaction with others. Connectivism is 
based on the philosophy of a network-based ped-
agogy (Siemens 2005). Another approach to 
MOOCs incorporates the use of automated feed-
back mechanisms through objective online 
assessments and these have been described as 
broadcast MOOCs or “xMOOCS”. xMOOCs are 
generally structured in the same way as tradi-
tional lecture formats and usually delivered 
through a proprietary learning management plat-
form that MOOC providers have developed for 
the specific use. xMOOCs concentrate on con-
tent, scalability and automation to facilitate mass 
education, and the main MOOC providers 
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(Coursera, EdX and Futurelearn) all offer 
xMOOCs. Most xMOOC models are designed as 
a short course with video presentations, quizzes 
and discussions. They are generally time limited, 
typically running over a period of between 2 and 
10 weeks with emphasis on self-directed learning 
and some light-touch tutoring. The main differ-
ence between a MOOC and a traditional online 
course is the scale, structure and level of aca-
demic input when the course is running.

Most MOOCs are generally organised around 
a weekly structure where learners can access the 
learning materials at a time that suits them. Over 
time, the quality of the learning materials has 
improved, mostly in relation to the video content, 
with today’s videos being of professional quality 
with animations and simulations. These videos 
take various formats, but talking heads are the 
most common. The main difference between a 
MOOC and other online courses is the length of 
the lecture videos, which are usually between 5 
and 10 min in length and have in-video quizzes 
embedded. In fact, this practice has informed 
online learning in general, with HE institutions 
reducing the length of video learning materials. 
The benefit of these short video lectures is that 
learners can spend as much time on each segment 
as they need, providing greater flexibility to their 
learning. In addition to the videos, participants 
are encouraged to participate in discussions on 
the course forum areas.

The main difference between MOOCs and 
online degree courses is the level of interaction 
from the course instructor. In MOOCs, instructor 
input is significantly lower than in an online 
degree course, and peer discussions predominate. 
Assessments are primarily though the use of auto-
mated multiple-choice questions or peer review, 
where the learners evaluate, and grade assign-
ments based on a defined rubric. Some MOOCs 
also offer learners the option to participate in live 
video sessions run by the course instructor and 
participants can also be encouraged to continue 
their discussions on social media platforms, such 
as Facebook. There have been MOOCs where stu-
dents from specific areas of the world have formed 
their own discussion groups and have also 
arranged to meet face to face.

5.3	 �Biomedical Sciences MOOCs

A number of higher education institutions have 
developed MOOCs in the biomedical sciences, 
ranging from biomedical big data to MOOCs on 
specific aspects of health and disease. Indeed, 
there are hundreds of MOOCs available in bio-
science subjects across the various MOOC plat-
forms. In fact, there are six biomedical MOOCs 
in the top 50 MOOCs of all time (as at 2018) in 
dementia, clinical statistics, mindfulness, the 
musculoskeletal system and the body’s vital 
signs. Many of these MOOC participants are 
healthcare professionals looking to update their 
knowledge in a specific area, indeed there is evi-
dence to suggest that clinical practice has 
improved following the completion of a MOOC 
course, particularly in developing countries 
(Albrechestsen et al. 2017).

MOOCs allow working professionals to par-
ticipate in self-directed study and are playing a 
role in supporting continuous education and 
ongoing professional development (Dhanani 
et  al. 2016). In fact, the majority of learners 
enrolled in Coursera MOOCs in 2013 (Sandeen 
2013) had already obtained one or more degrees. 
Furthermore, the optional assessment and com-
pletion certificate that many MOOC courses pro-
vide allows participants to evidence their learning 
for continual professional development purposes. 
Another aspect of MOOCs is that they bring 
together learners from a wide variety of back-
grounds; for example, healthcare professionals 
can interact with the public and better appreciate 
public perception and understanding of various 
subject areas.

Some MOOCs are developed to increase pub-
lic awareness of a topic, often with the aim of 
improving health and wellbeing; for example, a 
MOOC on human nutrition was reported to sig-
nificantly improve eating behaviours and meal 
composition in participants (Adam et al. 2015). A 
MOOC designed to raise awareness of Animal 
Welfare also reported an improvement 
in  participants' understanding of animal welfare 
and the scientific research behind it (Mackay 
et al. 2016). MOOCs have also been used to dis-
seminate research findings and to facilitate a 
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flipped classroom approach to research by a 
global cohort (de Castaneda et al. 2018). Indeed, 
many grant awarding agencies request that a 
MOOC is developed to disseminate the research 
findings. A criticism of biomedical research has 
been the lack of knowledge exchange and dis-
semination, and MOOCs are one way of address-
ing this.

MOOCs have also been used as a tool to help 
students decide upon and transition into a bio-
medical sciences degree; for example, the 
MOOCs “So you want to study life science?”, 
“do you have what it takes to be a vet?” and “So 
you want to become a surgeon?”. These are in 
addition to the many MOOCs that have been 
developed to help students prepare for university. 
The “do you have what it takes to be a vet?” 
MOOC attracted a large proportion of leaners 
that hoped the course would help them decide 
whether a career in veterinary medicine was 
something worth considering, with many stating 
that it definitely helped with their decision mak-
ing and others changing their mind (Paterson 
et al. 2017).

5.4	 �Participation and Retention

Despite the growing popularity of MOOCs, 
retention rates overall are typically very low, with 
less than 10% completing the full course (Hone 
and El Said 2016), which appears to be attribut-
able to lack of time and motivation to study, as 
well as feeling isolated when interaction on the 
MOOC is low. Studies have also reported course 
instructor to have the largest positive effect on 
completion rate (Adampoulos 2013). Indeed, 
some MOOCs have reported completion rates of 
30% and above (Murray 2014).

In terms of online distance learning, evidence 
from the wider literature can be used to evaluate 
MOOC provision. Peltier et al. (2003) report six 
constructs that affect the online educational expe-
rience: three in relation to interaction and com-
munication (student-to-student interaction, 

student-instructor interactions and instructor sup-
port) and three that focus on course design (con-
tent, structure and technology). The forgoing 
have also been identified as key factors affecting 
MOOC retention rates and participant experi-
ence. Later work by Peltier et  al. (2007) sug-
gested that course content was the most important 
factor in determining the quality of the online 
learning experience.

In terms of MOOC content, it is generally the 
case that learning materials are high quality and 
developed by academics that are experts in their 
area. Whilst the total number of people taking a 
MOOC increased to over 100 million in 2018, the 
number of new learners signing up decreased. 
However, the number of participants that paid for 
a completion certificate increased and as a result 
MOOC provider revenues are at a record level, 
with Coursera reporting income of over 140 mil-
lion in 2018 (Shah 2018). Studies suggest that 
most of the MOOC learners enrol on the basis of 
their professional objectives; however, a substan-
tial number also participate as hobby learners 
(Batuaray 2014).

In 2013, Universities UK reported learner 
backgrounds to fall into five main groups: voca-
tional learners (professionals looking to update 
their knowledge), educators and researchers 
(education professionals using MOOCs as open 
educational resources (OERs)), HE students (tak-
ing MOOCs as part of an existing campus 
course), hobby learners (adults engaging in self-
directed study for interest) and prospective stu-
dents (looking to explore course options and 
subjects). HE institutions have capitalised on the 
latter, using MOOCs as recruitment tools for on-
campus and online degrees. In fact, there appears 
to be a shift in search patterns over the last few 
years, with more and more prospective students 
searching for universities with online offerings 
rather than their reputation. In terms of demo-
graphics, as mentioned previously, the majority 
of MOOC learners have one or more degrees, 
with just over 5% also having a doctoral level 
qualification.
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5.5	 �MOOCs in Higher Education

Many educational institutions have begun to 
experiment with integrating MOOCs into the cur-
riculum. Some institutions have directed their 
students to either their own institutional MOOCs 
or MOOCs delivered by other HE establish-
ments. This integration of MOOCs into the tradi-
tional curriculum has been referred to as the 
“hybrid MOOC” or hMOOCs (Sandeen 2013). 
This can be as simple as providing students with 
a list of relevant MOOCs to augment their learn-
ing, or can involve using some, or all, of the 
MOOC content in a flipped classroom model. In 
fact, some institutions have used a full MOOC to 
deliver the complete course content. There is evi-
dence to suggest that online learning in this way 
promotes independent learning (Garrison 2017), 
which is essential to promote life-long learning, 
and directing students towards MOOCs can 
encourage the development of these skills. 
Moreover, where academics have engaged in 
MOOC provision there is evidence of this 
increasing their awareness and understanding of 
online learning and incorporating this into other 
areas of their teaching.

MOOCs also provide the opportunity for stu-
dents to study certain topics in more depth than 
their curriculum permits, particularly in the med-
ical and veterinary degree programmes, as well 
as facilitating communication between them and 
other MOOC participants from across the globe 
with diverse backgrounds. Indeed, some MOOC 
providers, for example Futurelearn, have devel-
oped learning analytics that allow HE institu-
tions  to track their students within a MOOC 
course. In fact, some MOOC platforms are capa-
ble of providing more sophisticated learning ana-
lytics than the intuition’s own virtual learning 
environment, providing valuable insights into the 
learner behaviours. This information can inform 
course design and be used to support learners to 
achieve better outcomes. Learning analytics also 
offers instructors a comprehensive assessment of 
how a learner is performing; thus, allowing the 
instructor to direct any additional the support 
required. The foregoing allows HE institutions to 
provide learners with a more personalised lean-

ing experience. There is also growing evidence 
that retention rates in online learning can be 
improved using learning analytics. If a learner is 
not performing well during the course then they 
are more likely to drop out, whereas if additional 
support is provided and motivation to study 
improves as a result then the learner is less likely 
to leave the course.

However, in MOOCs with thousands of stu-
dents, the ability to support individual students in 
this way is impossible. Artificial intelligence (AI) 
offers a solution to this problem. AI provides an 
opportunity to include customised learning paths 
for individuals by data mining information on a 
student’s previous learning experiences. AI can 
also use data to predict the likelihood of a student 
passing or failing a course, which in principle 
could be used to alert a student at an early stage 
when an intervention could still be made. MOOC 
design and delivery provides the opportunity to 
capture millions of data on each individual stu-
dent that could be used to allow for richer learn-
ing experiences through more personalised 
provision. Indeed, this approach could be used 
more widely in HE, the challenge is getting the 
humans to agree to share the information to allow 
these developments.

Once aspect that AI can be extremely valuable 
at addressing is the lack of instructor presence on 
discussion areas. Most MOOCs have human 
teaching assistant moderating the discussion 
areas; however, this is time consuming and costly. 
Georgia Tech utilised an AI teaching assistant to 
answer questions from students in online discus-
sions, which resulted in increased student engage-
ment, in fact students were unaware that the 
teaching assistant was not a real person. The use 
of AI teaching assistants in MOOCs is a step 
towards virtual learning companions being more 
widely available (Yu et  al. 2017). However, in 
order to provide authentic interactions, these vir-
tual learning companions need to have human-
like characteristics. To address this, curious 
companions have been proposed as a means of 
providing personalised support and guidance in 
virtual learning environments (Wu and Miao 
2013). By continually monitoring a learner’s 
progress, the curious companion can identify and 
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suggest additional learning materials to maintain 
the learner’s interest and motivation for study. To 
support learners to recall previously acquired 
information related to a current learning task, a 
remembrance companion, modelled on how 
humans recall information, was used (Wu et al. 
2013). To avoid over-reliance on the remem-
brance companion it worked in a way that pro-
vided the learner with progressive more explicit 
hints. A teachable learning companion has also 
been shown to help learners consolidate knowl-
edge (Biswas et  al. 2016). Therefore, there is 
scope for virtual learning companions to address 
the issue of supporting large scale MOOCs, the 
limitation is their ability to support learners com-
prehend complex topics. Currently, virtual learn-
ing companions can answer questions, but cannot 
have meaningful conversations, which is a diffi-
cult aspect to develop.

In recent years, some universities have offered 
MOOCs for credit, although the debate of 
MOOCs and academic credit began very early on 
in the MOOC era. Even without credits being 
awarded, many undergraduate students have 
cited having completed a MOOC relevant to the 
degree they have applied to undertake at univer-
sity and report further value if this could be for-
mally recognised for credit. Moreover, MOOCs 
delivered by elite universities attracted learners 
looking for high-level professional development 
and some of these participants began to look for 
validation and recognition for successfully com-
pleting the course (Sandeen 2013). The University 
of Finland was one of the first institutions to offer 
MOOCs for credit, closely followed by Georgia 
State University who also decided to accept 
MOOCs as a from of credit transfer (Jaschik 
2013). Generally, the model for this is that learn-
ers must complete a series of MOOCs and pur-
chase the completion certificate and the university 
will provide a number of credits, which can be 
transferred to any other university and used as 
accredited prior learning for an appropriate 
degree programme. In addition to this, most uni-
versities offering MOOCs for credit require 
learners to complete an additional assessment to 

ensure that standards are being met as well as 
requiring authentication of identity in some way.

In addition to the above, there has been the 
recent emergence and growth of micro creden-
tials, where a number of MOOCs can be taken to 
enable the learner to attain a degree-level qualifi-
cation. This approach, which some refer to as 
“unbundling” HE is believed by MOOC enthusi-
asts to have the ability to revolutionise HE 
(McCowan 2017); however, this development is 
still in its infancy. In this model, a collection of 
MOOCs can be taken as individual components 
of a degree. This unbundling degree through a 
series of small courses is offered by several 
MOOC providers referred to as “Nanodegrees” 
and “MicroMasters”. Whilst the names and 
approaches differ between MOOC providers, the 
one common theme is that they all offer a group 
of courses around a common subject to allow the 
learner to achieve a degree upon completion.

5.6	 �Conclusion

MOOCs have raised the awareness of the poten-
tial of online learning and teaching across the 
higher education sector and beyond. MOOCs are 
also ideal test environments for advancing educa-
tional research and one of the main benefits of 
MOOCs has been in the increased use of online 
learning in on campus courses. MOOCs offer the 
potential for learners to access professional devel-
opment, allow students to get a feel for a particu-
lar subject area applying for a university degree in 
that area, can support students transition to uni-
versity, and can also expand the range of options 
and subject available to students within their cam-
pus-based degree programme. In fact, students 
can achieve credits towards their campus-based 
degree by completing a MOOC and can even 
complete their entire degree through completing a 
series of small MOOCs. Artificial intelligence and 
learning analytics offer the potential for more per-
sonalised learner support and the era of MOOC 
3.0 offers many opportunities and possibilities for 
online learning in the future.
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Applying Geometric 
Morphometrics to Digital 
Reconstruction and Anatomical 
Investigation

Federica Landi and Paul O’Higgins

Abstract
Virtual imaging, image manipulation and 
morphometric methods are increasingly used 
in medicine and the natural sciences. Virtual 
imaging hardware and image manipulation 
software allows us to readily visualise, 
explore, alter, repair and study digital objects. 
This suite of equipment and tools combined 
with statistical tools for the study of form vari-
ation and covariation using Procrustes based 
analyses of landmark coordinates, geometric 
morphometrics, makes possible a wide range 
of studies of human variation pertinent to bio-
medicine. These tools for imaging, quantify-
ing and analysing form have already led to 
new insights into organismal growth, develop-
ment and evolution and offer exciting pros-
pects in future biomedical applications. This 
chapter presents a review of commonly used 
methods for digital acquisition, extraction and 
landmarking of anatomical structures and of 
the common geometric morphometric statisti-
cal methods applied to investigate them: gen-
eralised Procrustes analysis to derive shape 
variables, principal component analysis to 
examine patterns of variation, multivariate 
regression to examine how form is influenced 

by meaningful factors and partial least squares 
analysis to examine associations among struc-
tures or between these and other interesting 
variables. An example study of human facial 
and maxillary sinus ontogeny illustrates these 
approaches.

Keywords
Virtual imaging · Geometric morphometrics · 
Medical investigation · Maxillary sinuses · 
Procrustes shape analysis

6.1	 �Introduction

6.1.1	 �Imaging 3D Anatomy

Virtual study of the anatomy of living and extinct 
species, our natural heritage, and that of our cul-
tural products, such as artefacts and buildings, is 
dependent on the methodologies available to 
image, reconstruct and investigate them (Bourne 
2010; Weber and Bookstein 2011; Profico et al. 
2018). The digital revolution has provided a 
series of innovative and non-invasive tools for the 
study of objects and biological structures. In the 
past 20 years, through advances in mathematics, 
computer science and physics, digital acquisition 
of data representing the 3D form of objects has 
become cheap and readily available. Disciplines 
such as palaeontology (Sutton et  al. 2016), 
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anthropology (Weber 2014), forensics, medicine 
(Howerton Jr and Mora 2008), archaeology 
(Luhmann et  al. 2006) and geography (Smith 
et al. 2016) apply these techniques to questions in 
evolutionary biology, functional morphology, 
biological anthropology, medicine, ancient arte-
facts, geomorphology and to teaching. The 
advent of modern digital technologies has made 
it possible to easily visualize, manipulate, alter 
and explore objects in fine detail and extract 
information that would hardly be accessible 
without damaging specimens. Additionally, they 
allow us to process large datasets and perform 
complex analyses very rapidly (Bruner and 
Manzi 2006).

As digital image acquisition has become read-
ily available and increasingly applied in science, 
the technologies and methods that facilitate the 
study of these images have also expanded (Goel 
et  al. 2016; Toennies 2017; Sadler 2018). 
Computerised tomography (CT-scanning) is an 
important and commonly used imaging modality 
applied to the study of internal and external form. 
In acquiring images the object is exposed to 
x-rays from different directions (e.g. by rotating 
the x-ray source or object) while multiple x-ray 
detectors capture the data required to reconstruct 
a contiguous series of slices. These can then be 
reconstructed as a volume or a 3D surface mesh 
(Brenner and Hall 2007; Mettler Jr et al. 2000). 
The resulting volume is rendered as voxels with 
shades (levels) of grey reflecting the degree of 
attenuation and so, the radiodensity of each tis-
sue, measured in Hounsfield units (Razi et  al. 
2014; Hounsfield 1973; Mah et  al. 2010). CT 
scanning is widely applied in medicine and bio-
medical research. It produces detailed volumetri-
cally accurate images of internal and external 
structures but presents a few issues with regard to 
image quality. One such issue is that CT scans 
may contain artefacts, defined as any systematic 
discrepancy between the CT reconstruction and 
the true attenuation coefficients of the object 
(Barrett and Keat 2004). Physics-based artefacts 
result from the physical processes of beam hard-
ening involved in the acquisition of CT data. 
Patient-based artefacts can be caused by the pres-
ence of high-density material such as metal. The 

CT-scan device can cause ring artefacts, due to 
imperfections in the detector elements such as a 
calibration error in the detector array, while heli-
cal and multisection artefacts are caused by the 
helical interpolation and reconstruction process. 
Whatever their nature, artefact presence can dam-
age the final resolution of the slices and therefore 
impact segmentation, anatomical investigation 
and clinical diagnosis (Goerres et  al. 2002; 
Sijbers and Postnov 2004; Barrett and Keat 
2004). However, with modern hospital CT scan-
ners and software good quality reconstructions, 
useful in many scientific and clinical contexts can 
readily be made (Fig. 6.1).

Micro CT scanning is an increasingly com-
mon technique in biological work and is compa-
rable to medical CT-scanning but uses a more 
focussed x-ray beam and detectors with small 
pixel patches to image on a smaller scale and at 
much higher resolution (Ritman 2004). With cur-
rent, commonly available microCT scanners 
objects as large as 200  millimetres in diameter 
can be scanned with pixel sizes as small as 
100  nanometres. Feldkamp et  al. (1989) noted 
that micro-CT offers advantages over histology 
in preserving sample integrity, being less time 
consuming and in readily allowing 3D structure 
to be appraised. However, exposure to high levels 
of ionizing radiation in micro-CT means that this 
approach is unsuitable for in vivo biological work 
(Willekens et al. 2010). In the study of fossils and 
archeological material, micro-CT has largely 
replaced older and more invasive approaches 
used to remove sediment or isolate fragments 
(Cunningham et al. 2014).

Magnetic resonance imaging (MRI) is a cross-
sectional imaging technique that uses the mag-
netic properties of materials to visualize 
structures in the body (Van Der Straeten 2013). 
In brief, it differs from CT scanning in that no 
ionising radiation is used, rather, in medicine 
images are created using a strong magnetic field 
and radio frequency energy to visualise water 
content throughout the volume of the body 
region. In contrast to CT, MRI results in detailed 
images of soft tissues. Both CT and MRI tech-
niques are volumetric methods, capturing internal 
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morphology and allowing exploration of the 
internal anatomy of animals, organs and tissues.

Rather than the volume of an object, the form 
of the external surface is all that is required for 
many studies. One of the most commonly used 
approaches to surface digitisation is through the 
reconstruction of a 3D surface from a series of 
images in which the surface is illuminated by 
projection of either a single line of illumination 
(e.g. from a laser; Fig. 6.2) or a more complex 
pattern (stereoscopic structured light scanning) 
onto the surface. Both of these use one or multi-

ple cameras to capture images of the projection, 
which appears distorted according to surface 
topography. A function is then used to recon-
struct surface topography from these images and 
to represent it as a 3D polygon mesh. The camera 
and light source are placed asymmetrically so 
that the device can assess depth as the bands of 
the light curve over the surface of the scanned 
item (Weber and Bookstein 2011). Stereoscopic 
structured light scanning can be used to rapidly 
and non-invasively generate surface meshes of 
single objects (Niven et al. 2009). It is used in a 

Fig. 6.1  Volume 
rendering of a human 
skull from a stack of 
CT-scans. An orthoslice 
is shown in the sagittal 
plane. Internal cavities 
and bone densities are 
clearly visible

Fig. 6.2  Schematic 
illustration of the 
principles of a laser 
scanner: a single line of 
laser light is projected 
on the surface of 
interest, reflected and 
received by the detector. 
This operation is 
repeated from multiple 
angles until the whole 
surface is scanned
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wide range of research and museum applications 
to accurately record surface morphology 
(McPherron et al. 2009). However, it has limita-
tions. If the object is reflective or lacking in sur-
face texture, scanners will often fail to acquire 
and perform an accurate rendering of the surface 
(Gupta et al. 2011; Slizewski and Semal 2009). 
Further, stereoscopic structured light scanning is 
very sensitive to lighting conditions, camera 
placement and the number of images used to 
acquire the surface, which means that acquisition 
may need to be repeated several times until the 
right conditions for a particular object are found.

Photogrammetry shares with light projection 
methods the capturing of a series of images from 
varying viewpoints as the basis for reconstructing 
three-dimensional 3D surface topology. It is not a 
new technique but has recently seen a substantial 
revival of interest in applications within the natu-
ral sciences (Bates et al. 2010; Falkingham 2011; 
Evin et al. 2016; Buzi et al. 2018; Sadler 2018). 
Photogrammetry technology comes from com-
puter science and uses stereo-reconstruction 
techniques to transform images (taken from mul-
tiple viewpoints, by moving the camera around 
the object or by rotating the object itself) in two 

to three dimensions (Fig. 6.3). Photogrammetry 
identifies matching points between overlapping 
images taken from different viewpoints and uses 
the apparent movement of these points between 
images to reconstruct 3D surface topography 
(Verhoeven 2011). It is not as accurate as projec-
tion methods (Katz and Friess 2014), but Evin 
et al. (2016) show that it can produce results of 
acceptable accuracy and it has the benefit that by 
capturing surface texture maps photorealistic 
colour renderings can be generated.

Photogrammetry has wide applicability and 
offers portability and low equipment costs. It per-
mits rapid data collection in the field due to its 
ease of use and allows the reproduction not only 
of isolated bones and archaeological artefacts but 
also of entire excavation sites as well as geo-
referenced data for topographical, ecological and 
archaeological studies (Sapirstein 2016). These 
factors and the fact that all that is needed is a 
good camera and software (e.g. Agisoft 2014, 
and increasing numbers of mobile phone apps) to 
capture and process the images and obtain 
coloured textured meshes add to its utility and 
applicability.

Fig. 6.3  The 
construction of a 
photogrammetry model 
of a human skull. 
Pictures are taken 
around the object and 
from at least two 
different perspectives
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In photogrammetry, meticulous planning (and 
testing) of lighting conditions and of the scheme 
of photography are vital to ensure precise rather 
than simply aesthetically pleasing topographic 
reconstructions (Dellepiane et al. 2013). It is vital 
that lighting is even, to avoid blind spots and so, 
errors in the final 3D surface. In addition, a good 
camera with appropriate lens and settings are 
important to ensure accuracy (Nicolae et  al. 
2014).

6.1.2	 �Potential of 3D Imaging 
in Medical Diagnosis 
and Anatomical Investigation

3D Medical imaging has evolved dramatically in 
the past few decades and is applied widely in 
detection and differential analysis of pathology 
and abnormalities (Doi 2007; Sun 2007; Chhabra 
et  al. 2013; Schmidle et  al. 2014). High-
resolution, three-dimensional volumetric image 
data can be rapidly acquired and 3D visualiza-
tion, multiplanar reformation and navigation 
through image volumes and surfaces underpins 
diagnosis in many fields of medicine. Digital 
imaging applications have impacted care across a 
range of medical specialisations (e.g. Heiland 
et  al. 2004; Joel et  al. 2004; Bradley 2008; 
Norouzi et al. 2014). Virtual methods of surgical 
simulation based on imaging data facilitate pre-
operative experimentation, improving planning 
of surgical treatment and potentially reducing 
patient risk (Meehan et al. 2003).

An emerging technique, rapid prototyping, 
can 3D print anatomical objects from 3D models. 
Physical printed models can be useful for sur-
geons in planning treatment as well as for train-
ing and teaching. Patients can also benefit from 
rapid prototyping by touching and looking at a 
physical model to improve their understanding of 
both the condition and the planned surgical inter-
vention (Rengier et al. 2010). Thus, at present we 
are in the middle of a major transformation of 
how imaging is applied in medicine, through 
developments in virtual and physical reconstruc-
tion and modelling. These developments are 
opening up new possibilities for anatomical and 

medical investigation, detection and treatment 
(Tzou and Frey 2011).

6.1.3	 �Quantification of Morphology 
and Analyses of Variation: 
Geometric Morphometrics

Quantification of the form of virtual representa-
tions of anatomy, no matter how acquired, is nec-
essary if we are to compare them in the context of 
diagnosis, planning and review. In this section we 
describe how the use of linear and angular mea-
surements to study form variation has been super-
seded in many applications in organismal biology 
by landmark based, geometric morphometric, 
methods. We illustrate how these landmark based 
approaches can be employed in biomedicine by 
applying them to the study of craniofacial growth 
in humans. We show how segmented images of 
human crania are reconstructed, landmarked and 
semilandmarked, and then how a model of maxil-
lary growth can be derived from these data 
through a principal component analysis (PCA) 
and multivariate regression of form on centroid 
size. Further, we describe the application of 
2-block partial least squares analysis (PLS) to 
assessment of the strength and nature of associa-
tion between two related anatomical structures, 
and illustrate this by investigating how maxillary 
sinus form covaries with the form of the facial 
skeleton.

The sample comprises CT-scans of an ontoge-
netic series of modern humans (N = 60). These 
were segmented semi-automatically using the 
software tool Avizo 9.0 (FEI Visualization). 
Because these scans are of dry bones, contrast is 
good between skull and air. Therefore, the initial 
segmentation was performed using a single 
global threshold, estimated by the histogram 
method (Pun 1980) to maximize the inclusion of 
bone material in the resulting virtual reconstruc-
tion of the skulls. A second global threshold was 
applied to segment the maxillary sinus bone 
material. This semi-automatic segmentation 
often resulted in errors in the reconstruction of 
the orbital and nasal walls of the sinuses. This is 
because, when CT-scanning, the acquired signal 
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is sampled and not continuous and the effect of 
partial volume averaging becomes apparent after 
thresholding (Spoor et  al. 1993). Therefore, 
thresholding of both cranium and sinuses was 
reviewed, slice by slice, so that the presence of 
unwanted elements (such as the scanning bed) 
and errors in segmentation (small holes in thin-
bone structures such as the eye sockets and sinus 
medial walls) were manually fixed using the 
brush-tool available in Avizo 9.0. An example 
reconstructed cranium with highlighted maxil-
lary sinus is shown in Fig. 6.4.

Comparative morphological analysis has 
always played a central role in biological and 
medical studies (Adams et al. 2004). Qualitative 
descriptions of morphology have utility and a 
long-established history of application but are 
inherently subjective and lack repeatability. With 
the advent of multivariate statistical approaches 
in the mid-twentieth century, sets of linear mea-
surements, indices and angles were used to 
explore shape variations and evaluate morpho-
logical differences between taxa (Sneath and 
Sokal 1962; Blackith and Reyment 1971; 
Bookstein 1998).

Linear measurements between anatomical 
points (landmarks) individually describe the dis-
tance between them, while more than two mea-
surements begin to describe the form, defined as 
the size and shape of an object. Multiple mea-
surements taken on a sample can be submitted to 
multivariate analysis to assess and describe form 

variation. The use of linear measurements is well 
established and, with angular measurements 
formed the basis what became known as multi-
variate morphometrics (Blackith and Reyment 
1971; Mardia et al. 1979). If we are interested in 
shape, measurements can be scaled before further 
analysis. Visualisation of the results of multivari-
ate morphometric analyses of form or shape 
based on linear measurements is possible if the 
measurements are designed in such a way that the 
original geometry of the object can be recon-
structed (e.g in Euclidean Distance Matrix 
Analysis, EDMA; Lele and Richtsmeier 1991; 
Richtsmeier et al. 1993a, b; Adams et al. 2004; 
and truss measures, Strauss and Bookstein 1982).

However, the use of linear measurements or 
angles to describe shape is problematic. The key 
issue is that after scaling of interlandmark dis-
tances or using angles, the resulting shape spaces 
have undesirable statistical properties (indepen-
dent isotropic error at landmarks does not result 
in isotropic distributions in the resulting shape 
spaces) and are a poor choice for statistical analy-
sis (Rohlf 2000).

The issue of how to compare objects based on 
landmark coordinates was the subject of intense 
debate and discovery in the 1980’s and 1990’s 
(Bookstein 1982, 1991, 1996; O’Higgins and 
Dryden 1992, 1993; Richtsmeier and Lele 1993; 
Marcus and Corti 1996; Dryden and Mardia 
1998; Rohlf 1999) and led to the advent of geo-
metric morphometrics (GM), a set of morpho-

Fig. 6.4  Mesh 
rendering of a maxillary 
sinus in a modern 
human adult specimen 
after segmentation and 
reconstruction
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metric methods that caused a shift in the way in 
which biological structures were measured and 
investigated in many disciplines (Rohlf and 
Marcus 1993; Slice 2007). Thus, the statistical 
foundations of geometric morphometrics (GM) 
led to the development of a powerful set of tools 
for the investigation of shape variation and 
covariation that have been widely applied to the 
study of organismal growth, development and 
evolution (Roth and Mercer 2000; Cobb and 
O’Higgins 2004; Mitteroecker et  al. 2004; 
Goergen et al. 2017).

Increasing numbers of clinical and surgical 
studies have applied GM to study morphological 
changes in development, growth or pathology, to 
identify associations among skeletal units and 
between them and related soft tissues, to recog-
nise proper and abnormal growth and develop-
ment and to document variation in anatomical 
structures (Hajeer et al. 2004; Singh et al. 2004).

In GM the geometry of an object, its form, is 
described using the landmark coordinates them-
selves, rather than measurements taken between 
them (Zelditch et  al. 2012). To be comparable, 
these coordinates have to be equivalent in some 
sense, which means that they must correspond to 
points that are believed to have ‘the same’ devel-
opmental, evolutionary or functional significance 
(whichever is pertinent to the question) in differ-
ent organisms (O’Higgins 1997; Bookstein, 1997 
a; Oxnard and O’Higgins 2009).

Landmarks can be placed on 2D (X-rays, pic-
tures) and 3D surfaces (mesh rendering from 
CT-scan, laser scan or photogrammetry) and 
should be chosen to provide an adequate repre-
sentation of the object under study in relation to 
the question at hand (O’Higgins 1997; Lele and 
Richtsmeier 2001; Oxnard and O’Higgins 2009). 
When equivalent points between specimens are 
scarce, semilandmarks (defined as those that lie 
on curves or surfaces but with ill defined exact 
location on the curve or surface; Bookstein 
1997b; Mitteroecker and Gunz 2009) can be 
applied, as long as a sufficient number of equiva-
lent landmarks can be used as a fixed reference to 
control subsequent sliding over surfaces and 
curves to minimise error in the location of semi-
landmarks. The sliding procedure iteratively 

adjusts the positions of the semilandmarks until 
either the Procrustes distance or bending energy 
between the reference specimen (also estimated 
iteratively) and that being landmarked is mini-
mal. Minimisation of Procrustes distances takes 
the locations of all fixed landmarks equally into 
account (global form) to guide the sliding, 
whereas the minimisation of bending energy 
gives greater weight to landmarks near the sur-
face or curve on which they are to be slid. The 
choice of Procrustes distance or bending energy 
leads to different eventual semilandmark posi-
tions and so, different estimates of differences 
among specimens. The choice should be guided 
by which criterion seems most appropriate to the 
question. Most often in applications to crania, 
minimisation of bending energy (see warping, 
below) has been preferred because this slides 
semilandmarks based on local rather than global 
aspects of form (Gunz et al. 2005). After sliding, 
landmarks and semilandmarks each have the 
same weight in subsequent statistical analyses 
(Gunz and Mitteroecker 2013).

Figure 6.5 illustrates the landmarks and semi-
landmarks recorded on the 3D surface mesh of 
each cranium from the ontogenetic series 
described above. These cover the external and 
internal surfaces of the face, base and cranial 
vault. Six landmarks were also located on the sur-
face of each maxillary sinus. Since the sinuses 
almost totally lack identifiable equivalent ana-
tomical landmarks, five of these were defined 
with respect to the Frankfurt plane (most lateral, 
inferior, superior, anterior and posterior). The 
sixth is an anatomical landmark, at the ostium.

Once landmarks have been collected the form 
of specimens can be compared pairwise, visually, 
in terms of warpings between them, or patterns of 
variation within the entire sample can be assessed 
using Procrustes based statistical analyses.

Warping of meshes representing surfaces or of 
volumes of specimens involves interpolation of 
differences in landmark configurations to the 
space in the vicinity of the landmarks, occupied 
by virtual objects representing surfaces or vol-
umes. Thus, differences between two landmark 
configurations are used to smoothly warp surface 
meshes or volumes representing the anatomical 
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structure on which the landmark configurations 
were taken. The two configurations are termed 
the reference configuration (the original object 
surface or volume) and the target configuration 
(into which the object will be warped). They 
could be two specimens or represent objects at 
opposite poles of a vector of interest arising from 
statistical analyses, as described below.

In GM, warping is most commonly achieved 
using two (for 2D) or three (for 3D) thin plate 
splines (TPS) as interpolating functions. The thin 
plate spline comprises a uniform (uniform 
stretchings and shears) and a non-uniform com-
ponent. It interpolates differences in relative 
landmark locations to the space between them, 
minimising a quantity from the non-uniform 
component known as the bending energy, analo-
gised as the energy required to deform a thin, uni-
form metal sheet. The ‘metal sheet’ is constrained 
at landmark coordinates but otherwise free to 
adopt the form that requires the minimum bend-
ing energy. This leads to a smooth interpolation 
of the space between landmarks (Mitteroecker 
and Gunz 2009). As noted above bending energy 
is commonly minimized by the algorithm used to 

slide semilandmarks. This is because bending 
energy is larger for localised deformations than 
global ones of the same magnitude. Thus, so slid-
ing of semilandmarks based on minimization of 
bending energy gives greater weight to minimi-
zation of localized ‘errors’ in their initial 
locations.

Transformation grids (Thompson 1917) are 
often used to visualise local variations in shape 
differences between two landmark configurations 
as a deformation (Fig. 6.6). They are calculated 
using one thin plate spline per dimension (2, for 
2D or 3 for 3D data). The grids can be interpreted 
as indicating how the space in the region of a ref-
erence shape might be deformed into that in the 
region of the target such that landmarks in the 
reference map exactly into those of the target. 
The graphical representation of shape differences 
resulting from these approaches is readily inter-
pretable in 2D but less so in 3D, where warping 
of a surface or volume as a movie or a series of 
‘stills’ may lead to better understanding of the 
nature and degree of form differences between 
configurations. Care should be taken, in balanc-
ing the visual appeal of transformation grids 

Fig. 6.5  Landmark 
(green) and 
semilandmark 
configuration (light blue 
for the facial skeleton 
and dark blue for the 
frontal bone) used for 
the study of midfacial 
and sinus morphology 
shown on a human skull
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against the underlying assumptions (e.g. smooth 
interpolation) in their construction. From a bio-
logical perspective it is important to bear in mind 
that this mapping is purely mathematical, and it 
is based only on the locations of the original 
landmarks (O’Higgins 2000).

Beyond visually comparing differences 
between pairs of landmark configurations, GM 
methods allow statistical analyses of variation 
and of covariation among different configura-
tions of landmarks or between a configuration 
and other variables of interest. Landmark config-
urations differ among objects in form (size and 
shape) and in location and orientation. Geometric 
morphometric analyses aim to investigate the 
shape of objects, regardless of ‘size’ (specifically, 
centroid size, see below), location and orienta-
tion in space. As such GM relies on the computa-
tion of shape differences among objects, 
expressed as Procrustes distances. These dis-
tances are estimated through generalized 
Procrustes analysis (GPA; Gower 1975; Kendall 
1984; Rohlf and Slice 1990; Goodall 1991; 
Dryden and Mardia 1993). This proceeds by 
standardising centroid size (the square root of the 
sum of squared distances of a set of landmarks 
from their centroid), position and orientation of 

the landmark configurations through registration. 
Squared distances between equivalent landmarks 
taken on all specimens are minimized by scaling, 
translating and rotating the individual’s landmark 
configurations. Scaling is carried out such that 
the centroid size of each configuration is scaled 
to 1 by dividing the raw landmarks by the origi-
nal configuration centroid size. Configurations 
are then superimposed at their centroids (the 
arithmetic mean of all landmark coordinates) and 
iteratively rotated with respect to each other to 
minimize the sum of squared distances of the 
specimens from the mean shape. In the first itera-
tion, the specimens are aligned to an arbitrarily 
chosen one, normally the first, and once all con-
figurations are best fitted to this, the sample mean 
of each coordinate is computed. In subsequent 
iterations the configurations are best fitted to the 
mean, which is recomputed and used in the next 
iteration. The algorithm stops when the sum of 
residuals from the mean reaches a minimum, 
usually after 3–5 iterations. The resulting regis-
tered landmark coordinates are known as ‘shape 
coordinates’ and can be submitted to subsequent 
statistical analysis.

Kendall’s shape space (Kendall 1984; Goodall 
1991; Dryden and Mardia 1993) is the shape 

Fig. 6.6  Transformation grids showing shape differences 
between two human crania. The grids are sited in the sag-
ittal plane and the skulls are rendered semi-transparent so 
the grids can be viewed. A regular square grid was drawn 

over the mean (reference) of the two skulls and then it was 
deformed into each of them (targets). Thus, it shows equal 
and opposite deformations in each that indicate the local 
and global differences in shape between the two landmark 
configurations
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space that would arise from full Procrustes fitting 
(scaling translation and rotation of a pair of con-
figurations) of every specimen to every other one. 
For triangles it has the form of the manifold of a 
sphere of diameter 1, and for higher dimensions 
is a hypersphere. Kendall’s shape is discussed at 
length in statistical texts (Dryden and Mardia 
1993; Weber and Bookstein 2011).

In practice, such a registration is not used 
often because it does not lend itself to visualisa-
tion of shape differences among a sample. 
Instead, GPA is carried out, as described above 
because this incorporates calculation of the mean 
shape, which can be warped to visualise results of 
statistical analyses. After GPA, specimens come 
to lie on the manifold of a hemisphere with 
radius  =  1, known as the hemisphere of GPA 
aligned coordinates (Rohlf and Slice 1990). As 
long as variations are small, the scatter of points 
over this manifold will be concentrated and, for 
practical purposes, very similar to that on the 
manifold of Kendall’s shape space. The region of 
(Kendall’s or GPA) shape space that they occupy 
can be considered approximately linear and so, 
suitable for multivariate analyses using linear 
models (Dryden and Mardia 1993). However, it 
is common to formally linearise the region of 
shape space occupied by the specimens under 
study by carrying out a tangent projection 
(Dryden and Mardia 1993; Kent 1994). This is 
rather like what cartographers do, when drawing 
maps on flat sheets of paper, and like maps, they 
do not distort distances much over small areas 
near the point of tangency (the mean) but more so 
for distances at the periphery of a distribution.

The tangent projected shape variables are then 
submitted to statistical analyses pertinent to the 
question at hand. Centroid size differences are 
also of interest and these can be used to examine 
how shape covaries with centroid size in studies 
of allometry or combined with the shape data, as 
an extra column in the shape coordinate data 
matrix (Mitteroecker et  al. 2004; Mitteroecker 
et al. 2013), allowing analyses of form (size and 
shape) differences or covariances with other fac-
tors using standard multivariate methods.

Ordination methods are often used to visualise 
the scatter of points representing specimens 

within the shape space. They allow groupings 
and modes of variation among specimens to be 
visualised. The most commonly applied ordina-
tion method in GM studies is principal compo-
nent analysis (PCA). In this, new orthogonal 
(therefore independent and uncorrelated) vari-
ables, the principal components (PCs), are 
extracted from the matrix of shape variables pre-
viously computed using GPA (see above). These 
are linear combinations, (rotations of axes within 
the space) of the original variables, sorted by 
decreasing variance (Rohlf 1986; Mitteroecker 
and Gunz 2009; Zelditch et al. 2012; Klingenberg 
2013; Mitteroecker et  al. 2013) and retain the 
relationships (distances) among points. They 
allow the scatter of points in the high dimensional 
space defined by the original correlated variables 
to be appreciated in fewer dimensions defined by 
the first few uncorrelated PCs, while retaining as 
much as possible of the variance of the original 
dataset (Jolliffe 2011). The modes of shape varia-
tion represented by the PCs can readily be visual-
ised as warpings of points, transformation grids, 
surfaces or volumes as described above.

The plot in Fig. 6.7 shows the first two princi-
pal components from an analysis of right sided 
maxillary sinus form in modern humans (60 
specimens ranging from 0 to 60 years). GPA and 
PCA were performed using the R package 
Morpho (Schlager 2013). PC1 accounts for 80% 
of the total variance in form of the sample and 
this represents a large change in size and a change 
in shape with increasing age, while PC2 accounts 
for 6% of the total variance and does not order 
specimens by age. Warpings of landmarks and 
meshes representing the maxillary sinus surface 
drawn in position within example crania show 
that infant sinuses are narrow medio-laterally and 
elongated antero-posteriorly and that they mainly 
expand in the vertical dimension during ontog-
eny, paralleling the large increase in facial height 
that occurs during the same period.

Multivariate regression treats e.g. shape as 
being dependent on another variable of interest 
(such as size, time, diet etc), resulting in a vector 
of regression coefficients that indicates the 
change of shape per unit of change in the inde-
pendent variable (Drake and Klingenberg 2007; 
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Klingenberg 2013). Multivariate regression 
allows prediction of specimen shape for a given 
value of the independent variable and allows 
computation of the proportion of total shape vari-
ance explained by the independent variable. By 
predicting shapes at extremes of the regression 
vector and computing transformation grids, 
warped surfaces or object volumes as described 
above, the shape changes along a regression vec-
tor can be visualised.

A multivariate regression of sinus shape on 
centroid size, a study of ontogenetic allometry, 
was carried out using the sample of modern 
humans described above. The results show a sig-
nificant (p  <  0.001) association between sinus 

shape and sinus size, but this is weak (R2 = 0.18), 
indicating that factors other than allometry are 
important in shaping sinus morphology during 
ontogeny. Visualisations of the shape differences 
between small and large sinuses are more or less 
identical to those shown in Fig. 6.7 along PC1.

Where the association between one form and 
another or between a form and a set of interesting 
variables (e.g describing climate, ecology, behav-
iour) is of interest partial least squares analysis 
(PLS) is an appropriate method. Two-block par-
tial least squares analysis (PLS) allows the 
covariation between two blocks of variables to be 
quantified and visualised. It differs from regres-
sion analysis in that the two sets of variables are 

Fig. 6.7  Principal component analysis. Plot of the first 
two principal components (86% of the total variance) of 
maxillary sinus form in a modern human sample. Age 
stages are indicated by colours: “light cyan” for infants up 
to the age of 6 years, “light green” for juveniles up to the 
age of 18 years and “dark green” for adults over the age of 
18 years. The size of each point is proportional to the cen-

troid size of each individual. The modes of sinus form 
variation represented by each principal component are 
shown (in grey) adjacent to each axis. These were drawn 
by warping the mean sinus to each extreme of each princi-
pal component, after which they were superimposed on 
representations of adult and infant skulls to indicate their 
position and relative size
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treated symmetrically rather than as one set of 
variables being dependent on the other (Rohlf 
and Corti 2000). Two-block partial least squares 
analysis performed within a morphometric con-
text is also called singular warp (SW) analysis 
(Bookstein et  al. 2003). It computes the linear 
combination of two sets or “blocks” of shape 
variables (two landmark sets) that maximise 
explained covariance between blocks. It results in 
pairs of singular axes (also known as singular 
warps, singular vectors, singular axes or PLS 
axes) which maximise explained covariance and 
which, when plotted against each other, visualise 
the associations between blocks. The strength of 
the association between blocks can be quantified 
for each pair of axes by computing Pearson’s cor-
relation coefficient between the scores of each 
block (Hollander et  al. 2013). To calculate the 
significance of this, a permutation test is used.

The proportion of total covariance explained 
by each pair of axes is also calculated. Beyond 
this, PLS allows the calculation of the proportion 
of total variance in each block explained by each 
singular axis for that block (Cardini 2018). In 
reporting the results of PLS analyses, it is impor-
tant to consider the strength and significance of 
correlations, the proportion of the total covari-
ance explained by pairs of singular axes and the 
proportion of total variance in each block 
explained by each singular axis. This is because a 
strong association between blocks does not nec-
essarily indicate that a large proportion of the 
variance of each block is explained by the analy-
sis. Thus, blocks can be strongly associated, but 
this association may account for a large or a small 
proportion of the total variance in each block. A 
strong and highly significant association that 
accounts for a very small proportion of the total 
variance, might have little real morphological or 
biological meaning. For visualization of the pat-
terns of association in PLS analyses, the mean of 
each block (assuming both represent shape) is 
warped along each singular axis and the two 
warpings are presented, one for each block.

PLS was used to examine the association 
between maxillary sinus form and the form of the 
face during growth and development using the 
data described earlier. The 3D coordinates for each 

structure were first transformed to shape variables 
using GPA and, together with the ln of their cen-
troid sizes, were submitted to a PLS. Figure 6.8 
shows a plot of specimen scores on the first singu-
lar warps (SW1) of the sinus and the midface.

The correlation coefficient between the scores 
of each block on their respective SW1 is 0.94, 
p < 0.001. 80% of the total variance in sinus form 
is associated with facial form and 81% of the 
total variance in facial form is associated with 
maxillary sinus form. Visualisations of the modes 
of associated form variation in each structure 
show similar changes to those observed in the 
PCA of Fig. 6.7: the sinus transforms from a rela-
tively flat narrow structure to a vertically taller 
one while the face shows a degree of orbital 
enlargement, supero-inferior expansion of the 
zygomatico-maxillary region, an increase in 
nasal aperture and facial height.

6.1.4	 �Conclusions

The foregoing description of methods for imag-
ing, reconstruction, visualisation and analysis of 
patterns of variation and covariation of anatomi-
cal structures reflects the fact that we are entering 
an exciting period in the development of the ana-
tomical sciences. By taking up the opportunities 
offered by the readily available state of the art 
hardware and software necessary to carry out this 
work, anatomical studies in relation to medicine 
can extend beyond the study of form to that of 
form variation and covariation and thus provide 
important data and tools for clinical assessment. 
By applying geometric morphometric methods, 
patterns of anatomical form variation and covari-
ation can be quantified and used to assess pathol-
ogy, patterns of normal and abnormal growth, 
development, and covariation of skeletal and soft 
tissue structures.

Thus, in this chapter, we illustrate the poten-
tial of modern imaging tools combined with GM 
by characterising normal ontogeny and ontoge-
netic interactions in the human craniofacial skel-
eton between the first few months of life and 
adulthood. This kind of study, carried out on 
extensive data, such as are held in the imaging 
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departments of all major hospitals, could provide 
a modern equivalent of the growth standards 
developed by Tanner and co-workers in the mid-
dle of the last century (Tanner and Whitehouse 
1976). Furthermore, statistical models of varia-
tion can support the development of diagnostic 
and prognostic tools that facilitate identification 
of pathological form or form change. Thus Hajeer 
et  al. (2004) used bilateral landmarks to study 
facial asymmetry caused by dentofacial deformi-
ties. They assessed the magnitude of 3D asym-
metry of facial soft tissues before and after 
orthognathic surgery. 3D geometric morphomet-
rics has also been used to evaluate three-
dimensional changes in nasal morphology in 
patients with unilateral cleft lip and palate, 
treated to correct naso-labio-alveolar deformities 
(Singh et al. 2005; Bugaighis et al. 2010). Further 
examples of applications include morphological 
analysis of neuroanatomical structures among 
adults (e.g. Free et al. 2001) or in a developmen-
tal context (e.g. Bookstein et al. 2001) to identify 

prenatal brain damage from alcohol and studies 
of thoracic volumes and breathing (Bastir et al. 
2013, 2017).

In this chapter we focussed on long term 
changes in form due to growth and development 
but much shorter period changes in form, such as 
those due to motion, are also of interest clinically, 
and these too are amenable to GM analyses. 
Taking the heart as an example, its form alters 
with failure and its cyclic motion changes post 
myocardial infarction. A potentially useful appli-
cation of GM is in the assessment of changes 
with failure or alterations in its cyclic motion as 
are being explored by Piras and co-workers (Piras 
et al. 2015).

Clearly the virtual domain presents many 
opportunities. We are just at the beginning of a 
phase of development of tools for imaging and 
analysis of images that promises practical tech-
nologies and applications with the potential to 
make a marked contribution in medical assess-
ment, diagnosis, planning, and review.

Fig. 6.8  Partial least squares: a plot of the first pair of 
singular warps (SWs) from a PLS analysis of right sided 
maxillary sinus and facial form. Age stages are indicated 
by colours: “light cyan” for infants up to the age of 
6  years, “light green” for juveniles up to the age of 

18  years and “dark green” for adults over the age of 
18 years. The inset figures to bottom left and upper right 
show warpings of the mean maxillary sinus and facial 
forms to the minimum and maximum limits of the scatter 
of points on each SW
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Three-Dimensional Visualisation 
of Skeletal Cavities

Alessio Veneziano and Antonio Profico

Abstract
Bones contain spaces within them. The extrac-
tion and the analysis of those cavities are cru-
cial in the study of bone tissue function and 
can inform about pathologies or past traumatic 
events. The use of medical imaging techniques 
allows a non-invasive visualisation of skeletal 
cavities opening a new frontier in medical 
inspection and diagnosis. Here, we report the 
application of a new mesh-based approach for 
the isolation of skeletal cavities of different 
size and geometrical structure. We apply a 
mesh-based approach to extract (i) the main 
virtual cavities inside the human skull, (ii) a 
complete human endocast, (iii) the inner vas-
culature of the malleus bone and (iv) the med-
ullary of a human femur. The detailed 
description of the mesh-based isolation 
method and its pioneristic application to four 
different case-studies show the potential of 
this approach in medical visualisation.

Keywords
Medicine · Bones · Virtual anthropology · 
3D-images · Computerized tomography · 
Malleus bone · Skull · Femur

7.1	 �Introduction

Besides the hard matrix of hydroxyapatite, the 
bones exhibit spaces that are part of their normal 
anatomical appearance. Those macroscopic and 
microscopic cavities are pivotal for fulfilling 
some of the primary purposes of the skeletal 
apparatus, such as resistance to biomechanical 
loadings, protection of organs and blood cell pro-
duction. Skeletal cavities include ‘tracks’ accom-
modating vessels (e.g. bone vasculature), air 
spaces within bones (e.g. paranasal sinuses), 
spaces hosting organs (e.g. cranial cavity) and 
soft and semi-solid tissues (e.g. marrow bones 
within long and flat bones). Those cavities can be 
altered following pathological events: bone cysts 
(Jaffe and Lichtenstein 1942; Mankin et  al. 
2005), bone tumors (Miller 2008) and several 
other conditions (Amaral et  al. 2003; Seeger 
et al. 1996) can determine a morphological defor-
mation of the cavity in which they form in 
response to changes in the surrounding bone. 
Other alterations can result from fracture healing 
(Shapiro 2008; Morgan et al. 2009). Furthermore, 
changes in the morphological appearance of skel-
etal cavities can be attributed to prolonged nutri-
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tional deficiencies (Medeiros et  al. 2002) or 
simply as the result of bone loss with aging (Ruff 
and Hayes 1982; Ahlborg et al. 2003). Therefore, 
understanding and visualising skeletal cavities 
can better inform about health status, past trau-
matic events and also about normal and patho-
logical function of the cavity itself.

Since the morphology of skeletal cavities is 
defined by the surrounding bone, the study of 
such structures necessitates indirect methods of 
enquiry. Medical imaging is an ideal approach 
for analysing internal anatomy. The goal of 
medical imaging is to provide quantitative and 
qualitative information of the internal morphol-
ogy of the body or its parts. That information 
can be used to improve diagnosis and to support 
the study of anatomy (Chen and Sontag 1989; 
Doi 2007; Bartrolí et al. 2001). Medical imag-
ing techniques allow the digital rendering of 
internal structures and therefore provide a way 
to observe skeletal cavities in their anatomical 
context. For more than a century X-ray based 
methods have been applied to the medical field 
to better visualise bone fractures and anomalies 
(Feldman 1989). These methods allow explor-
ing normal and pathological bone anatomy by 
reducing the risks and invasiveness of surgical 
examinations. The introduction of Computerized 
Tomography (CT) and Magnetic Resonance 
Imaging (MRI), among other methods (Beutel 
et al. 2000), have favoured the rapid increase of 
medical applications and remarkably improved 
the quality of visualisation of skeletal elements. 
Imaging techniques allow visualising, manipu-
lating and analysing three-dimensional anatom-
ical structures (Udupa and Herman 1999). To do 
so, it is often necessary to isolate the target 
structures from the matrix in which they are 
enclosed. Once isolated, those structures can be 
rendered in 3D as single entities, separated from 
the complex anatomy in which they are natu-
rally embedded.

In this chapter we describe a mesh-based 
approach to extract 3D surfaces of anatomical 
cavities. At first (7.2.1), we present the problem 
of visualising skeletal cavities and discuss the 
issues related to manual segmentation. Then we 

introduce the reader to a new mesh-based 
approach to isolate and visualise skeletal cavities 
and focus on the underlying methodological pro-
cedure (7.2.2). We describe the usage of the 
method and support its usefulness by presenting 
four case studies (7.3). Finally (7.4), we under-
line the importance of the method and its poten-
tial in contributing to medical visualisation.

7.2	 �Segmentation of Skeletal 
Cavities

7.2.1	 �Manual Segmentation

By their own nature, skeletal cavities are defined 
by the bone matrix that encloses them. The cavity 
is not characterised by a well-defined density but 
rather by the difference in density between the 
surrounding bone and the material filling the cav-
ity itself. Therefore, the isolation of such spaces 
is usually possible only through Segmentation. 
Segmentation is the process of separating the 
voxels (volumetric pixels) constituting the CT 
scan between different regions of interest (ROIs) 
identifiable by common features or spatial posi-
tioning and orientation (Pham et al. 2000). This 
process usually needs working on the stack of 2D 
images constituting the 3D volume and selecting 
the ROIs using tools commonly embedded in 
software packages. Although some automatic 
tools exist for segmentation (Pham et  al. 2000; 
Ma et al. 2010), this is often performed manually 
since most anatomical structures are too com-
plex. Manual segmentation is very demanding in 
terms of time and energy and requires users to be 
well-trained in both anatomy and the usage of 
segmentation software. Furthermore, as any other 
manual operation, segmentation is prone to errors 
and, therefore, results may not be fully reproduc-
ible by different users. Automatic or semi-
automatic methods have proven capable of 
reproducing the results obtained manually (Jones 
et al. 2005; Kaus et al. 2001; Chiu et al. 2010) but 
advances in this field are needed to provide a 
standardised and reliable procedure for 
segmentation.
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7.2.2	 �Mesh-Based Approach

Here we present a mesh-based approach to isola-
tion of skeletal cavities as an alternative way to 
manual segmentation and, in general, to segmen-
tation based on volume selection. Our method 
(Profico et  al. 2018a) uses the “Hidden Point 
Removal” (HPR) operator developed by Katz 
and colleagues (Katz et al. 2007) for purposes not 
related to segmentation. We repurpose the HPR 
operator to simulate virtually the action of a laser 
scanner.

HPR is an operator for identifying the verti-
ces of a mesh as “visible” or “hidden” based on 
their position with respect to a reference Point 
Of View (POV). HPR involves two steps: spher-
ical flipping and the construction of a convex 
hull. Spherical flipping (Katz et al. 2005, 2007) 
uses a sphere centred on a POV to “invert” the 
vertices of the mesh. Each vertex (internal to 
the sphere) is reflected and projected outside 
the sphere along the rays from the POV to the 
vertex itself. The radius of the sphere is con-
strained to be large enough so that the sphere 
includes all the vertices of the mesh. A convex 
hull is then built to enclose the POV, the verti-
ces of the mesh inverted through spherical flip-
ping (Fig.  7.1). The vertices  of the original 
mesh are marked as visible from the POV if 
their inverted coordinates lie onto the convex 
hull.

In the case of skeletal cavity extraction, the 
user defines a number of POVs external to the 
object to be scanned. The vertices (and associ-
ated facets) identified as visible from the POVs 
will be removed. In this way, it is possible to 
visualise all those vertices that cannot be “seen” 
from the POVs because hidden by the external 
surface of the mesh. This approach can be used 
to extract and visualise internal anatomical ele-
ments such as the dental pulp chamber and the 
medullary cavity of long bones. At the same 
time, this procedure can be useful to isolate 
complex systems of microscopic cavities such 
as vascular networks, whose segmentation 
would be challenging, if not impossible, using a 
manual approach. Alternatively, a set of POVs 
can be defined and placed inside the cavity to be 
isolated (Fig. 7.2). In this way, each POV is used 
to identify those vertices of the mesh (the ones 
constituting the walls of the cavity) that are vis-
ible from the POV itself. This approach is con-
ceived to isolate all those cavities composed of 
one unique, continuous, well-defined “empty” 
space.

A major advantage of processing 3D meshes 
is that the starting material (the mesh) can be 
cleaned and prepared preliminarily, for example 
by deleting unwanted regions through surface 
editing tools. In addition, the isosurfacing algo-
rithms used to extrapolate a 3D mesh from an 
image stack (Newman and Yi 2006; Sutton et al. 

Fig. 7.1  The HPR operator applied on the 3D model of 
a human malleus bone. First, a Point Of View (POV, 
red) is positioned in the proximity of the 3D mesh (blue, 
left). The vertices of the mesh are inverted (green) 
through spherical flipping and projected outside a 

sphere enclosing the mesh (centre). A 3D convex hull 
enclosing the POV, the original vertices and the inverted 
ones is built (centre). The inverted vertices lying on the 
convex hull are identified as visible (green) from the 
POV (right)
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2000) contribute largely to the standardisation of 
the isolation procedure. Indeed, in CT and MRI 
images, differences in density between contigu-
ous materials are often fuzzy. Although such 
blurry boundaries can be resolved visually by a 
human operator, they can be interpreted differ-
ently by different users. Conversely, in the mesh-
based approach, the selection of blurry 
boundaries is performed by isosurfacing algo-
rithms such as the Marching Cubes (Newman 
and Yi 2006) and it is, therefore, less prone to 
accidental errors (although systematic biases can 
still occur).

In isolating skeletal cavities, the aim is to iso-
late a whole structure and, therefore, several 
POVs are needed. The definition of such set of 
POVs is crucial. Although the result will depend 
on the complexity of the cavity itself, the density 
of POVs placed around or inside the cavity is 
essential. At the same time, more POVs will 
translate in higher computational efforts. A mind-
ful choice is needed to reach good results without 
increasing computing time.

Thanks to this novel approach, it is possible to 
“scan” a 3D mesh by placing the POVs respec-
tively outside or inside the mesh. As a result, two 

meshes are obtained, formed respectively by 
areas that are visible or hidden from the POVs. 
The detection of the visible surface is directly 
obtained by applying the HPR operator (Katz 
et al. 2007). The hidden surface is obtained via 
subtraction of the visible vertices from the origi-
nal 3D model. This method was developed in the 
R environment (Team 2015) and it is available in 
the R package “Arothron” (Profico et al. 2018b).

7.3	 �Case Studies

Here we report four case studies highlighting the 
potential applications of the method presented 
above. These examples also clarify the correct 
usage of the method with regards to the different 
types of skeletal elements to which it could be 
applied. The first two case studies deal with the 
visualisation of anatomical cavities within the 
human skull, with particular emphasis on the 
brain endocast. In another example, we apply the 
method for isolating vascular networks. Finally, 
the cavity extraction is performed on a human 
femur to isolate and visualise its endosteal and 
periosteal components.

Fig. 7.2  Two different ways of applying the Hidden Point 
Removal (HPR) operator, shown on a human cranium. The 
ectocranial vertices can be detected using a set of Points Of 
View (POVs) surrounding the cranium (left). When marked 
as "visible" from the POVs, the external vertices can be 

removed to reveal the underlying cavities. Alternatively 
(right) the POVs can be placed within the cavity of interest. 
In this way, the only vertices visible from the POVs belong 
to the cavity itself and those can be isolated from the sur-
rounding cranium and associated structures

A. Veneziano and A. Profico



77

7.3.1	 �Hidden Skeletal Cavities 
of the Human Skull

The human cranium hosts several cavities of 
high functional importance such as the nasal 
cavity, paranasal sinuses and ear canals. Some 
regions of the skull exhibit pneumatized areas 
where air-filled spaces are embedded within the 
hard bone matrix. In addition, a large portion of 
the whole cranial volume is occupied by the 
most impressive of all human skeletal cavities: 
the brain endocast. Some of those spaces, such 
as the nasal cavity and the ear canal, are partly 
visible from the outside but most cavities are 
concealed by the ectocranial surface. The visible 
part of the cranium can be removed using the 
HPR operator.

Here the HPR operator is applied on the cra-
nium of a Fuegian individual from South America 
(FUE 3115), part of the anthropological collec-
tion of the Natural History Museum at the 
University of Florence, Italy. The 3D mesh of the 
cranium was obtained from a medical CT-scan 
(voxel size: 0.57 × 0.57 × 0.9 mm) by applying 
the Marching Cubes algorithm (Newman and Yi 
2006) for Isosurfacing. We define a set of 50 
POVs external to the 3D model and lying on a 
sphere surrounding the object (Fig.  7.2). The 
sphere is centered on the barycenter of the mesh. 
The goal is to remove all the facets visible from 
the outside of the skull to reveal its internal anat-
omy. Because the POVs lie outside the cranium, 
the HPR operator scans the whole ectocranial 
surface whose vertices are visible from the POVs. 
We then subtract the visible vertices and facets 
from the entire mesh obtaining the 3D model 
reported in Fig. 7.3.

The removal of the visible vertices highlights 
the internal morphology of the human cranium 
and emphasises the volume of the cavities there 
enclosed. Parts usually hidden below the ectocra-
nial surface become visible and reveal details that 
are difficult to fully appreciate in 2D CT images. 
The visualisation of such structures is usually 
possible only through manual segmentation. A 
large part of the nasal fossae is now visible and 
the volume, position and orientation of the para-

nasal sinuses can be observed in their anatomical 
context. The pneumatized regions of the cranium 
are revealed, for example in the mastoid area 
(Fig. 7.3). The advantages of the HPR operator 
are particularly underlined by the brain endocast. 
Indeed, the removal of the ectocranial surface 
brings to light anatomical details of the brain vas-
culature, whose 3D orientation and position can 
be easily appreciated (Fig. 7.3).

7.3.2	 �The Brain Endocast

The major cavity in the human cranium, the brain 
endocast, holds a special meaning for those who 
study the uniqueness of our species among ani-
mals. The enlargement of our braincase is prob-
ably the most remarkable trait observed during 
human evolution (Schoenemann 2006) and the 
endocast provides information about the changes 
of the hominin brain over time (Radinsky 2017; 
Holloway et al. 2009). Besides its palaeoanthro-
pological importance, the brain endocast can 
inform on the vascularisation of the brain and the 
tissues around it in normal and pathological con-
ditions (Bruner et al. 2011; Bruner and Sherkat 
2008; Dean O’Loughlin 1996).

By using the specimen in 7.3.1, we isolated 
the brain endocast by means of the HPR operator. 
We designed a set of 30 POVs placed inside the 
endocast cavity (Fig.  7.2). POVs placed inter-
nally are necessary to avoid other endocranial 
structures to be included in the result. In this way, 
we are able to “scan” the brain endocast as if a 
flexible laser scanner was introduced in the cra-
nium through the foramen magnum. The 3D vir-
tual rendering of the resulting endocast is shown 
in Fig.  7.4. The brain endocast reproduces the 
superficial anatomy of the Dura Mater and reveals 
the general brain shape as well as details of the 
associated vasculature, cranial nerves, and cra-
nial sutures. The middle meningeal artery is 
clearly visible in its anatomical position and the 
extension of the different lobes can be observed. 
Part of the brain convolutions are also visible and 
some patterns of the sulci are recognisable, 
although not clearly marked.
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7.3.3	 �Vascular Network 
of the Malleus Bone

The internal anatomy of the middle-ear ossicles 
is accessible through histology and microscopy 

(Nager and Nager 1953; Chien et  al. 2009; 
Farahani and Nooranipour 2008). By dissecting 
single slices of the malleus, incus and stapes it is 
possible to gain insights on the spatial distribu-
tion of the blood vessels running through these 

Fig. 7.3  Cranial cavities revealed by subtracting the ver-
tices of the ectocranial surface from the 3D mesh. The 
recognition of the external surface of the cranium is per-
formed using the Hidden Point Removal (HPR) operator 
applied on a 3D mesh. The removal of the ectocranial sur-

face highlights several cavities whose virtual visualisation 
usually requires manual segmentation. The internal anat-
omy of the human cranium is shown on a Fuegian speci-
men (FUE 3115) of the Natural History Museum at the 
University of Florence, Italy

Fig. 7.4  The human brain endocast isolated using the 
Hidden Point Removal (HPR) operator applied on the 3D 
mesh  of a cranium. The brain endocast represents the 
impression of the Dura Mater onto the internal surface of 
the cranium. Although it does not represent the brain 

directly, the extension of the different lobes are visible. 
Part of the meningeal vasculature and the different lobes 
can be observed. The endocast is obtained from a Fuegian 
cranium (FUE 3115) of the Natural History Museum at 
the University of Florence, Italy
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bones. Visualising the network of vessels can be 
very informative about the volume and distribu-
tion of blood supply and its relevance for the 
function of the auditory ossicles. Disorders of the 
circulation of the inner ear have been indeed 
reported as causes of impaired hearing or hearing 
loss (Nadol Jr 1993). In addition, the design of 
prosthetic replacements of auditory ossicles 
would benefit from understanding the distribu-
tion of vessels inside the stapes, incus and 
malleus. In fact, the conversion from vibration to 
auditory stimuli is closely dependent on the 
structure of the ossicles (Kanzaki et  al. 2011; 
Daniel et al. 2001; Raveh et al. 2002) and blood 
vessels occupy a relevant fraction of the volume 
of auditory ossicles. Nevertheless, a 2D analysis 
under a microscope does not do justice to the 
complex network formed by those vessels. 
CT-scan technology provides a great opportunity 
for clarifying the internal anatomy of the audi-
tory ossicles (Decraemer et  al. 2003; Sim and 
Puria 2008) but segmentation is needed to obtain 
a 3D rendering of their vascular system. Being a 
very intricate network, the manual segmentation 
of the vessels of the ear ossicles can be quite 
challenging and time-consuming, even for a 
skilled user.

Here we present the application of the method 
described in 7.2.2 to the isolation and visualisa-
tion of the vascular system of the human malleus 
bone. We apply the HPR operator to a human 
malleus belonged to a subadult individual from 
the Middle Ages of Portico D’Ottavia, Rome (XI 
century A.D.). The original specimen (PO 2010 
US 23) is stored at the laboratory of Anthropology 
at the Department of Biology of the University of 
Florence, Italy. The specimen was digitally 
acquired with a Skyscan 1172 micro-CT scanner 
(Bruker microCT, Kontich, Belgium) in microCT 
format (voxel size: 0.01 × 0.01 × 0.03 mm). To 
obtain the inner cavities located inside the mal-
leus bone, we define a set of 50 POVs lying on a 
sphere surrounding the 3D mesh. In this way, we 
find the vertices visible from the POVs and, by 
subtraction, we isolate the vascular system inside 
the malleus bone (Fig. 7.5).

By applying the HPR operator to the malleus 
bone, we obtain a 3D mesh of the complex net-

work of blood vessels hidden below the external 
surface of this ossicle (Fig. 7.5). The removal of 
the external surface of the ossicle reveals a major, 
bifurcating branch, which is connected to the 
superior branch of the anterior tympanic artery 
through the nutrient foramen (Hamberger et  al. 
1963). The differential density of blood vessels is 
visible, the network being more intricate on the 
head, where the malleus articulates with the 
incus. This example demonstrates the feasibility 
of a mesh-based approach to isolate and visualise 
complex skeletal cavities.

7.3.4	 �The Medullary Cavity of Long 
Bones

The whole length of long bones is characterised 
by the presence of a large cavity delimited by 
compact bone along the shaft and by trabecular 
bone at the proximal and distal ends. This cen-
tral cavity, also known as medullary cavity or 
medulla, acts as a storage space for bone mar-
row and is home to blood cell production. In 
addition, the shape and thickness of the compact 
bone surrounding the medulla are important to 
resist biomechanical stress (Currey and 
Alexander 1985; Zdero et  al. 2010). The mor-
phology of the medullary cavity can be altered 
following healing of fractures (McKibbin 1978), 
osteonecrosis (Saini and Saifuddin 2004), 
arthroplasty (D’antonio et al. 1993) or simply as 
an effect of aging (Parfitt 1984). Another com-
mon source of alteration is osteoporosis, which 
causes the expansion of the medulla because of 
cortical bone thinning (Keshawarz and Recker 
1984). The visualisation of the medullary cavity 
in its 3D appearance can be highly useful to 
analyse the effects of fractures or osteoporosis 
and also for the design of prosthetic devices 
(Powlan 1989).

Here we show the isolation of the medullary 
cavity of a human femur using the HPR opera-
tor. The specimen used (FUE 0805) belongs to a 
Fuegian individual and is part of the skeletal 
collection of the “Anthropology Museum 
G. Sergi” at the Sapienza University of Rome, 
Italy. The specimen  was CT-scanned (voxel 
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size: 0.625  ×  0.625  ×  1.25  mm3)  to obtain 
its  digital  reconstruction and a mesh obtained 
through isosurfacing. To isolate the medullary 
cavity, 50 POVs lying on a sphere were placed 
around the femur. The vertices of the periosteal 
surface of the femur are recognised as “visible” 
from the POVs and are then subtracted from the 
3D mesh to reveal the endosteal surface 
(Fig. 7.6).

7.4	 �Final Remarks

As for most anatomical regions, the complexity 
of several skeletal cavities makes their virtual 
isolation very demanding. The 3D visualisation 
of such structures is therefore challenging and 
often hard to reproduce accurately. Operators 
performing segmentation must be well-trained in 
medical imaging techniques as well as confident 
with the anatomy of interest. Nevertheless, in 

Fig. 7.5  The human malleus bone and its internal vascu-
lar network. The Hidden Point Removal (HPR) operator is 
used to scan the external surface (centre) of the original 
mesh (top). When the visible vertices are subtracted from 
the 3D mesh, the vascular network is revealed (bottom). 

The blood vessels of the malleus bone are shown on a 
specimen from a Middle Ages individual of Portico 
D’Ottavia, Rome (PO 2010 US 23), and stored at the labo-
ratory of Anthropology at the Department of Biology of 
the University of Florence, Italy
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most cases, segmentation is still very time-
consuming  and poorly standardised, regardless 
of the experience of the operator.

Above we reported the application of a semi-
automatic method for cavity extraction based on 
the use of meshes extracted from a 3D volume. 
The method requires limited contribution from 
an external operator, thus reducing manual opera-
tions and, therefore, human-linked errors. In 
addition, by working on 3D meshes, the method 
provides a result that is more evenly curved and 
less faceted than with procedures working 
through voxel density (Veneziano et  al. 2018). 
Furthermore, the technique presented above is 
usually faster than manual segmentation, in par-
ticular for very complex structures such as net-
works of blood vessels. All these aspects 
contribute to the reproducibility of the isolation 
of virtual cavities. It has to be pointed out that the 

HPR operator is not the only method allowing a 
semi-automatic extraction of skeletal cavities. In 
fact, the brain endocast has received large atten-
tion and other techniques have been developed to 
provide a segmented braincase (Michikawa et al. 
2017). Nevertheless, the method presented here 
is more generalised and applicable to a large 
range of skeletal cavities and other types of 
objects.

The method can be used to study all those 
pathologies affecting cavities directly or indi-
rectly. For example, bone loss and increased 
porosity characterise long bones of osteoporotic 
individuals (Keshawarz and Recker 1984) while 
scurvy reduces the thickness of the cortical region 
of long bones in infants (Kwon et al. 2002). The 
method presented above can be useful to isolate 
the cortical canal and trabecular spaces within 
long bones, whose volume can be then quanti-

Fig. 7.6  Isolation of the medullary cavity of a human 
femur. The 3D mesh of the femur (top) is fed to the 
Hidden Point Removal (HPR) operator, which recognises 
the vertices of the periosteal surface (transparent in mid-
dle image) as “visible”. The subtraction of the periosteal 
vertices from the mesh leaves the endosteal surface 
uncovered. The surface of the medullary cavity is revealed 

and part of the spaces within the trabecular bone are also 
rendered as part of the resulting mesh. The original speci-
men (FUE 0805) is a femur of a Fuegian individual and is 
part of the skeletal collection of the “Anthropology 
Museum G. Sergi” at the Sapienza University of Rome, 
Italy
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fied. Such an approach to the 3D rendering of 
skeletal cavities has applications beyond biomed-
ics, encompassing forensic anthropology, bio-
logical anthropology and bioarchaeology. 
Pathologies characterised by cortical thinning or 
increased porosity can be informative of popula-
tion health, life conditions and demography in 
past populations (Brickley 2002; Turner-Walker 
et al. 2001; Larsen 1995) and also in human evo-
lutionary contexts (Domínguez-Rodrigo et  al. 
2012; Odes et al. 2016). Besides pathologies, the 
method of mesh-based isolation of cavities can 
be useful to clarify the 3D orientation of complex 
structures, such as blood vessels. In the future, 
our approach could be applied on MRI-generated 
meshes to focus on cavities of soft tissues or even 
to isolate entire organs.

Standardising the visualisation and analysis of 
3D data is necessary if the future automatisation 
of medical imaging procedures has to be trusted 
for diagnostic purposes or extended to compara-
tive studies based on large databases. The method 
we presented above represents a far-reaching 
contribution to the process of standardising seg-
mentation. Nevertheless, much has still to be 
done to generalise such reproducibility.
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Abstract
Pancreatic cancer is a leading cause of cancer 
related deaths in the UK.  However, public 
knowledge and understanding of the pancreas 
is generally poor, therefore pancreatic cancer 
patients often have to contend with under-
standing large quantities of new information 
at a pivotal time in their lives.

Despite utilisation of digital visualisation 
techniques in medical education, very rarely 
are they being used to help clinicians commu-
nicate information to their patients. 
Specifically, there is no literature describing 

use of an interactive digital application for use 
by healthcare professionals to aid discussions 
specific to pancreatic cancer.

Therefore, we developed a workflow 
methodology, and created an interactive 
application, thus creating a tool that could 
help clinicians explain pancreatic cancer 
anatomy, and staging, to their patients. 
Three-dimensional (3D) digital models were 
created using ZBrush and Autodesk 3DS 
Max, and exported into the Unity game 
engine. Within Unity, the interactivity of 
models was maximally utilised, and a simple 
user interface created.

The application centres on anatomically 
accurate, visually simple, 3D digital mod-
els, demonstrating a variety of common sce-
narios that arise in pancreatic cancer. The 
design of the application is such that the cli-
nician can select which model is relevant to 
the patient, and can give an explanation of 
the anatomy and disease process at a speed 
and level appropriate to that person. This 
simple, robust and effective workflow meth-
odology for the development of an applica-
tion could be useful in any clinical setting 
that needs visual and interactive tools to 
enhance patient understanding of a clinical 
condition.

O. Knight 
Anatomy Facility, Thomson Building, School of Life 
Sciences, College of Medical, Veterinary and Life 
Sciences, University of Glasgow, Glasgow, UK 

School of Simulation and Visualisation, Glasgow 
School of Art, The Hub, Pacific Quay, Glasgow, UK 

C. R. Carter 
West of Scotland Pancreatic Unit, Glasgow Royal 
Infirmary, Glasgow, UK 

B. Loranger 
School of Simulation and Visualisation, Glasgow 
School of Art, The Hub, Pacific Quay, Glasgow, UK 

P. M. Rea (*) 
Anatomy Facility, Thomson Building, School of Life 
Sciences, College of Medical, Veterinary and Life 
Sciences, University of Glasgow, Glasgow, UK
e-mail: Paul.Rea@glasgow.ac.uk

8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-24281-7_8&domain=pdf
mailto:Paul.Rea@glasgow.ac.uk


86

Keywords

Blended learning · Patients · Digital model · 
Cancer · Pancreas

8.1	 �Introduction

Pancreatic cancer is the fifth commonest cause of 
cancer related deaths in the UK, with a 5-year 
survival rate of around 4%. Patients are often 
diagnosed with advanced disease and conse-
quently less than 20% are suitable for curative 
surgical management.

Unlike more prevalent cancers, public knowl-
edge and understanding of pancreatic cancer is 
poor. The anatomical location of the pancreas 
and its complex functions mean it can be a diffi-
cult organ for patients to understand. A 2014 
Pancreatic Cancer UK poll showed only 37% of 
Scottish respondents reported that they knew 
‘something’ about pancreatic cancer, compared 
to 73% for breast cancer (Pancreatic Cancer UK 
2015).

This lack of baseline knowledge often means 
health care professionals are tasked with having 
to explain the basic anatomy of the pancreas and 
its proximity to other structures to patients. This 
context is required to explain disease staging 
and to justify the next set of investigations or 
why certain treatment options are being sug-
gested. Conveying such information with the 
confines of a short outpatient appointment can 
be difficult.

There is research showing that global satisfac-
tion of cancer patients is predicted by how well 
information is given to them by their doctor (Ong 
et al. 2000). Studies on a variety of medical con-
ditions have demonstrated that effective commu-
nication has a positive effect on patient 
satisfaction, adherence to treatments and also 
recall of facts (Roter 1989; Hanratty et al. 2012). 
Poor communication, particularly with cancer 
patients, can cause confusion over prognosis and 
dissatisfaction at not being involved in the deci-
sion making process (Hanratty et  al. 2012). 

However, general recall of information given to 
patients during a medical consultation has been 
shown to be poor with somewhere between 
40–80% forgotten immediately (Kessels 2003). 
Delivery of stressful information has also been 
shown to be associated with something called 
“attentional narrowing.” This means that infor-
mation following the news a cancer diagnosis, 
such as treatment options will not be processed 
and stored in the same way that the initial mes-
sage is.

For the healthcare professional, communica-
tion difficulties lead to lower job satisfaction and 
higher stress levels, as well as being behind a 
high proportion of errors and complaints (Payne 
2014). Therefore, the medical profession needs 
to ensure the best is being done to ensure this 
information is being delivered in the most effec-
tive way. Education, literacy levels and linguistic 
fluency clearly have an impact on any spoken or 
written information, and visual adjuncts are a 
way of overcoming these barriers to effective 
information delivery.

Currently most hepatopancreatobiliary 
(HPB) clinicians will use verbal explanation 
and often resort to hand drawn diagrams to 
illustrate certain points, for example how pan-
creatic cancer is staged based on where the dis-
ease may have spread. There is little literature 
looking at use of a blended learning model with 
digital adjuncts in these scenarios, but they 
could reduce the information that the clinician 
has to verbally convey during an outpatient 
appointment, thus saving time and reducing 
anxiety (Murgitroyd et al. 2015).

There are several studies looking at the 
effectiveness of 3D models as a teaching tool 
within anatomical and medical education 
(Welsh et al. 2014; Clunie et al. 2015; Fredieu 
et al. 2015; Manson et al. 2015). Most studies 
appear to show little evidence of their superior-
ity over traditional teaching methods. However, 
many advocate their use in a blended learning 
method, as there does seem to be some evi-
dence that it can at least enhance student’s 
understanding and performance when used as 
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an adjunct to traditional teaching. McNulty 
et  al. (2009) examined the use of a computer 
based learning (CBL) program provided to 
their students for use in their own time for anat-
omy. They found that the students that utilized 
this resource tended to perform better in their 
assessments, and retention of knowledge about 
anatomical structures McNulty et  al. (2009). 
Tam et  al. (2010) had similar findings when 
they looked at the use of a CBL program that 
demonstrated gastrointestinal anatomy using 
CT 3D reconstructions.

Therefore, with a growing body of evidence in 
the education setting showing that digital prod-
ucts and 3D models for anatomy can enhance 
knowledge, understanding and retention of infor-
mation, it could be translated into the use for 
patient’s to explain complex anatomy more 
simply.

In a clinical setting an advantage of digital 3D 
models over a physical model is that they can be 
manipulated to depict changes in a structure 
depending on site or progress of disease. A series 
of physical models is required to do this and 
would be limited by storage space and number of 
models available.

Multiple studies have shown that patients 
often state their preferred primary source of 
information with regards to their disease is from 
a clinician (Kessels 2003; D’Angelica et  al. 
1998; Jenkins et al. 2001). Our hope is that by 
combining spoken information from the clini-
cian with a 3D digital model it will augment the 
verbal information given regardless of a per-
sons’ educational background, by removing any 
ambiguity or misinterpretation of anatomical 
information given.

Therefore, our aim was to develop a work-
flow methodology using industry standard soft-
ware, in the creation of a tool to assist clinicians 
in communicating information effectively 
about pancreatic cancer, to their patients. A 
face-to-face driver model of blended learning 
was used as a basis for the design of a tool to 
help clinicians explain pancreatic cancer stag-
ing to their patients. This model was chosen to 

enable the clinician to tailor the delivery speed 
and type of information to each patient, whilst 
augmenting their explanations with digital 
models.

8.2	 �Materials and Methods

8.2.1	 �Materials

8.2.1.1	 �Hardware
The following hardware was used:

	(a)	 Computer

64-bit Intel® or AMD® multi-core processor 
with dedicated NVIDIA or AMD graphics card 
to meet Autodesk 3DS Max recommendations 
was used.

	(b)	 Apple iPad Air 2 (WiFi)

9.7inch display. 2048  x  1536 resolution. A8X 
chip with 64-bit architecture.

8.2.1.2	 �Software
The software adopted for this study are indus-
try standard, easily accessible, and require 
simple training. They are detailed below in 
Table 8.1, with explanations of the uses of each 
package.

8.2.2	 �CT Dataset

The CT dataset of a 69-year-old male patient 
with a head of pancreas tumour was used to cre-
ate the tumour model. Patient consent for use of 
images gained by lead clinician (RC) in accor-
dance with NHS guidelines, where the DICOM 
(Digital Imaging and Communication in 
Medicine) files were anonymised in accordance 
with National Imaging Clinical Advisory Group 
Guidelines. This was approved as a service 
improvement investigation and as such, ethical 
approval was not required.
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8.3	 �Methods

Figure 8.1 highlights the methods used to create 
the digital 3D models and how to incorporate 
these into an interactive application (app) for use 
in clinical discussions with patients.

8.3.1	 �App Design

The number of 3D models to be included in the 
app was determined by attending the West of 
Scotland Pancreatic Unit outpatient clinic. Senior 
registrars, clinical nurse specialists (CNS) and a 
consultant surgeon were observed explaining 
pancreatic cancer to patients. The purpose of this 
was to gain insight into how the department ran 
their clinics to ensure the app would meet the 
user and organisational requirements.

Further unstructured interviews with a consul-
tant pancreatic surgeon and an HPB CNS were 
undertaken. As a result of these observations in 
clinic, and the discussions with clinicians, the 
commonest scenarios, which they had to explain 
to patients with the help of a diagram, are listed 
below no particular order:

–– Where the pancreas is located
–– Location of tumour
–– Invasion of tumour into adjacent structures 

(e.g. bile ducts, blood vessels)
–– Spread of disease (lymph nodes and distant 

metastases)

On the basis of these discussions a set of sce-
narios to create digital models for, was decided 
with the potential health professional users. 
Approximate app layout, number of scenes and 
their navigation order and flow was decided using 
a paper prototyping session with the lead clini-
cian (RC). This involved printing blank templates 
for the iPad and blank buttons. The session was 
used to determine the most intuitive positioning 
of buttons and layout of the app screen.

8.3.2	 �Model Production

The 3D models required for the app were pro-
duced using a variety of techniques. A head of 
pancreas tumour was modelled from CT data 
using Slicer. The remaining anatomical models 
(Table 8.2) were modelled using a combination 
of Zbrush and Autodesk 3DS Max. The models 
required clean geometry to allow clear rendering 
in Unity and with a target total polygon count of 

Table 8.1  This lists, in alphabetical order, the software 
packages used, and a brief description of what each was 
used for in this study, as its general features. BodyParts 
3D Library licensed under CC Attribution-Share Alike 2.1 
Japan. All remaining software was obtained on educa-
tional licenses through Glasgow School of Art

Name Description
Autodesk 3DS 
Max 2016

Design software used for 3D 
modelling and adaptation/finishing 
of imported meshes to export for 
use in Unity.

2016 Autodesk 
Inc.
Adobe 
Photoshop CS6

Image editing, using layers and 
masking to create images suitable 
to exported as PNG files for use in 
Unity.

2012 Adobe 
Systems 
Incorporated
BodyParts 3D 
library 4.3

Pre-made 3D body part models. 
Meshes exported to be used as 
templates to build new meshes.© The Database 

Center for Life 
Science
Slicer 4.5 Open source software package for 

visualisation and medical image 
computing. Used for creation of 
3D model meshes from CT data.

BWH and 3D 
Slicer 
Contributors
www.slicer.org
Unity 5.2.1f1 
(64-bit)

Unity is a game development 
engine that was used to create the 
interactive platform to build into an 
iPad app.

2015 Unity 
Technologies
Unity Remote 4 
App

Enables testing of app live inside 
the Unity Editor by creating a 
remote control out of your iOS 
device.

2015 Unity 
Technologies
Xcode 8 Xcode is a suite of software 

development tools developed by 
Apple to build apps for use on 
Apple hardware. An Xcode project 
is generated when the app is built 
for iOS in Unity.

2016 Apple Inc.

ZBrush 4R6 FL Digital sculpting tool. Primarily 
used to simplify and sculpt new 
meshes using 3D body parts library 
models as templates.

2016 Pixologic 
Inc.

7-Zip 9.20 Open source file archiver. Used to 
compress files for ease of transport 
and storage.

1999-2010 Igor 
Pavlov

O. Knight et al.
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<100,000 per frame to ensure optimal perfor-
mance. All models were then exported as .OBJ 
files into Unity game engine.

8.4	 �Anatomy Modelling

BodyParts 3D library 4.3 was used to act as a 
template for most of the models. However, the 
meshes were complex, had a high polygon count 
and most organs were comprised of several seg-
ments. This division of the organs meant there 
was internal geometry and therefore, when mate-
rial opacity applied to the organ was adjusted in 
Unity, the internal geometry became visible and 
became confusing to look at (Fig. 8.2). In addi-
tion to this the complex mesh made any modifi-
cations extremely difficult.

This meant creation of new, cleaner mesh 
topology was required. The original BodyParts 
3D library component was imported as an .OBJ 
file into Zbrush. The ‘Zsphere’ subtool was then 
used to create a shape surrounding the original. 
This Zsphere shape could then be converted into 
a polygonal mesh using the ‘adaptive skin tool’. 

Further adaptation could be performed to increase 
or decrease the polygon count as desired using 
the Zremesher tool. This new ‘retopologised’ 
mesh was then exported as an .OBJ file into 
Autodesk 3DS Max for final editing and sculpt-
ing. Here it was possible to use the freeform 
sculpting tools to shrink the Zbrush mesh to the 
surface of original BodyParts 3D model. This 
workflow is summarised in Fig. 8.3.

8.5	 �Tumour Modelling

To create realistic tumours, a CT dataset of a 
69-year-old male with a pancreatic head tumour 
was used. Slicer 4.5 was used to transform the 2D 
CT images into a 3D surface using the visualisa-
tion pipeline shown in Fig.  8.4.This created a 
polygonal mesh that could be imported into 3D 
modelling software for post-processing and scal-
ing to fit the other models in the scene. A lack of 
CT data from appropriately consented patients 
with representative tumours meant this tumour 
mesh was then edited in 3DS Max and adapted to 
suit different tumour locations, rather than mod-

Content decided after informal interviews with
healthcare professionals

Paper prototyping with lead clinician

Tumour modelled using patient CT data in Slicer
4.5 and exported to Autodesk 3DS MAX 2016

Clinician Validation Patient Validation

Normal anatomical structures modelled using
ZBrush 4R6 FL and Autodesk 3DS Max 2016.

App built for ipad using Xcode 8User interface built using Unity 5.2 game engine
and 3D models imported into scenes

App Design

Model production

Interactive Application Build

App Testing

Fig. 8.1  Workflow to undertake the design and creation of an app, in this case for pancreatic cancer patients
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elling new tumours from different patients for 
each scenario.

The anonymised raw CT data was imported as 
an unzipped DICOM folder into Slicer4.5. The 
dataset was of a CT abdomen and pelvis with IV 
contrast and comprised of 306 axial slices taken 
at 1  mm intervals. The data was then filtered 
using the gradient anisotropic diffusion filter. 
This is a ‘denoising’ filter that smooth’s the data 
yet preserves edges.

A manual segmentation method was used as 
the pancreas and tumour are of relatively similar 
radio density; therefore automated segmentation 
(mapping) techniques were not appropriate. The 
tumour in the head of the pancreas was best seen 
in the axial views. The tumour was segmented 
using paintbrush tool with threshold paint effect 
applied to 0-95 Hounsfield Units (HU), meaning 
the adjacent blood vessels with a higher HU value 
would not be unintentionally segmented. These 
tools were then used to paint the tumour in each 
axial slice (39 slices in total), as shown in Fig. 8.5.

Once segmentation was completed the 3D sur-
face was then rendered. Indirect volume render-
ing was used to give the 3D polygonal mesh of 
the tumour surface. This was achieved by apply-
ing ‘Model Maker’ extraction algorithm to the 
area segmented in 2D slices.

The model was saved and exported as .STL file 
to allow further post-processing in Zbrush to 
smooth, make modifications and simplify the mesh 
by using the ZRemesher tool. This was then saved 
as OBJ file and placed in the 3DS Max scene.

8.6	 �Interactive Application

The app was designed using the Unity 5.2 game 
engine, and was developed to be a standalone 
application for an iPad tablet. This meant that 
throughout the design of the user interface (UI), it 
was kept in an iPad wide (1024 x 768) aspect. All 
scripting was done in C# language and a map of 
the app scene flow is shown in Fig. 8.6.

Table 8.2  Components of 3D model required for app 
and their creation method

Modelling 
technique 3D Models
Modelled 
from scratch

Tumours Pancreatic lymph 
nodes

 � Resectable 
head

 � Resectable tail Gastroduodenal 
artery stump

 � T4 head of 
pancreas 
involving 
portal vein and 
hepatic artery

Liver metastases

 � T4 head of 
pancreas 
involving SMA 
& SMV

Lung metastases

 � T4 tail of 
pancreas

BodyParts 
3D library 
mesh

Aorta (thoracic 
and abdominal)

Key abdominal 
veins

 � Portal vein
 � SMV
 � Splenic vein

Retoplogy 
+/− 
remodelling

Biliary tree

Colon and rectum
Duodenum
Gallbladder
Heart
Key abdominal 
arteries
 � Coeliac Lungs

Liver
Oesophagus

 � Splenic
 � Hepatic/

common 
hepatic

Pancreas

Pancreatic ducts
 � SMA Skin
 � Ileocolic Stomach
 � Right colic Small bowel 

(jejunum & 
ileum)

 � Middle colic Urinary bladder
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Fig. 8.2  Original BodyParts 3D liver. (Mesh on left. Rendered appearance with 50% opacity on right.)

Fig. 8.3  Steps to create new simplified mesh topology

Fig. 8.4  Visualisation Pipeline used with Slicer to make tumour model
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Fig. 8.5  Screenshot of manual segmentation of tumour

Fig. 8.6  Map of scenes and their links within the app

O. Knight et al.
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8.7	 �Scene Design

Each scene was laid out identically, with the 
same user interface as shown in Fig. 8.7. Purple 
was selected as the colour of choice as this is the 
colour of many of the pancreatic cancer charities. 
Each user interface has a back button to return to 
the “home scene of tumour type”, home button 
and an “info” button to remind the user of the 
gestures needed to manipulate the model. Simple 
patient friendly language was adopted e.g. the 
use of “distant disease” rather than metastases.

The app was designed to have the models at 
the centre of each scene. The models were 
imported as .OBJ files with coordinates and pivot 
points as they were set in Autodesk 3DS Max. 
Standard shader materials were then applied to 
each component of the model for that scene. 
Simple flat colours were chosen to give the mod-
els a cartoon like quality. It was felt an overly 
realistic material might have been distracting for 
patients of a more delicate nature. In addition, 
realistic colours would also have given insuffi-
cient definition between different organs to give a 
clear visualisation, which is at the crux of the 
app. To see the pancreas underneath the overlying 
organs, the material needed to be made semi-

transparent. This was achieved by adjusting the 
alpha channel until the desired level of opacity 
was achieved.

Identical directional lights, front and rear, 
were also added and focused on the anatomical 
model. A single main camera was placed in each 
scene. Adding scripts to the camera created the 
ability for the user to interact with the models by 
zooming in and rotating. On pinching the model, 
the camera then zooms in or out on pre-
determined centre point/area of interest. Swiping 
left or right will rotate the model along the x-axis 
only. For clarity, non-essential structures such as 
the skin were also made to fade on zooming in 
closer, leaving only essential structures behind.

A short, basic animation was created in Unity 
for biliary obstruction with the head of pancreas 
tumour expanding to obstruct the distal common 
bile duct, and then the biliary tree is seen to dilate 
with the skin colour turns yellow to represent the 
patient becoming jaundiced. The animation is 
controlled by play, pause and reset buttons to 
allow the clinician to explain the processes at a 
rate that they determine suitable for the patient 
they are talking to. The app was then built for iOS 
format in Unity 5.2 and Xcode 8 was used to con-
vert and package it as an iPad app.

Fig. 8.7  Example of standardised layout used throughout app
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8.8	 �Validation of App

The main aim of this study was to demonstrate a 
clear workflow methodology in the creation of an 
app for healthcare practice in pancreatic cancer. 
However, we also undertook a small-scale analysis 
of questionnaire feedback from patient’s attending 
a local outpatient department with a diagnosis of 
pancreatic cancer. The aim was to gather a snap-
shot of how well patients felt they understood 
information with current practice of verbal expla-
nations combined with 2D sketches. The first six 
questions were designed to assess this. A further 
five questions looked at possible alternative infor-
mation deliveries to establish if there was a pattern 
of people’s preferences. The questionnaires were 
kept deliberately brief, with Likert scale responses 
to enable a score to be given to each question. A 
mix of positively and negatively worded state-
ments was used to try to eliminate acquiescence 
bias (a tendency to agree with statements). The 
questions are detailed as follows:

Your Appointment
	1.	 I did not know where the pancreas was located 

before my appointment
	2.	 I did not know how the pancreas was con-

nected to other organs
	3.	 Information given to me was easy to 

understand
	4.	 After the appointment I feel I have a good under-

standing of where the pancreas is in the body
	5.	 I now understand how the pancreas links to 

other organs
	6.	 Understanding where the pancreas and its 

relationship to other organs helps me under-
stand my problem better.

Preferred Information Delivery
	1.	 Verbal explanation alone is enough
	2.	 I find 2D diagrams and pictures helpful
	3.	 A 3D model would be more helpful than a 2D 

diagram
	4.	 I would like a diagram to take away from the 

appointment
	5.	 A website to see the same information would 

be helpful

In both sections, there was also a free com-
ments box should the patient wish to write any 
additional comments. The patients were also 
asked their age group, sex, highest level of 
education and where they looked for medical 
information. These questionnaires were ano-
nymised, and patient consent given for the use 
in this study.

The app was designed and trialled for a 1-week 
period within the West of Scotland Pancreatic 
Unit. Individuals then completed similar ques-
tionnaires after any interaction with a healthcare 
professional that had used the app. The same ini-
tial six questions looking at patient understand-
ing and satisfaction with the delivery were used, 
as stated above under “Your Appointment”. A 
further 6 questions specific to the app were asked 
in the trial group as follows:

	1.	 The 3D models helped me understand where 
the pancreas was located

	2.	 The digital models were easy to see
	3.	 I found the app distracted me from the infor-

mation being given to me by my doctor or 
nurse

	4.	 I prefer 2D diagrams on paper
	5.	 Putting these models onto a website to look at 

in my own time would be helpful
	6.	 Overall I thought this app was useful

Again, a free text box for additional commen-
tary was present.

Two specialist nurses who used the app also 
completed questionnaires giving feedback on the 
usability, with free text boxes too. The questions 
posed to them were as follows:

Current Practice
	1.	 Most patients do not know where their pan-

creas is located
	2.	 Explaining anatomy is important to help the 

patient understand their disease
	3.	 Explaining anatomy relevant to pancreatic 

cancer to patients is difficult
	4.	 I think patients have a clear understanding of 

pancreatic anatomy after consultations
	5.	 What resources do you normally use to 

explain pancreatic anatomy to patients?
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Using the App
	1.	 The app was easy to navigate round
	2.	 The digital models were easy to see
	3.	 IO found the app distracted from the informa-

tion I was trying to get across to the patient
	4.	 I though the app slowed down the 

consultation
	5.	 Putting these models onto a website with 

information for patients to refer to after their 
consultations would be helpful

	6.	 Overall, I though the app was useful

This feedback was used to make final edits to 
the app. All questionnaires were distributed as 
paper copies to enable rapid, on the spot feed-
back. All respondents did so voluntarily and 
responses were anonymised. An online format 
was deemed inappropriate as patient’s attending 
the clinic are >60 years old, and computer access 
could not be assumed.

8.9	 �Results

8.9.1	 �Model Production

8.9.1.1	 �Tumour Modelling
A 3D polygonal mesh was created by manually 
segmenting the tumour from a CT dataset in 
Slicer. The resulting mesh was then exported as 
an .OBJ file and is shown in Fig. 8.8. It was com-

plex, consisted of approximately 30, 000 poly-
gons and the surface had multiple holes as a 
result of the indirect volume rendering algorithm 
interpreting spaces as holes when creating the 
isosurface.

Therefore, the mesh required some modifica-
tions to smooth, fill holes and give a surface that 
would be easy to manipulate for future model 
creation. The result reduced the polygon count to 
under 10,000 and is shown in Fig. 8.9.

8.9.2	 �Normal Anatomy Models

Models were created for each scene. The priority 
was to combine anatomical accuracy, with a clear 
visualisation that was easy for patients to under-
stand. Photorealism was therefore not a priority 
and therefore a ‘cartoon-like’ appearance was 
decided upon, with colours that provided clear 
definition between each structure. Table  8.3 
shows a screenshot from the resulting model cen-
tral to each scene.

8.9.3	 �App Design

The content of the app was largely determined 
from discussions with the lead clinician (RC) and 
a specialist nurse who would be using the app. 
The content is shown in Table 8.3, which shows 

Fig. 8.8  Left: 3D model of tumour as seen in Slicer. Right: Polygonal mesh of same tumour in Autodesk 3DS Max
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Fig. 8.9  Resulting tumour model after mesh modifications in Zbrush and Autodesk 3DS Max

Table 8.3  Scene title and model created to demonstrate the aims

Scene Aims Model screenshot
Basic anatomy (Home) To show location of pancreas in 

the body and relations to other 
organs

Head of pancreas lesion 
(Home)

To show location of a tumour 
described as a “head of pancreas 
lesions”

Local involvement To show head of pancreas lesion 
invading the hepatic artery, 
gastroduodenal artery and portal 
vein to facilitate discussions 
regarding difficulty resecting 
such tumours.

(continued)
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Table 8.3  (continued)

Scene Aims Model screenshot
SMA and SMV 
involvement

To show head of pancreas lesion 
that has involved the SMA and 
SMV to facilitate discussions 
regarding difficulty resecting 
such tumours despite lack of 
metastases.

Lymph nodes To facilitate discussion regarding 
lymph node involvement and the 
difference between local and 
distant from tumour site.

Biliary obstruction To demonstrate that tumours can 
cause CBD obstruction. To be 
used in discussions regarding 
CBD stenting.

Distant disease To show common sites of 
metastases (liver and lung) and 
to enable discussions with 
regards to need for systemic 
treatments rather than resection.

Tail of pancreas lesion 
(Home)

To show a tumour in the head (or 
uncinated process) of pancreas.

(continued)
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the aim of each scene complete with a screen shot 
of the model created to achieve this.

The layout was determined with a brief paper 
prototyping session. The app, being in landscape 
view, seemed to be the most intuitive to the users. 
This is likely to have been because the area of 
interest in the upper abdomen could then be dis-
played at its maximal dimensions.

The buttons that navigate the user to the next 
scene were placed along the bottom of the screen, 
rather than down one side. This meant whichever 
side the patient and clinician/user were sat rela-
tive to the iPad they could access without having 
to awkwardly reach across the screen. In deter-
mining the flow between scenes, it was found that 
in addition to a home button taking the user back 

to the initial ‘Basic Anatomy’ scene, a ‘BACK’ 
button to return to the previous scene or the 
‘home’ scene for that particular tumour site 
would be helpful. The navigation links between 
scenes was also decided using the paper proto-
type. These buttons were placed on the left, this 
seemed to the natural position due to the layout 
of the clinic rooms meaning the majority of the 
time the user would be on the left of the iPad with 
the patient viewing and sitting on the right.

8.9.4	 �Interactive Application

The models for each scene were imported as .
OBJ files from Autodesk Max into Unity 5.2. 

Table 8.3  (continued)

Scene Aims Model screenshot
Local involvement To show tail lesions can invade 

adjacent organs (stomach, left 
kidney and spleen). Invasion of 
all 3 is shown to minimise the 
scene numbers. The user can 
then specific which is relevant to 
the patient.

Lymph nodes To facilitate discussion regarding 
lymph node involvement and the 
difference between local and 
distant from tumour site.

Distant disease To show common sites of 
metastases (liver and lung)and to 
enable discussions with regards 
to systemic treatment rather than 
resection.
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They were then made to be interactive by adding 
scripts to the scene main camera, meaning that 
certain gestures would manipulate the camera to 
give the impression of the model moving closer 
or rotating. Pinching movements in or out result 
in the camera zooming in or out of the centre 
point on the model. A script was also added to 
make the non-essential objects within the scene 
gradually disappear as you zoomed in closer.

8.9.5	 �Validation of App

The main purpose of this study was to construct a 
workflow methodology in the creation of an app. 
In addition, as a pilot study, a basic evaluation of 
patient satisfaction both before and after use of 
the app was undertaken. This took the format of a 
simple questionnaire with responses given on a 
Likert scale. Simple demographic data was also 
collated with each questionnaire to assess if feed-
back was being received from a representative 
selection of patients.

Four males and three females completed the 
questionnaire, 2 were aged 40–49  years old, 1 
each in the age ranges 50–59 and 60–69 years old 
and 3 aged 70–79 years old.

Prior to the trial of the app, a short survey was 
completed by the patient’s and all stated they 
either agreed or strongly agreed that they:

	1.	 Did not know where the pancreas was located 
before my appointment

	2.	 Did not know how the pancreas was con-
nected to other organs

	3.	 Information given was easy to understand in 
the appointment

	4.	 After the appointment they felt they had a 
good understanding of where the pancreas is 
in the body

	5.	 After the appointment, they understood how 
the pancreas links to other organs

	6.	 Understanding where the pancreas and its 
relationship to other organs would help them 
understand their problem better.

All patient’s who completed the survey also felt 
that verbal explanation alone was not enough, 

would like a 3D model to understand a 2D dia-
gram, would like to take away a diagram and 
would find websites useful points for information.

In terms of the opinion of the app, all patient’s 
either agreed or strongly agreed that the 3D mod-
els helped them to understand where the pancreas 
was located, found the digital models easy to see, 
did not find the app distracting, preferred the app 
to 2D diagrams, would like the models on a web-
site, and thought overall the app was useful.

Two clinical nurse specialists also inspected 
the app, and the viability of the 3D model in 
patient communication. They reported that all 
patient’s responded positively to it, with some of 
the older patient’s excited by the use of “modern 
technology”. The clinical nurse specialists found 
the iPads to be a good platform to use, liked the 
portability, and did not experience any function-
ality and usage issues. Overall, they were highly 
supportive about the app, although, this also 
needs formal study to examine this in greater 
detail.

8.10	 �Discussion

Here we have presented a simple, easy to follow, 
workflow methodology to create an app for a 
serious disease process to be used in a healthcare 
setting. The design of this app has followed a 
human centred design process, with the users of 
the app including healthcare practitioners and 
patients.

We opted in this instance, to create an app, 
which would be used by clinicians, and special-
ist nurses communicating with patient’s about 
their diagnosis of pancreatic cancer, and related 
issues. In the first instance, we have not created 
one for at home access at the moment, as the 
population served by the West of Scotland 
Pancreatic Unit is an area of low annual income 
and qualifications, and the age range of the 
patient’s is such that typically those with pancre-
atic cancer have a median age of 70 years old, 
and not as likely to use the internet/computer 
(Green and Rossall 2013).

The key purpose was to introduce a clear 
methodology of visualisation at the time of diag-
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nosis, and to facilitate patient understanding of 
their disease. It was felt that creating this app for 
the clinical setting by the nurse or doctor removed 
any issues related to computer access or literacy 
levels. By not including sound or written infor-
mation allowed the user to tailor the information 
given to the patient depending on the individual’s 
clinical details and understanding.

With pancreatic cancer being the fifth com-
monest cause of cancer related deaths in the UK, 
with a 5-year survival rate of around 4%, there is 
a need for tools that aid communication between 
healthcare practitioners and patient’s. In addition, 
a 2014 Pancreatic Cancer UK poll showed only 
37% of Scottish respondents reported that they 
knew ‘something’ or ‘a lot’ about pancreatic can-
cer, compared to 73% for breast cancer or 53% 
for prostate cancer (Pancreatic Cancer UK 2015).

For patients to fully understand subsequent 
investigations or management options, they need 
to have at least a basic grasp of anatomy relevant 
to their cancer. A lack of baseline knowledge 
often means health care professionals are tasked 
with having to explain the basic anatomy of the 
pancreas and its proximity to other structures to 
patients. This is necessary before discussions of 
specific details specific to a patient’s disease. 
Conveying such information with the confines of 
a short outpatient appointment can be difficult.

Poor communication, particularly with cancer 
patients, has been shown to be associated with 
worse clinical and psychosocial outcomes, 
including non-adherence to treatment, confusion 
over prognosis and dissatisfaction at not being 
involved in decision-making (Hanratty et  al. 
2012). For the healthcare professional, communi-
cation difficulties lead to lower job satisfaction 
and higher stress levels, as well as being behind a 
high proportion of errors and complaints (Payne 
2014). Pancreatic cancer has a globally dire prog-
nosis, and therefore clear communication is both 
critical as well as challenging.

Currently the main methods of information 
transfer between health professionals and patients 
in the hepatopancreatobiliary (HPB) setting 
involve verbal communication with assistance of 
basic 2D diagrams, most commonly sketched by 
clinicians themselves. However, there is evidence 

that patients find 3D models easier to understand 
when explaining complex anatomy with respect 
other conditions (Biglino et al. 2015).

The use of pictures or visual aids has been 
explored as a method for improving patient 
understanding and retention of information 
(Kessels 2003; Houts et al. 1998). However, the 
digital revolution and widely available Internet 
connection has meant more novel methods of 
conveying information about pancreatic cancer 
are now being utilised. Johns Hopkins Medicine 
has developed an interactive iPad and iPhone 
applications for pancreatic cancer. Their iCare-
Book for Pancreatic Cancer is an educational 
guide for patients and their families to learn more 
about the disease. These essentially give detailed 
information in text form, along with embedded 
YouTube videos of clinicians explaining the dis-
ease. There are also 2D images built into an 
“interactive teaching module” which allow the 
user to navigate through information about loca-
tion of tumours as they wish. However, other than 
selecting the information they want to view, there 
is minimal interactivity and there are no three 
dimensional (3D) models or animations used.

3D digital anatomical models are however 
becoming commonplace in medical education. 
As technology such as iPads, laptops and other 
similar devices have become widely available to 
most students; the number of web-based or 
computer-aided resources has also grown.

There are several studies looking at the effec-
tiveness of 3D models within anatomical and 
medical education (Welsh et  al. 2014; Clunie 
et  al. 2015; Fredieu et  al. 2015; Manson et  al. 
2015). Most studies appear to show little evi-
dence of their superiority over traditional teach-
ing methods, however many advocate their use in 
a ‘blended’ teaching method. There does, how-
ever, seem to be some evidence that it can at least 
enhance student’s performance when used as an 
adjunct to traditional teaching. McNulty et  al. 
(2009) examined the use of a computer based 
learning (CBL) programme provided to their stu-
dents for use in their own time. They found that 
the students who utilised this resource tended to 
perform better in their assessments. Tam et  al. 
(2010) had similar findings when they looked at 
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the use of a CBL program that demonstrated gas-
trointestinal anatomy using CT 3D 
reconstructions.

3D models therefore are now widely available 
for teaching and surgical planning purposes, but 
perhaps not as much in a patient education set-
ting. The few examples found of 3D digital ani-
mations and applications being used in relaying 
anatomical and surgical information were to 
patients before thyroid surgery, breast recon-
structive surgery and iliotibial band syndrome 
diagnosis and treatment (Hermann et  al. 2002; 
Heller et al. 2008; Ma et al. 2012). These studies 
looked at the effects of providing patients with 
computer animations or interactive digital aids to 
patients prior to surgery or physiotherapy. They 
found an increase in knowledge and understand-
ing, and a reduction in pre-operative anxiety and 
engagement with treatment regimes.

A recent study at Great Ormond Street 
Hospital looked at the use of 3D printed patient 
specific models of congenital heart defects to aid 
communication (Biglino et al. 2015). Similar to 
pancreatic ductal adenocarcinoma, congenital 
heart disease is a subject matter where there is 
‘expert to non-expert’ interaction and very little 
shared knowledge. Communicating such infor-
mation verbally is difficult and carries a high 
chance of being unsuccessful. The authors looked 
at the used of 3D models as a solution. Overall, 
parents of the children found the 3D models ‘very 
useful’, some of the feedback included the fact 
that they found 3D models more immediate to 
understand than sketches. Other comments were 
that they thought such models would be most 
useful at the time of diagnosis. Therefore, the use 
of digital models in a patient education and com-
munication setting, especially at the time of 
breaking bad news, could be the way our health-
care services should be going.

As a small-scale pilot study, we did attempt to 
undertake analysis of the app created both by 
patient and clinical staff users, although this was 
not the main focus of the study, in the first 
instance.

Evaluation of the app was carried out during a 
one-week period. It was used to explain a pancre-
atic cancer diagnosis with 7 patients. 

Understandably, we had a low response rate due 
to the fact these patients are being seen at one of 
the most difficult times in their lives, having just 
been given the devastating diagnosis of pancre-
atic cancer. Pursuing longer-term feedback in 
such a limited time period was not appropriate. 
Detailed analysis or patterns cannot therefore be 
established at the moment, but some anecdotal 
observations can be made.

Overall, patient’s stated that they had a poor 
understanding of where the pancreas was located 
and how it linked to other organs, prior to use of 
the app. It was felt that the visual element of the 
app was clearer and easier to understand than 2D 
diagrams, and aided their understanding of the 
pancreas, pancreatic cancer and spread of the dis-
ease. This clearly needs further study in compar-
ing patient’s who do and do not have access to the 
app during the time of diagnosis. However, this 
will be a difficult area to study, due to the highly 
emotional time for these patient’s, and follow up 
may be challenging.

We did also conduct a small-scale analysis of 
clinical nurse specialists who were highly sup-
portive and positive about the app. This certainly 
does need further exploration, and a more formal 
study set up in the future to examine this in more 
detail. It does hint at the additional benefit of this 
app in the clinical setting.

8.11	 �Future Development

This study has shown the workflow methodology 
in the creation of an app using industry standard 
software for the use on an iPad. To maximize 
usability and access, this certainly needs to be 
developed for use across multiple platforms. 
Indeed, it could also be developed into a web 
based desktop version, which could be used on 
the outpatient clinic computer. There may also be 
the option of developing this further to be made 
available for patient use at home, and via the 
Internet.

Furthermore, the content of the app could be 
extended to include models of the anatomy pre- 
and post-surgery. Therefore, there is also the pos-
sibility that this workflow methodology can be 
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used for developing communication apps for 
patients about other cancers/medical conditions. 
During consultations, patients tend to forget key 
aspects of the discussions (Selic et al. 2011), and 
it may be that digital models will enhance com-
munication, retention of information and 
engagement with treatment regimes in the clini-
cal setting.

8.12	 �Conclusion

The aim of this study was to present a clear work-
flow methodology in producing an interactive 
application to help healthcare professionals 
explain pancreatic cancer anatomy and staging to 
patients. The human centered design process 
meant that the models created and developed 
linked directly into the needs of the clinical team 
for effective patient communication about key 
anatomical and surgical points.

Jenkins et al. (2001) found that patients typi-
cally want to know as much as possible about 
their disease. We know factors such as educa-
tional background and age can affect the quantity 
and delivery of information patients are able to 
cope with. Our iPad application acts as a useful 
adjunct for clinicians to explain pancreatic can-
cer, its sequelae and treatment options. By creat-
ing a purely visual aid, without text or audio 
commentary, means the user can still explain 
things sensitively and in a way that was person-
alised to the patient. It could be that this app is 
rolled out further across healthcare authorities, 
but also presents an effective plan to develop 
other healthcare related apps for a wide variety of 
clinical settings, and educational environments.
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Abstract
The use of augmented reality (AR) has a rich 
history and is used in a number of fields. Its 
application in healthcare and anatomy educa-
tion is developing considerable interest. 
However, although its popularity is on the rise, 
its use as an educational and practical tool has 
not been sufficiently evaluated, especially with 
children. Therefore, this study presents the 
design, development and evaluation of an edu-
cational tablet-based application with AR func-
tionality for children. A distal radius fracture 
was chosen, as it is one of the more common 
fractures in the younger age group. Following a 
standardized software engineering methodol-

ogy, we identified functional and non-functional 
requirements, creating a child-friendly tablet 
based AR application. This used industry stan-
dard software and incorporated three-dimen-
sional models of a buckle fracture, object and 
image target marker recognition, interactivity 
and educational elements. In addition, we sur-
veyed children at the Glasgow Science Centre 
on its usability, design and educational effec-
tiveness. Seventy-one children completed a 
questionnaire (25 also underwent a short struc-
tured interview). Overall, the feedback was 
positive relating to entertainment value, graphic 
design, usability and educational scope of the 
application. Notably, it was shown to increase 
user understanding of radiology across all age 
groups following a trial of the application. This 
study shows the great potential of using digital 
technologies, and more particularly augmented 
information, in engaging future generations in 
science from a young age. Creation of educa-
tional materials using digital technologies, and 
evaluating its effectiveness, highlights the great 
scope novel technology could have in anatomi-
cal education and training.
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9.1	 �Introduction

There has been a surge in the popularity of both 
virtual and augmented reality (AR) recently. 
They have featured in a variety of fields with 
many high profile uses including cinema and 
entertainment, engineering, military, flight appli-
cations and space training (Yuen et  al. 2011; 
Peddie 2017).

Within the education setting, AR has been 
thought to enhance learner’s experience. AR 
books have been created with interactive three-
dimensional (3D) visualization of two-
dimensional (2D) images and concepts. One such 
version, advancing on traditional children’s ‘pop-
up’ books, is The Magic Book (Billinghurst et al. 
2001; Yilmaz et al. 2017). It uses a handheld aug-
mented reality display to show computer graph-
ics on a physical book. In a recent study by 
Ferrer-Torregosa et  al. the concept of an 
AR-enhanced book has been adopted for use in 
anatomy teaching, reporting positive findings for 
improved spatial understanding (Ferrer-
Torregrosa et al. 2015). More recently, the litera-
ture has suggested AR can promote learning 
motivation, enhance achievement and improve 
cognitive load (Küçük et  al. 2016; Akçayır and 
Akçayır 2017; Chen et al. 2017). The interactiv-
ity and improved visualization of 3D objects 
minimises the effort placed on the working mem-
ory to understand 3D anatomical relationships, 
thus affording the user the expanded mental 
capacity for consolidating complex concepts 
(Gopalan et al. 2017). Educational learning tools 
that use 3D virtual models have been found to 
better engage students in learning compared with 
traditional methods (Liarokapis and Anderson 
2010) and have been said to help a students’ 
learning process turn from a passive process to an 
active one (Wojciechowski and Cellary 2013). 
The use of AR in education has been said to fol-
low the learning theory of constructivism 
(Dunleavy and Dede 2014). In this learning the-
ory, the learner builds their own perspective of 
the topic through many individual experiences. 
AR-enhanced learning aids can deliver informa-
tion in multiple formats and therefore give the 
learner different perspectives on key learning 

objectives. The mobile nature of AR encourages 
independent use and self-directed learning, but 
also favors a social co-operative environment for 
learning (Bruner 1977; Dunleavy and Dede 
2014).

Research into the efficacy and feasibility of 
AR as an educational tool is still unfolding. 
Kerawalla et  al. (2006) showed that AR in the 
classroom can distract children from learning the 
prescribed content when compared with tradi-
tional teaching methods, and gave suggestions 
that for AR to be implemented as a learning aid it 
must be adaptable to provide individualized 
experiences, and must be able transfer informa-
tion as quickly as the current standard teaching 
methods. Furthermore, in order to gain reliable 
insights into the learning benefits of AR, there 
must be more effective means of educational 
assessment than that which previous studies have 
failed to consistently show (Zhu et al. 2014).

In recent years, AR has been used to develop 
new teaching tools in medicine, new surgical 
guidance tools and even innovative therapies for 
patients. Simulators with AR functionality have 
been developed for training exercises and skill 
assessment for a range of medical procedures 
(Barsom et  al. 2016) with the overall aims of 
minimizing error and invasiveness (Fraunhofer 
MEVIS 2018). Further to this, AR has also been 
successfully used in behavioral therapy for pho-
bia desensitization (Baus and Bouchard 2014), 
for the distraction of child burn victims during 
painful dressing changes (Mott et al. 2008) and 
for improving social and emotional cues in chil-
dren with Autism Spectrum Disorder (Chen et al. 
2016). AR has been shown to afford a greater 
success rate over similar Virtual Reality (VR) 
based programs in therapy for psychological and 
mood disorders. VR creates a more immersive 
experience, yet it lacks the ‘reality’ that AR can 
afford the patient (Baus and Bouchard 2014), and 
furthermore can lack the ease-of-use that 
tablet-based AR systems carry. ‘eHealth’ is a 
growing trend seen within the literature and 
describes the use of information and communica-
tion technology in healthcare (Svensson 2002). 
This over-arching term can apply to the educa-
tion of the public, patients, and medical students; 
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yet can also apply to the use of mobile technol-
ogy for clinical informatics by healthcare 
professionals.

Mobile eHealth apps for the ‘layperson’ are 
becoming increasingly accessible to the public, 
with broad reaches that extend from inspiring a 
healthy lifestyle, facilitating self-management of 
care from home, monitoring wellbeing to educat-
ing on illnesses (Anderson and Emmerton 2016). 
Apart from few accredited examples, most ‘well-
ness’ apps have little scientific backing, yet they 
do hold the benefit of increasing interest in self-
help and health awareness amongst the digital 
public.

With the focus of AR development for anat-
omy education primarily geared towards training 
in the medical profession, little attention is paid 
to the many other fields which have to gain ana-
tomical knowledge and understanding. Indeed, 
the empirical research in this arena tends to focus 
on the creation and initial implementation of AR 
and overlooks the potential benefit to younger 
users. It is our younger members of society that 
we need to capture their imaginations, to encour-
age them to be the next generation of future sci-
entists, doctors, dentists, allied health 
professionals and beyond (Kamphuis et al. 2014). 
There is a need to engage children in the sciences 
from an early age, especially with the increasing 
availability of digital technology to younger gen-
erations (Bennett et al. 2008). Educating our chil-
dren from an early age in the sciences will 
enhance skills, attitudes and concepts to enhance 
understanding of more complex science in later 
life (Trundle 2015). Indeed, recently Taylor et al. 
(2018) had shown that anatomical literacy is 
neglected in the general public, with many 
unclear on where major structures within the 
body are actually found. It is clear that there is 
not a defined way to educate our younger genera-
tions about the human body. With widely avail-
able and popular digital technologies and 
interfaces like AR, this provides a unique oppor-
tunity to enhance public engagement and under-
standing about the human body using familiar 
and exciting technologies.

Successful digital interfaces are intuitive to 
the user which means that to navigate the func-

tionalities of the app the user needs only to apply 
‘unconscious’ cognitive processing and previ-
ously learned knowledge (Blackler et al. 2003). 
Three-dimensional virtual objects that can be 
touched and manipulated, as they would in real 
life, appear familiar to the user. Familiarity with 
object manipulation is a learned skill through 
prior life experience with real objects. Think of a 
child exploring the world through touch. This 
intuitive cognition is utilized in AR to provide an 
easy to use interface, and as such can transmit the 
subject material to the user in ways that are very 
easily gathered (Hornecker and Dünser 2009). It 
can be suggested therefore, that children may 
easily adapt to AR learning as it is an extension of 
their own learning through intuitive exploration 
of objects.

Research in to child-friendly AR technology 
for science education could afford significant 
benefits not solely focused towards taught cur-
riculum in schools, but for the education of the 
general public in a healthcare setting. For 
instance, further development in this space could 
see improved tools for patient education 
employed in hospitals and for use at home, utiliz-
ing AR to educate children and family members 
of their anatomy and medical afflictions in an 
age-appropriate, sympathetic and engaging 
manner.

With this in mind, the aim of this study was to 
design, develop and evaluate an AR app based on 
the most common fracture site experienced by 
school-age children  – the “buckle” fracture 
involving the distal radius/ulna (Valerio et  al. 
2010). Fractures to the distal forearm are the most 
common cause for hospitalization and account for 
over 30% of pediatric fractures treated at chil-
dren’s hospitals (Valerio et al. 2010). Patient edu-
cation in hospitals often relies on rushed 
explanations from the busy healthcare profes-
sional aided by text-heavy and diagrammatic 
learning materials (Kreps and Neuhauser 2010). 
Despite the rise in mobile technology in health-
care (Svensson 2002), there is a gap in the research 
into the use of tablet-based AR technology for 
anatomical and healthcare education of children. 
It was important to assess attitudes and engage-
ment towards the AR app produced and anatomy 
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in general, to inform future development and 
implementation of technologies in education. The 
three key concepts addressed were child-friendly 
app design, usability and educational value.

9.2	 �Materials and Methods

First, the AR app had to be created and will be 
referred to as the ‘i X-RAY’. Table 9.1 lists the 
software programs and hardware that were used 
to create the app.

9.2.1	 �Functional and Non-
Functional Requirement 
Analysis

When designing educational apps for children, 
the target age needs careful consideration as 
small differences in age require vast differences 
in design, layout and user interaction (Gelman 
2014). Most children are not familiar with the 
pinch-to-zoom-out function and inverse scrolling 
on mobile devices. Furthermore, the user inter-
face (UI) needs to reflect realistic responses when 

Table 9.1  List of software and hardware used in this study, the applications and the publisher

Software Use Publisher
3D Slicer V.4.6 3D visualisation and manual segmentation of 

medical imaging data
Open source platform from BWH and 3D 
Slicer contributors (BWH, 2017) 
Available at: www.slicer.org

Unity V.5.5.0f3 Games and app development engine Unity Technologies, California, USA 
(UnityTechnologies, 2017) Available at: 
unity3d.com

Unity Remote 5 Application for Android, used to trial test 
application builds during development via USB 
connection to the desktop computer running Unity

Unity Technologies SF, CA, USA 
(UnityTechnologies, 2017) Available from 
the Android Play store

MonoDevelop Interactive Development Environment for 
scripting in C# used in conjunction with Unity 
games engine

MonoDevelop Project, 2017.

Android SDK Android Studio Software Development Kit (SDK) 
used to build an executable application to android 
device

Google, Inc., California, USA (Google, 
2017) Available at: developer.android.
com/studio/index.html

Java JDK Java SE Development Kit (JDK) to allow Unity to 
interpret Java development language for the 
application build

Oracle, California, USA (Oracle, 2017) 
Available at: oracle.com/technetwork/
java/javase/downloads/jdk8-
downloads-2133151.html

Vuforia Software development kit. The Vuforia plugin for 
Unity affords AR capabilities through target 
marker recognition

PTC Inc., Massachusetts, USA (PTC, 
2017) Available at: www.vuforia.com

Vuforia Object 
Scanner

Android application used to scan a physical 3D 
object for AR recognition

PTC Inc., Massachusetts, USA (PTC, 
2017) Available at: www.vuforia.com

Autodesk 3DS 
Max

3D modelling software used to separate the bone 
models and cap holes in mesh

Autodesk, Inc., New York, USA 
(Autodesk, 2017)

Autodesk 
Mudbox

Organic 3D sculpting software used for model 
refinement

Autodesk, Inc., New York, USA 
(Autodesk, 2017)

Adobe 
Photoshop

Digitisation of illustrations and graphic design of 
the user interface components

Adobe Systems, Inc., California, USA 
(Adobe, 2017)

Hardware Use Publisher
Samsung Galaxy 
Tab S2

Tablet device to test the application during 
development and evaluation stages. Running 
Android OS, v6.0.1 (Marshmallow) operating 
system with an aspect ratio and screen resolution 
of 2048x1536

Samsung Group, Seoul, South Korea 
(Samsung, 2017)

Wacom Intuos 
Graphics Tablet

7″ graphics tablet with stylus pen that connects to 
desktop computer by USB. Allows for illustration 
and graphic design within Adobe Photoshop

Wacom Co., Ltd., Kazo, Japan (Wacom, 
2017)
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a button is pressed so that the child acknowledges 
their action has administered a correct response 
to the system and is encouraged to continue. The 
UI layout must be large and not cluttered so the 
user can follow a clear navigated path through the 
application (White 2016). Furthermore, it has 
been found that children tend to skip over large 
bodies of text presented in mobile apps without 
reading (Nielsen 2010). Concise information pre-
sented at an appropriate reading level is impera-
tive. These are just a handful of the many 
considerations to be taken into account when 
designing digital interfaces for children. The tar-
get age range for the app was set as 8–10 years, 
due in part to being a common age for treatment 
of childhood fractures to the distal radius in both 
sexes and to coincide with recommended design 
attributes for interactive technology for educating 
children (Gelman 2014). The design was cen-
tered around previously suggested UI elements 
for this age group. The components that consti-
tute the ‘child-friendly’ interface design 
described in this paper are summarized as visual 
design, navigation & system layout, responsive 
feedback, and presentation and reading level of 
text. A list of functional and non-functional 
requirements for the AR system to hold was pro-
duced based on these known child-friendly 
design components, from which a System 
Modelling Language (SysML) diagram can be 
mapped to better visualize the requirements and 
how they relate to each other in the system’s 
architecture.

In software engineering, a functional require-
ment describes a behavior or asset that the system 
must or should house. A non-functional require-
ment relates to the constraints on how well the 
system operates and therefore, the user’s experi-
ence when using said system. Appendix 1 dis-
plays the SysML of the app, which was produced 
using Microsoft Visio, v16, (Microsoft Corp., 
Redmond WA).

9.2.2	 �Concept, Design 
and Development

Using the SysML diagram (Appendix 1) as a 
reference point, a workflow for app design and 

evaluation was structured. The narrative was 
created in which the target user is a child 
8–10 years old and suffering from a buckle frac-
ture of the distal radius. The user is told that 
they have access to an Android tablet with AR 
capabilities which will show the app entitled i 
X-RAY. A 2D avatar called Dr Ray introduces 
the story and guides the user through the appli-
cation. The user is encouraged to interact with a 
plastic toy object-based marker and place adhe-
sive target marker stickers over their forearm to 
visualize a 3D model of their own anatomy  
in AR.

9.2.3	 �Target Marker Design

Both image target recognition and 3D object 
recognition for AR are supported in i 
X-RAY.  Circular images of the mascot were 
designed and printed as adhesive stickers for 
the image target AR recognition by Vuforia, v7 
(Massachusetts, USA). There had to be sharp 
grey-scale contrast and sufficient points of 
interest to improve target recognition by 
Vuforia. To implement object based marker rec-
ognition, the chosen toy object was scanned to 
build a virtual map of features. To successfully 
trigger AR content, the object had to be rigid, 
have an opaque material and have few move-
able parts, while the environment had to be 
well-lit by diffuse lighting, and clear of other 
objects or patterns that could affect the scan 
validity (Vuforia 2017).

9.2.4	 �Three-Dimensional Model

There are clearly significant differences between 
X-rays of adults and children, especially at the 
wrist joint. Open source DICOM data was used 
from OsiriX (Rosset et  al. 2004). This was 
cropped to the left forearm and manually seg-
mented using Slicer (v4.6, Massachusetts, USA). 
The 3D model was then refined and orientated 
into the anatomical position (due to being cupped 
in the original CT dataset; Fig. 9.1) in modelling 
software 3DS Max (v2017, New  York, USA) 
before implementation into the Unity games 
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engine (v5.5, California, USA). To ensure ana-
tomical accuracy, a direct reference for 3D mod-
elling was downloaded for free and imported 
into the 3DS Max (Autodesk Inc., New  York, 
USA) scene from BodyParts3D (Mitsuhashi 
et  al. 2009), an online database of anatomical 
structures accurately produced from human male 
DICOM data. The application includes models 
from the BodyParts3D Library, under a Creative 
Commons license: CC-BY-SA 2.1jp  – https://
creativecommons.org/licenses/by-sa/2.1/jp/
deed.en_US. The result of the separation process 
gave 31 separate bone models: 8 carpal bones, 5 
metacarpal bones, 14 phalanges and 4 sesamoid 
bones.

Anatomical surface landmarks on the skin 
model were defined such as the palmar creases, 
the anatomical snuffbox and palmar eminences.

To remodel the radius to represent the frac-
ture, vertices were moved using Soft Selection, 
and a Spline object was modelled in order to 
exaggerate the fracture as a red jagged line to 
appear more visible to a child user within the AR 
scene. These edits were produced with anatomi-
cal reference to patient scan data.

9.2.5	 �Application Development

A unique interface was designed using both hand 
drawn elements and graphics from “The Free 
Platform Game Assets” Unity package from 
Bayat Games (Bayat Games 2017) as starting 
points. Additional components for the interface 
were illustrated and edited in Adobe Photoshop 
including speech bubbles, X-ray viewer light box 
and interactive UI buttons (Fig. 9.2).

In total, the application holds eight interactive 
scenes with a clear, chronological story for the 
user to follow. The educational path consists of a 
Welcome scene, an AR scene, five educational 
scenes that present the user with interactive 3D 
models and information behind the X-ray pro-
cess, the skeletal hand anatomy, a distal radius 
fracture, and the recovery process, followed by 
an end scene.

The AR scene prompts the user to point the 
camera device towards either of the two AR tar-
get markers, an adhesive sticker or toy object, to 
trigger 3D models on screen. The models can be 
rotated in all planes by one finger touch input and 
scaled in response to two finger touch input. 

Fig. 9.1  Straightened hand model. (a) Palmar view. (b). Lateral view (c). Palmar view with downloaded ulna and 
radius models from BodyParts3D

R. Connaghan et al.
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Animations show a representation of a recom-
mended physiotherapeutic exercise for muscle 
strengthening following removal of a plaster cast, 
according to patient information guidelines given 
by the Physiotherapy Department at the Oxford 
University Hospitals NHS Trust (Vines 2012).

The Exercise and End scenes were not included 
within the user evaluation, but were produced in 
response to user feedback gained in the evaluation 
stage (detailed later). Throughout the develop-
ment process, pilot usability tests were conducted 
on individuals who had no prior experience with 
the concept or development of i X-RAY, in order 
to continually improve the user interface. These 
were based on the recommended ‘Concurrent 
Think Aloud’ strategy for usability testing (Cooke 
2010; Andersen et al. 2017) which served to iden-
tify system bugs and improve UI layout.

9.2.6	 �User Evaluation Methods

To validate the design and development process, 
and to assess the need and educational value of 

the resulting application, user evaluation on the 
target age group was conducted. The evaluation 
focused on user perception of the UI design, edu-
cational value, and established usability concepts 
for children such as comfort of use, reading-level, 
and satisfaction (Andersen et  al. 2017). 
Furthermore, qualitative interview questions cen-
tered on prior experience with AR and knowl-
edge of anatomy were used to probe knowledge 
gained following a trial of the app. This approach 
to user evaluation is based on usability testing 
methods for e-learning described by Koohang 
(2004), which gravitate around two main con-
cepts: the users prior experience and perceptions 
towards the learning tool.

Access to the participant groups was achieved 
through the Glasgow Science Centre event ‘Meet 
the Expert: Researchers in Residence’. Over two 
experimental days, a total of 71 participants con-
sisting of children aged 5–15 were recruited. All 
participants and their parent/guardian were asked 
to sign a consent form and read a participant 
information sheet, prior to voluntary inclusion in 
the study. The study received approval from the 

Fig. 9.2  UI Design (a). Original ‘sky’ sprite asset (Bayat Games 2017) (b). Completed welcome scene background 
with title, mascot, speech bubble and torch ray elements. (c). x-Ray viewer light box sprite (d). UI button designs
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Ethics Committee at The Glasgow School of Art. 
All participants were asked their age following 
consent. The Samsung Galaxy Table  9.2 
(Samsung Electronics Co. Ltd., South Korea) 
was used as the platform to showcase the i 
X-RAY application. Adhesive image target stick-
ers, a rubber duck toy object target, a clipboard 
with the printed target marker, and a fake arm 
cast made from cardboard and bandages were 
also used.

Following a trial of the application, 71 partici-
pants were then asked to complete a question-
naire with 14 statements (Appendix 2) to help 
answer the broad research questions of:

•	 Can a child successfully use a specifically 
designed tablet-based AR application to learn 
about radiology and the bones of their hand?

•	 Does the AR application present an entertain-
ing and child-friendly user interface?

•	 Can AR aid in educating a child about their 
anatomy and radiology?

The questionnaire was designed using Smileys 
as a Likert scale, recommended for use with chil-
dren (Wan Yahaya and Salam 2008) and the ques-
tions were based on those for usability testing 
from the System Usability Scale developed by 
Brooke (1996), with simplified text to be read by 
children. The picture scale was produced by 
Wrench et al. (2015) and has been adopted from 
their open source book for the purposes of the 
research study.

In addition, 25 of the 71 participants were 
interviewed with three screener questions and 
two pre-test/post-test questions to assess demo-

graphics and knowledge before and after use of 
the application, respectively. The 25 users were 
asked their age, whether they had previously bro-
ken bones and whether they had access to tablet 
device technology at home. They were then asked 
questions before and after the trial of the applica-
tion on whether they knew what an X-ray entailed 
and whether they were familiar with AR.  The 
question list is given in Appendix 3.

9.3	 �Results

9.3.1	 �Evaluation

Of the 71 completed questionnaires, 5 had to be 
discarded due to incomplete responses, therefore 
a total of 66 were included in this analysis. 
Participants were divided by age into four age 
groups between 5 and 15 years of age.

9.3.2	 �Observational Analysis

From observing the user’s interaction during 
their trial of the application, it was clear that 
many children preferred the researcher or their 
parent/guardian to speak the on-screen text aloud 
as they navigated through the application. For the 
younger participants, time to complete the appli-
cation trial was greater than that of older partici-
pants (not formally assessed), due to reading 
ability, yet needed minimal help with scene navi-
gation. Almost all participants progressed 
through the scene flow from start to finish unin-
terrupted, despite the experiment taking place in 
the open-plan science mall of the Glasgow 
Science Centre; which was busy and loud. In 
general, all child participants were visibly sur-
prised and entertained by the appearance of vir-
tual content in ‘real-life’ via the AR Scene. 
Several participants believed the virtual content 
shown through AR to be of their own anatomy. 
When participants were asked to locate the site of 
the buckle fracture on the 3D model within the 
Buckle Fracture Scene, most participants suc-
cessfully pointed to the distal radius.

Table 9.2  Results of the screener questions posed to the 
25 of the 71 participants

Age 
group

No. of 
participants (%) 
(n = 25)

Previously 
broken bone 
(%)

Home access to 
technology (%)

5–6 24 16.7 33.3
7–8 28 57.1 57.1
9–10 28 57.1 71.4
11–15 20 80 100

R. Connaghan et al.
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9.3.3	 �Short Interviews

Table 9.2 demonstrates the results to the screener 
questions that 25 of the 71 participants were 
invited to also complete randomly.

A sample of participants (N  =  25) were 
required to provide an explanation of the termi-
nology “X-Ray” before and after using the 
application, by answering to the simple ques-
tion “What is an X-ray?”. Their answers would 
helped determining if the application was effec-
tive to support medical terminology learning. 
Participants’ answers were either right or 
wrong, so that they could be quantified accord-
ingly using binary indicators: 0 for wrong and 1 
for right.

A Paired Sample T-test was performed to 
compare participants answers before and after 
using the application. Statistical analysis showed 
a significant difference (t(2) = 3.36, p < 0.005) 
between tests, indicating there was a learning 
effect when using the application to inform about 
X-rays. In addition, a One-Tail Pearson 
Correlation between the occurrence of bone frac-
ture among participants and their knowledge of 
X-ray before using the application showed that 
there was a positive correlation (r = 0.69, n = 25, 
p = 0.000), indicating that most participants who 
knew about X-ray did because of their personal 
experience with bone injuries.

Figure 9.3 shows the percentage of correct 
answers to the pre-test/post-test question ‘What 
is Augmented Reality’. Overall, 64% of partici-
pants had access to tablet-devices from home and 
52% of participants had previously broken a 
bone. The percentage of participants with access 
to technology is shown to increase with age from 
33.33% of 5–6 year olds, to 100% of participant’s 
aged 11 and over. The occurrence of bone frac-
tures in children increases with age, with the 
greatest increase occurring between the ages of 5 
and 8.

Overall, participant’s knowledge of X-ray 
increases with age, from 16.67% of 5–6 year olds 
to 100% of participant’s aged 11 and over. Only 1 
participant out of 25 answered correctly to ‘What 
is AR?’ prior to using the application. Overall, 

correct answers to ‘What is AR?’ rose from 4% 
to 56% following a trial of the application.

9.3.4	 �Questionnaire Results

Analysis of user attitudes gained from the ques-
tionnaire can be divided into three categories 
based on the research questions: usability, child-
friendly design and educational aspect of i 
X-RAY.  The following charts show the mean 
responses related to each statement in the three 
categories and are based on the five-point Likert 
scale where 1 corresponds to ‘strongly disagree’; 
2 to ‘disagree’; 3 as ‘neutral’; 4 to ‘agree’ and 5 
corresponding to ‘strongly agree’. Any descrip-
tive results within text are given as the 
mean  ±  standard deviation (±SD) unless other-
wise stated as percentages.

9.3.5	 �Usability

In general, participants agreed that the applica-
tion was easy to use (Fig. 9.4). For the statements 
that were posed in the negative, ‘I thought the 
app was heavy to hold’ and ‘I think that I would 
need help from a technical person to be able to 
use this app’, participant responses were more 
varied. Yet, on average, attitude towards usability 
of i X-RAY was positive, with over 66% of par-
ticipants reporting that the tablet was easy to hold 
and 53% agreeing that they could use the applica-
tion without additional help.

9.3.6	 �Child-Friendly Design

Participants either agreed or strongly agreed with 
statements related to the design and entertain-
ment value of the AR application. Over 92% of 
participants agreed that the color scheme and 
illustrations were to their liking. With respect to 
the entertainment value, participants thought that 
the use of AR and the toy and sticker target mark-
ers was ‘fun’, with only 3% of participants dis-
agreeing with either statement. Only 1.5% of 
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participants answered ‘disagree’ to ‘I would like 
to use this app again in the future.’

9.3.7	 �Education

Most participants thought that i X-RAY helped 
them learn about anatomy and recovery follow-
ing a broken wrist (Fig.  9.5). No participants 
disagreed with the statement, ‘The app helped 
me learn new things about the human body’. 
Most participants responded positively to the 
educational value of the mascot, with 56% 

responding ‘strongly agree’ and only 1.52% 
responding ‘disagree’. With respect to the read-
ing level that the anatomical and medical infor-
mation in i X-RAY had within it, participants 
agreed that they could understand the anatomi-
cal and medical terminology presented 
(4.03 ± 1.03). 15.15% of participants, however, 
were neutral to this statement. When asked 
whether AR helped them to better understand 
anatomy and the recovery process, over 74% of 
participants agreed or strongly agreed that it 
had, with almost half (48.5)% responding 
‘strongly agree’.
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When asked if the participants felt that i 
X-RAY could be implemented in schools as a 
classroom learning aid, and in hospitals to aid in 
patient education to children, over 89% of par-
ticipants agreed, with only 2 participants out of 
66 disagreeing with these statements. With 
respect to using i X-RAY as a tool for patient 
education, 71.21% of participants strongly 
agreed.

9.3.7.1	 �Additional Comments
Of the comments that were legible, most were 
resoundingly positive, with phrases such as ‘fun’ 
and ‘cool’ occurring with higher frequency than 
other phrases. The only negative comment was 
‘Not all my friends would understand it’. Several 
of the parents/guardians of the participants had 
backgrounds in teaching primary or secondary 
education and gave helpful suggestions for edits 
to the application, given below:

Parent 1: ‘I think that the [use of] pictures are 
better for kids who find reading hard. I think it 
would be great to have a speaking voice on the 
app’.

Parent 2: ‘Would be really useful for classroom-
based learning! Really enjoyed it!’ And when 
talking about technology access and children: 

‘For most kids these days, technology is their 
second language.’

Parent 3: ‘Would it work on an interactive white-
board to teach the whole class? If you 
expanded it to include other body parts, it 
could work well with how we split classes into 
groups for biology teaching. We tend to assign 
each group a different area’, which coincides 
with one participants comment: ‘more body 
parts would be cool’ and another’s: ‘more 
gore!’. This parent, who had been teaching 
primary 5 for the past 3 years, was asked what 
age she thought i X-RAY would best be tar-
geted towards, to which she suggested ages 
7–9, as the ‘younger kids’ cannot yet read 
without supervision.

9.4	 �Discussion

This study illustrates how to create a clear work-
flow methodology, using standardized widely 
available software, to create an individualized 
AR application, in this instance, for educating 
children about the anatomy of the forearm and 
wrist, and fractures. In addition, the short inter-
view and questionnaire based feedback has 
shown the many benefits of this type of technol-
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ogy in public engagement, anatomical education 
and informing people about common fractures.

From the participant sample tested, i x-RAY 
has been shown to effectively educate school-
aged children about radiology in an age-
appropriate manner. Prior knowledge of radiology 
and hand anatomy follows the incidence of previ-
ously broken bones in children. This suggests 
that until a certain age, most likely coinciding 
with the introduction of related content into the 
school curriculum, a child’s knowledge about 
radiology is primarily gained through experience 
of having suffered from a broken bone. Yet, after 
having explored the i x-RAY application, over 
90% of participants could quote correct informa-
tion about radiology when asked. This increase in 
obtained knowledge is represented across all age 
groups, yet most notably in the younger partici-
pant age groups. Therefore, this suggests that the 
application is an effective approach to explain – 
especially to younger children who generally 
have less direct experience of bone fractures – the 
medical terminology, anatomy and technology 
used in radiology.

The conclusions drawn on educational value 
in this study were largely based on user percep-
tions from the questionnaire, and from the broad 
questions asked in the pre-test/post-test con-
struct. In future iterations, larger cohorts with 
improved educational assessment methods, such 
as short answer testing, should be employed. A 
study on the use of AR in anatomical education 
of university students has shown that test scores 
on multiple choice and short answer questions 
were significantly improved with the use of an 
AR learning tool above traditional anatomical 
teaching methods (Ferrer-Torregrosa et al. 2015). 
Adopting the more extensive assessment meth-
ods used towards use with children in future eval-
uations of i x-RAY will provide a clear conclusion 
on the educational benefit of AR in teaching ana-
tomical sciences at all levels. Further in-depth 
investigation into the educational benefits of AR, 
to expand upon the precedent set through the user 
evaluation conducted in this research project, 
could afford validity and the significance needed 
for in situ application of i x-RAY in hospitals.

As previously mentioned, AR is thought to be 
an effective tool for anatomical education as the 
learner’s cognitive load is lightened, allowing 
greater mental capacity to infer and better under-
stand complex spatial concepts (Küçük et  al. 
2016). Not only does it ease the consolidation of 
new information, the findings discussed in this 
study have shown AR to increase motivation and 
engagement in learning. Therefore, AR could be 
an effective tool to educate the public and young 
people in the complicated anatomy, physiology 
and pathology of the human body; concepts 
which are too often dumbed down and misrepre-
sented in public resources. To truly assess the 
educational value and practicality of an AR app 
such as i x-RAY, further user testing should be 
carried out, both in a clinical setting with patients, 
family members and healthcare professionals, 
but also in an academic setting with school stu-
dents and teachers. From the additional com-
ments made from parents and existing literature 
on AR in education, it is clear that there is a space 
for AR in classrooms. This study focused on 
investigating an under-researched potential use 
of AR, for public health education of children. 
There is no reason why the app developed could 
not be adapted to align with a taught curriculum 
for use in schools. Further iterations could branch 
to cover visualization of subject areas such as 
chemistry, geography, history and more. Further 
research is needed with educational professionals 
in order to validate their positive comments 
towards AR in education. Qualitative investiga-
tion with the target users, hospital patients with 
distal radius fractures, and healthcare profession-
als would gain a direct insight into the ‘need’ and 
‘want’ for an AR educational tool in patient con-
sultation sessions.

Technology is becoming increasingly acces-
sible to young children. By the age of 11, all par-
ticipants asked had access to tablet-devices from 
home and most participants reported ease of use 
when trialing the tablet application. From observ-
ing a child’s excitement and obvious surprise 
over the appearance of virtual content in their 
field of view; and from the subjective short inter-
view data that showed only 1 out of 25 were 
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already familiar with AR, we can propose that for 
many school-aged children this trial would have 
been their first direct interaction with AR. With 
this in mind, the answers given in agreement with 
statements concerning AR have to be more care-
fully considered. It can be said that the features of 
the AR system lend themselves for use by chil-
dren, as the majority of participants reported 
positive opinions towards all three aspects 
assessed, in what could have been their first 
glimpse of AR.

Despite the fact that children are becoming 
increasingly literate in digital technology 
(Billington 2016), the use of mobile ‘gadgets’ in 
teaching may lack a correct pedagogical con-
struct and fall as a passing fad (Falloon 2013a, b). 
Nonetheless, learning through play is instinctive 
to children. The entertainment value of object tar-
gets and sticker targets for AR could engage 
school-aged children in their taught curriculum 
both at school and from home, which would 
clearly benefit from further research. It is clear 
that children respond well to the ‘wow factor’ 
introduced from stickers placed on their own 
anatomy and plastic toys that trigger realistic 3D 
models. The majority positive perceptions 
towards UI graphic design, narrative, mascot and 
the use of stickers and toys as target markers for 
AR, validated the ‘child-friendly’ design aspect. 
It can therefore be suggested that the appeal to 
children that both AR and child-friendly UI 
design bring can be a motivating factor in 
education.

With respect to the two statements posed in 
the negative in this questionnaire (Appendix 2), 
which relate to hardware and software usability, 
the large standard deviations from the mean 
could have been due to a misrepresentation of the 
user’s attitude in the pictorial Likert scale used. 
Questions phrased in a confusing manner could 
give skewed answers and lead the researcher to 
false findings. A revision to the scale to show an 
unhappy face when agreeing to ‘I thought the 
tablet was heavy to hold’ could have more effec-
tively represented user opinion for these state-
ments. Despite this, the results present mixed 
views on ease-of-use. Therefore, future applica-

tions of AR should attempt to minimise technical 
faults introduced with AR, particularly delay in 
target recognition and object jitter, to maximise 
usability.

It was clear younger children struggled with 
reading the informative text panels and would 
benefit from a voice-over. Sound effects were 
integrated into the system’s architecture follow-
ing user evaluation to improve the child-friendly 
aspect and overall user experience. UI button 
click noises were added to reinforce the positive 
feedback given to the user; camera shutter effects 
were added to convey how an x-ray works; an 
exaggerated x-ray machine sound for the AR 
scene; air ‘whooshes’ for the animations; and a 
voice in the Welcome scene to demonstrate how 
Dr. Ray would have read text on screen aloud. 
Further post-evaluation modifications were the 
addition of an animated physiotherapy exercise 
to better visualize textual information, and an end 
scene to improve user experience by bringing the 
narrative to a close, and to allow navigation back 
to the start scene.

Further observational research into a child’s 
interactions with AR technology is recom-
mended in order to further assess usability and 
scope for implementation in practice. The tech-
nical issues that inherently come with tablet-
based AR, namely the unpredictable nature of 
virtual content activation and the patience that is 
required for target recognition by a camera 
device, may not marry well with a child’s impul-
sive nature. This study primarily centred on 
design and user experience as opposed to usabil-
ity, and did not follow a classic usability test 
construct. Performing a more robust round of 
usability testing would allow clear inferences in 
to whether a child can easily use the app, 
whether they are satisfied by the app and 
whether they are motivated to use it in the 
future; which are three main concepts identified 
and validated for successful usability for 
e-learning tools (Koohang 2004; Koohang and 
Paliszkiewicz 2014; Gould et  al. 2008). 
Furthermore, most research into usability test-
ing for educational apps have been developed 
with adults in mind, with little focus on children 
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(Andersen et  al. 2017). As mentioned previ-
ously, there are narrow windows of age that dic-
tate the design of child-friendly UI (Gelman 
2014). Methods employed for user evaluation 
should also be selected with the unique require-
ments for the target user’s age range in mind 
(Markopoulos and Bekker 2003). The 
Concurrent Think Aloud method used in this 
study for initial usability testing on adults dur-
ing the app development phase could be an 
acceptable means for usability testing of older 
children, if they are in a comfortable environ-
ment and well-informed (Andersen et al. 2017). 
Other techniques such as observing ‘first-tap’ 
responses and task-based success rate are also 
proven methods for assessing user experience 
(Rohrer 2014). The positive user perceptions 
towards the child-friendly design aspects pro-
vide a promising basis for future iterations. It is 
important to involve the target users in the 
development of an educational app from an 
early stage, so that both the content and UI are 
tailored to the correct age and reading level 
(Koohang 2004; Doubleday et al. 2011). This is 
imperative so that educational value and satis-
faction are maximized and so that the user is 
motivated to use it again in future.

In recent years, excitement over the potential 
for AR technology to transform our daily lives 
has overtaken the rate of its development. With 
our minds set on virtual interfaces integrated with 
our vision, we have overlooked the potential for 
mobile device-based AR to improve vital fields 
such as education and healthcare. Although there 
is mounting research into the use of AR in these 
fields, research is currently lacking into the inter-
action between AR and children for patient edu-
cation. The intuitive ease-of-use and 
entertainment value of AR could provide children 
with an invaluable educational tool. Furthermore, 
AR could be a useful tool to minimize hospital-
related stress by distracting patients with enter-
taining design and interactive content (McQueen 
et al. 2012).

The wide accessibility of mobile technology 
has revolutionized healthcare and education.

9.4.1	 �Limitations of the Study

This study has significant benefits and has dem-
onstrated considerable enthusiasm for AR tech-
nology in educating our younger audiences in 
anatomy. However, the data obtained through the 
short interview is merely anecdotal. It is ques-
tionable whether the data obtained through the 
screener and pre-test/post-test questions can be 
used as a generalized representation of the whole 
participant sample, as only a third of the partici-
pants were included. Therefore, this data can 
only suggest a trend over the whole participant 
sample. All comparisons made between the short 
interview and the questionnaire analyses were 
constructed with this fact in mind.

Questionnaires are often the most efficient 
method for extracting user perceptions, however, 
they often come with a level of bias. If the partici-
pant is aware of the research goal, then this could 
lead to false results. As with any study of this nature, 
a higher number of participants is always ideal. 
However, we performed this study over a busy 
weekend at the Glasgow Science Centre and there 
was a high footfall. This could be repeated over a 
number of weekends to provide a wider cohort of 
people and this will be considered for future inves-
tigation. Future research would benefit from focus 
groups with a smaller sample size to further assess 
the usability of i X-RAY with children.

Data obtained on participant demographics in 
this study was limited to age, access to tablet 
device technology from home, incidence of pre-
viously broken bones and knowledge of radiol-
ogy. From age asked, level of schooling can be 
inferred and the target age range can be narrowed. 
This study has shown that the AR app can edu-
cate younger ages (from the ages of 5–10, coin-
ciding with primary levels 1–6) on anatomy and 
radiology concepts. The ages of 11–15 (primary 
7- secondary level 4) already had a grasp of these 
concepts, most likely due to induction of related 
components in the school curriculum. This sup-
ports the initial target age range for the designed 
app, ages 8–10, as the informative content was 
appropriately and effectively presented to the 
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user allowing for an increase in obtained knowl-
edge, short term. By evaluating access to technol-
ogy one can infer whether the AR app would be 
likely to be used in practice. Since access to 
mobile technology becomes commonplace in 
households with children aged 7 and up; and see-
ing as most classrooms are now equipped with 
tablet device technology, it can therefore be sug-
gested that the AR app is an accessible means for 
educating school-aged children on health-related 
concepts. For children in the younger age bracket, 
found to have less access to mobile technology 
and with the primary means of learning about 
anatomy and radiology found to be correlated to 
direct prior experience with broken bones, imple-
mentation of the AR app on the devices of health-
care professionals could aid in patient consultation 
sessions and ease the education of anatomy, ill-
ness and at-home therapy regimes to this young 
audience. Future studies should further assess 
factors such as socio-economic background, age, 
gender and familial disabilities on user percep-
tions to an AR learning tool to further gauge 
those most in need of an engaging and interactive 
educational tool. Tablet technology in public set-
tings such as healthcare practice waiting rooms 
or classrooms, can allow children from low-
income backgrounds to experience this technol-
ogy first hand.

In relation to future educational AR app devel-
opment, it is recommended that researchers con-
duct target user research prior to development, in 
order to produce a specified list of development 
requirements and a SysML ‘blueprint’ for the 
app. This workflow methodology proved benefi-
cial as the design process was clearly mapped 
resulting in a streamlined process with little devi-
ation from the brief. Furthermore, it is recom-
mended that for future app design with object 
based AR, the researchers select an object with 
more interest points and a specular surface mate-
rial to minimize difficulty in triggering the 3D 
model (for example a hard plastic and not matte 
rubber, which would therefore better pick up 
lighting changes).

9.5	 �Conclusion

The successful evaluation of the application with 
the target age group shows the wider potential of 
AR in the education and motivation of children to 
learn, and beyond. Focusing the theme of the 
application on radiology, a hospital department 
visited by most individuals in their lifetime and 
whose concepts may be more easily grasped from 
a young age than other departments, allowed for 
a pilot study with a simple, straight-forward 
design to be conducted. i X-RAY was created 
with a clear concept, and easily-gathered educa-
tional content. By using simple questions in a 
short interview format with user perception ques-
tionnaires, educational value and engagement 
were assessed, and established. Children were 
able to understand the reading level presented in 
the informative text panels and were motivated 
by AR and appropriate design choice. They were 
therefore able to learn details about how an x-ray 
works, how best to recover following a broken 
wrist and the anatomical terminology for areas of 
the hand and wrist; and were likely to want to use 
the app again.

The positive results obtained in this prelimi-
nary study can therefore be indicative of the 
greater scope of AR in education. Effectively 
engaging a child patient in learning about their 
condition could encourage adherence to a treat-
ment regimen and improve outcome for recov-
ery. AR could benefit critical pediatric units such 
as oncology and intensive care by providing 
entertainment and informative content. 
Moreover, tablet based AR is an easily accessi-
ble and affordable technology, which could pro-
vide schools with an alternative channel to 
encourage a child to participate in learning 
through games and interactivity. In addition, fol-
lowing this easy to follow guide in creating an 
AR application, with feedback, shows how this 
could be extended further into many aspects of 
education, training and engagement in many 
medical conditions and structure and function of 
the human body.
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�Appendices

�Appendix 1
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�Appendix 2

Questionnaire

Please take some time to answer these questions. Circle the smiley face that 

best fits your opinion. 

1. I would like to use this app again in the future.

2. I thought the app was easy to use.

3. I thought the tablet was heavy to hold.

4. I think that I would need help from a technical person to be able to use 
this app.
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5. I liked the colours and the pictures used in the app 

6. I thought the mascot (Dr Ray) helped me learn about the human body

7. I understood the information given about the human body within the app

8. The app helped me learn new things about the human body 
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9.The use of ‘Augmented Reality’ in the app helped me learn about the human
body

10. I thought the use of the camera was fun and made me want to use the app 
again

11. I thought using Dr Duck and the clipboard made learning about broken 
wrists fun

12.The use of the ‘Augmented Reality’ helped me understand how to recover 
after a broken wrist
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13. I think this app could be used in school to help my class learn

14. I think this would help doctors explain the human body to sick children

15. Please write any extra comments in this box!

Before returning these sheets to the researcher please make sure 
you‛ve answered all questions!  

R. Connaghan et al.
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�Appendix 3: Evaluation Interview 
and Pre-test/Post-test Questions

Demographic Screener Questions
	1.	 How old are you?
	2.	 Do you have access to a tablet device or other 

mobile device technology at home?
	3.	 Have you ever broken a bone before?

Pre-test/Post-test Questions
	1.	 What is an x-Ray?
	2.	 What is Augmented Reality?
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Abstract
Biomedical research is a diverse and rapidly 
evolving subject area. The research and devel-
opment that takes place as part of the field is 
aimed at understanding subjects such as dis-
eases, disease progression, their treatment(s), 
treatment impact on patients as well as the 
general increase in understanding of the 
advancement of health sciences. The money 
and time invested in research is vast and dis-
covery of novel data and production of 
publication(s) is seen as success. However in 
today’s connected world scientists have to do 
more to ensure that their research and the 
impact thereof, is better communicated to the 
wider audiences. One of the major means to 
do this is via public engagement, of which 
there are many ways to achieve this. Advances 
in technology have led to interactive and 
immersive visual technologies that enable the 
next phase of public engagement to be avail-
able to a greater audience.

Keywords
Public engagement · Technology · 
Visualisation · Interactive · Community

10.1	 �Background

Biomedical research and innovation underpins 
the knowledge of medical and allied health pro-
fessions, treatment/intervention options and tech-
nological advances across the globe. Biomedical 
research is a multi-billion pound trade around the 
world; with much of what goes on being “behind 
the scenes” and only a small amount actually vis-
ible to the patient and the public. It is important at 
this point to distinguish between “the public”, a 
heterogeneous group and every person in society, 
and the “lay public”. The latter refers to individu-
als in society, including scientists, who are non-
experts in a specific field (Levy-Leblond 1992). 
The use of “public” when referring to public 
engagement is this chapter should be viewed as 
the lay public as well as the “attentive public” 
(members of the general community interested 
and who are fairly well informed), the “interested 
public” (interested but not well informed indi-
viduals), and the “general public” (mediators, 
scientists, decision makers, school children and 
charity workers) (Miller 1992).

Recent years has seen a move to ensure trans-
parency of the projects of biomedical research 
laboratories, and why it is important for those 
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outside academia, subject speciality and sector to 
understand what is being done (National 
Co-ordinating Centre for Public Engagement 
2018). Advances in biomedical research have 
become equally important to the public and the 
scientific community.

Biomedical scientists are considered experts 
in their fields; spending years researching, under-
standing and advancing the knowledge about 
their relevant area(s) of expertise; time served is 
believed to make them holders of extensive 
knowledge and ability. Whilst experience and 
knowledge are needed to determine whether the 
science is feasible and scientifically worthwhile, 
there is evidence that the usefulness of this 
research may not be completely understood or 
valued by the public. Funding councils, charities 
and many other bodies have appointed “lay-
members” to their awarding panels to ensure that 
the usefulness of funding submissions is seen as 
worthy to those beyond the so-called experts.

Researchers, academic institutions and other 
entities are under increasing pressure to demon-
strate the societal impact of their work due to the 
nature of the funding of these projects. In most 
cases, the funding originates through taxes and 
donations (Engagement 2018a; I. S. E. a. M. T. 
Force 2019) (www.informalscience.org/em-task-
force, www.publicengagement.ac.uk, 2019). The 
need for the public to understand the usefulness 
and objectives of scientific research, and ulti-
mately the value of their investment, is para-
mount. The provision of this understanding often 
comes from the scientists who communicate their 
progress and findings. Prime examples of poor 
communication are most famously seen in the 
field of climate change where adverse conse-
quences of weak communication between scien-
tists and the public occurred, leading to mistrust 
and misunderstanding of scientists and their 
research (Somerville and Hassol 2011). In bio-
medicine, the vaccination programmes for the 
human papilloma virus (HPV), Measles, Mumps 
and Rubella (MMR) have similarly damaged trust 
between scientists and the public (Kahan 2013).

Scientists understand that they need to com-
municate their findings to the public, but many 
are accused of confusing their audience with sci-

entific jargon and struggle to communicate to lay 
people (Illes et al. 2010).

10.2	 �The Need for Public 
Engagement

The need for public engagement, in part, was 
driven by a shift from the public understanding of 
science and its communication via media plat-
forms to the creation of a dialogue through 
engagement (Stilgoe et  al. 2014). Effective sci-
ence communication, i.e. the use of specific activ-
ities, appropriate skills, dialogue and media, has 
the potential to address the public’s rejection of 
validated scientific findings (Burns et  al. 2003; 
Fischhoff and Scheufele 2014). The quality of sci-
ence communication, whether through outreach, 
public engagement or knowledge exchange, is 
pivotal in addressing possible misconceptions 
such as the role of evolution in the biological sci-
ences and the advantages of childhood vaccina-
tions (Fischhoff and Scheufele 2014).

Public engagement is a useful and worthwhile 
vehicle to build trust and understanding between 
the scientific community and the wider audience. 
It is viewed as being interactive and usually has 
five main objectives to exhibit (Engagement 
2018b):

	1.	 Accountability  – for the public money, the 
researchers/academics are spending.

	2.	 Value and purpose – institutions need to live 
the values they stand by and offer purpose to 
their communities.

	3.	 Trust – difficult to gain and easy to lose.
	4.	 Relevance  – discussion and dialogue with 

stakeholders about what institutions do and 
why it is important.

	5.	 Responsiveness to the wider public and policy 
makers in an ever-changing environment.

As engagement in biomedical science grows, 
more individuals and institutions are keen to dis-
play their work outside the conventional labora-
tory or conference setting. This delivery of 
science and integration into non-specialists’ daily 
lives is important, particularly in times where the 
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acceptance of scientific evidence can be lacking 
conviction (Wolinsky 2008). However, such 
engagement exercises should not aim to gain 
consensus or reinforcement of an institution’s 
motives. It should rather aim to encourage mean-
ingful dialogue which challenges and accommo-
dates various views on a topic (Stilgoe et  al. 
2014). These discussions should aim to exchange 
information with as many and as diverse a group 
of individuals as possible to give the best repre-
sentation of end users. This is important given 
that the direct end users of most academic 
research efforts are the public; through education 
of professionals who may treat them in the future 
or for recipient of treatments or resources in bio-
medical or healthcare contexts. Academic institu-
tions are increasing their efforts to engage the 
public. Yet, literature of the value and impact of 
such endeavours are sparse (Bowler et al. 2012), 
similarly there are questions that remain unan-
swered regarding what constitutes effective 
engagement and what would be the best metric to 
measure this by. The Knowledge Exchange 
Framework (KEF) which is intended to increase 
efficiency and effectiveness in use of public fund-
ing for knowledge exchange (KE), to further a 
culture of continuous improvement in universi-
ties by providing a package of support to keep 
English university knowledge exchange operat-
ing at a world class standard (England 2019). The 
framework may give some clarity to metrics that 
will be measured but given the diversity of 
engagement activities, it may prove difficult to 
find a one set of metrics to fit all.

Engagement broadens involvement in the 
STEM (Science, Technology, Engineering and 
Mathematics) subjects and encourages young-
sters into these fields as it is important for the 
economy (Accounts 2018) in cultivating curios-
ity for learners as well as empowering future gen-
erations. Whilst there is a growing demand for 
engagement from the public (Taylor et al. 2018) 
and the need to do so by institutions and their 
academics, there are still challenges around the 
diversity of individuals undertaking engagement 
and involvement in STEM subjects. Engagement 
is becoming more and more important in ensur-
ing scientific integrity and gaining accountability 

to the funders of scientific efforts. However, the 
undertaking of engagement comes at a cost. The 
costs to academics are double-fold; they must 
undertake these activities to meet impact require-
ments as part of their compulsory duties, which 
takes them away from their research, teaching 
and administrative duties. Furthermore, such 
engagement activities also adds more work to 
them, which in turn may impact on the work-life 
balance. There are still questions about whether 
these engagement activities will be recognised 
with the same significance as teaching, research 
and administrative achievements when pursuing 
a promotion (King and Rivett 2015). Where 
engagement is not properly accounted for and 
recognised; it may add to the struggles academ-
ics, particularly of minority groups and women in 
academia in progressing through their careers. If 
their participation in engagement is problematic 
to the extent that they cannot afford the time to 
undertake engagement to demonstrate impact 
then their successes in obtaining funding may be 
affected, having a further detrimental impact on 
their career. The presence and ability of individu-
als from minority groups and female academics 
in the engagement setting is extremely important 
in attracting the next generation of STEM scien-
tists from these backgrounds into the field. 
Despite significant efforts to mitigate these 
issues, there is still a lag in minority and women 
PhDs progressing into top postdoctoral and 
Faculty roles within STEM (Fisher et al. 2019).

The STEM strategies of many countries face 
challenging times as the uptake of STEM sub-
jects is falling in relative terms against rising 
number of higher education institutions (Forum 
2006). The figures suggest that children may 
develop a negative attitude to STEM subjects in 
primary school and beyond, often coinciding 
with declining grades (George 2000; Mihladiz 
et  al. 2011). This is further compounded by 
teachers lacking the resources, skills and knowl-
edge to be able to teach and maintain a pro-
gramme that develops as the children develop. 
There are a number of outreach and engagement 
programmes that have been developed to tackle 
this (E. R. Burns 2002, 2008, 2012). However it 
is difficult to roll this out on a wider scale due to 
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a multitude of factors; resource availability, lack 
of free time in school curricula, lack of spare time 
for academics, differing curricular and curricular 
focuses from country to country and the financial 
costs, are just a few.

This makes the engagement activities of 
Universities fundamentally important on a civic 
level and building innovative and engaging activ-
ities that bring out the curiosity in the public and 
spark exchange of information are more impor-
tant than ever.

In recent years, engagement has brought inge-
nious methods of educational delivery out of the 
teaching environment and into the public domain 
(Taylor et al. 2018). This is also coupled with the 
availability of specialist equipment that resonates 
with the public; often being seen as the latest 
technology. The availability of specialist educa-
tional equipment is often limited to the public, 
existing only in institutions with budgets to sup-
port the purchase, maintenance and the expertise 
to utilise it in an educational context. These novel 
modalities of visualisation of biomedical subject 
matter bring a new means of undertaking engage-
ment; resonating with all demographics and fur-
thering the ability to raise curiosity in the subject 
matter with technology rather than lecture or 
didactic methods. Equally important; scientists 
are provided with an opportunity to listen to and 
learn from the public (Gregory and Lock 2008). 
These novel means of engagement bring complex 
and intricate science to the public enabling them 
to interact and learn, as well as enabling scientist 
to improve their communication in science and 
build positive relationships with the end users of 
their information.

Engagement comes in many forms and there is 
no right or wrong way to undertake it, ensuring it 
is educational, catchy and meets the needs of your 
audience. This gets you a long way down the road 
to success. Many scientists use engagement to 
display their work, or build impact, whilst others 
utilise it for research, educational and scholarship 
purposes, feeding back into their own curriculum 
and educational offerings to students. Regardless 
of reason for undertaking, it is clear that engage-
ment is critical to the success of higher education 
in the future (Fitzgerald et al. 2016).

Defining engagement is difficult, but in its 
simplest terms, it is a 2 way exchange of informa-
tion. Whilst there may be multiple reasons for 
academics to participate, actually planning and 
undertaking engagement has its challenges. 
Many institutions are now developing their own 
public engagement agendas and platforms, with 
dedicated staff appointed to facilitate these 
events. The benefit for academic staff is huge, it 
takes away the pressures of having to sources 
venues, advertise events, organise logistics and 
monitor sign-up and attendance, giving freedom 
to academics to focus on content and delivery 
(Taylor et al. 2018).

More and more funders are requiring academ-
ics to prove that there is benefits to Society from 
their research (Perkmann et  al. 2013); much of 
the way to do this is through engagement, both 
qualitative and quantitative to add strength to 
applications. However, this engagement may 
have to come before the actual funding bid is 
made to get something that is useable and con-
vincing. Funding of participation in engagement 
is often problematic, depending on the number of 
participants and the types of activities being 
undertaken, there can be a large amount of 
resources that are used and these are often taken 
away by participants incurring significant costs. 
Where academic institutions have developed 
their own agenda and team to support engage-
ment, there may be institutional funding to sup-
port engagement. Academics may also consider 
the significance of their professional society’s in 
funding their engagement activities, the success 
of funding support from society’s is usually 
linked to showcasing the field and the benefit that 
wider engagement with the knowledge can bring 
in highlighting the importance of the field whilst 
providing wider educational opportunities.

Engagement activities may also provide a 
development opportunity for PhD and 
Undergraduate students to experience first-hand 
how the subject area(s) that they are studying in 
is viewed by the wider public. The involvement 
in engagement also enables them to see the rele-
vance of the material to individuals who are not 
associated with the subject area. The develop-
ment opportunity enables them to experience the 
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forum of communicating science to the public, 
outside lectures or labs, as well as build on their 
own communication skills. They may also expe-
rience how to deal with queries and questions 
that they may not have been expecting in relation 
to the activity, due to the fact that the diversity 
and varying knowledge and understanding in the 
general population enables many different inter-
pretations of a single subject to be present.

10.3	 �Utilising Engagement 
in Biomedical Sciences 
for Research and Education

Engagement activities can be used to enable 
researchers to answer questions that require input 
from a wider audience. These studies generally 
fall into two broad categories; those that are 
purely engagement-based and those where 
engagement is being used as a means to under-
take research. The latter typically aims to add to 
a particular body of knowledge but often leads to 
more questions. The relational aspect of engage-
ment and its reliance on living human partici-
pants necessitates ethical approval (S. R. Davies 
2013). The researcher should make a conscien-
tious effort to highlight the potential benefits and 
harms of participation, ensure the confidentiality 
and anonymity, the rights of the participants to 
the information and to act with academic integ-
rity (Black et al. 2018).

During the engagement activity it is important 
to be open and receptive to all manner of ques-
tions from potential participants. Given the 
diverse population, there are endless possibilities 
of levels of knowledge and interest in any activity 
that may arise during an event. Consideration 
should also be given that there may be individu-
als who come to events having been informed by 
misconceptions or less than sound knowledge 
and so it is important to attempt to clarify their 
understanding and information source(s) before 
attempting to rectify this. In these situations it 
can be embarrassing and uncomfortable for indi-
viduals, so tact and understanding should be 
shown to build confidence in receiving sound and 
correct knowledge.

Taylor and colleagues have used a 3D projec-
tor system, as part of Lancaster University’s 
“Campus in the City” initiative and public 
engagement program to provide the local public 
with the opportunity to view the human body in 
3D (Taylor et al. 2018). This setting provided the 
authors with an opportunity to highlight the fasci-
nating field of gross anatomy, whilst providing an 
opportunity to evaluate the public’s knowledge 
and observations of anatomy and anatomical 
structures, and demystify erroneous concepts.

The authors overall aim was to provide an 
interactive platform for the public to learn anat-
omy, to see and hear about things that they may 
have encountered in life, or the media. 
Additionally, the public were given the opportu-
nity to participate in a study to assess their knowl-
edge on the location of various organs of the 
human body and to examine trends associated 
with the various parameters.

The visualisation opportunity was provided to 
explore any structure of interest as deemed by 
members of the public. The structure or region of 
interest was then projected in 3D via a Cyber-
Anatomy Med software (Cyber-Anatomy Corp., 
Coralville, IA) connected to an Optoma GT 1080 
short throw projector (Optoma Europe Ltd., 
Watford, UK). As part of the event participants 
also had the opportunity to explore the structures 
of the human body through plastic anatomical 
models, including; a detailed torso and heart, a 
skull, an articulated skeleton, and a model of the 
pelvic viscera. Whilst these were of interest to 
many because they could be picked up and held, 
they were limited in their content. In contrast, the 
diversity in material afforded by the software 
package provided the participants with an oppor-
tunity to discover more than 4300 high-resolution 
digital structures and over 13,000 identifiable 
landmarks. The level of detail and volume of 
material contained within the single software 
package would be impossible to take into the 
public domain for engagement purposes using 
any other resource due to logistical, time and 
legal constraints. However, this exercise served 
to build bridges and crossing gaps in participants’ 
knowledge of their own body. It also provided an 
environment where the public felt comfortable to 

10  Using Technology to Engage the Public in Biomedical Sciences



132

engage with scientists, thus breaking down 
barriers and rendering knowledge more accessi-
ble (S. R. Davies 2013).

Development of novel technologies to bring 
imaging of structures at the micro-level has been 
designed for educational purposes (Kim et  al. 
2016). This technology has been designed and 
implemented utilising smartphones which are a 
commonplace in most households globally and 
3-D printed components which are easy to pro-
duce and cost-effective. This development is to 
engage individuals with specialist opportunities 
as well as making biological micro-structures 
more perceptible to society. Developments like 
these are aimed at bringing biological and bio-
medical sciences up to a similar level of advance-
ment that enables the public to interact in various 
fields, those considered to be field leading in this 
respect include areas such as gaming and pro-
gramming, which have pioneered and progressed 
at a much faster rate. Specific technological 
designs for engagement and education have made 
histological structures viewable and interactive to 
everyone, as seen in the work by Wicks and col-
leagues. Their work have demonstrated the devel-
opment of a novel high-resolution smartphone 
microscopy platform for engaging the public and 
utilisation as an educational tool (Wicks et  al. 
2017). The pioneering work in the 1600s on 
microscopy has still not been made widely avail-
able to everyone, some researchers included. This 
new advance uses smartphones and their cameras, 
targeted at teenagers to engage them in the sci-
ences and the world that surrounds them, taking a 
closer look at how it functions (Wicks et al. 2017).

The challenge remains to move science from 
the laboratory to homes and recreational spaces of 
the public that are not usually associated with 
learning. Even with this movement out of the labo-
ratory, anything that is presented to the public 
must be clearly relevant and understandable. The 
relevance may not appeal to everyone, however 
utilising a modality that is familiar can overcome 
the relevance issue and get people involved in par-
ticipating. An innovative way to achieve this is to 
make it contextual and in a format that is familiar 
to as many people as possible. One possible way to 
accomplish this is to make the learning part of a 

game or making it part of something that is widely 
utilised by the target audience (Coil et al. 2017). 
Educational gaming, through online platforms has 
been successfully used to educate the public about 
microbes and antibiotics. Whilst challenges at the 
inception around availability of computers and 
access to the internet may have been problematic, 
the availability of mobile phones and mobile inter-
net make this visually engaging games useful edu-
cational tools (Kostkova et al. 2010). Analysis of 
engagement with these visually interactive plat-
forms shows significant early engagement, but this 
decreases rapidly as the game progresses (Farrell 
et  al. 2011). Interaction with platforms such as 
these often leaves questions about how much was 
learnt by participants and whether those who 
engaged would have learnt similar information 
through their traditional educational or recre-
ational activities.

Whilst biomedical sciences have developed 
various resources that promote engagement 
through visual software or hardware, chemistry 
has developed a similar online platform for visu-
alisation of molecules and atomic structures 
using computers (Smith 1995).

The significance of visualisation in public 
engagement is not just through technological 
advances, it can also be seen it its ability to com-
municate complicated biomedical concepts and 
information to the public by visualising large, 
complex or difficult datasets in the form of 
graphical charts or images. This renders the con-
tent digestible to the lay reader. The significance 
of the visualisation is that it gives those without 
the specialist knowledge or understanding the 
ability to rationalise and relate to the material that 
is being described to them; this is seen in com-
municating through media outlets for outbreaks 
of disease or matters of public health (Alcibar 
2018; McCrorie et al. 2016).

Whilst there are a huge variety of pioneering 
and established visualisation software and hard-
ware platforms, that takes interesting and compli-
cated educational material into schools and 
recreational forums, there is still little that ascer-
tains whether these methods are in fact effective. 
The broader question is how do you determine 
the outcome or effectiveness of engagement?
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The utilisation of technology is not without 
issue(s), these technologies can prove to be 
expensive and misinterpreted by the public. The 
misinterpretation of information by the public 
and non-specialists is hardly surprising given that 
guidelines are constantly changing or evolving 
about things like alcohol consumption, cancer 
causing foods and cancer screening age recom-
mendations for breast cancer and cervical cancer 
(U.  P. S.  T. Force 2018; Nugawela et  al. 2016; 
Oeffinger et al. 2015). These guidelines are rela-
tively straightforward and are believed to be easy 
to follow, however it is clear that there is still 
work to do on educating people about how to 
interpret them (Taylor et  al. 2018). These tech-
nologies have great opportunity but must be sure 
to add scientific rigour and honesty to the scien-
tific agenda, which becomes more difficult in the 
era of availability of scientific information over 
social media that can be absent of fact checking 
or scientific expertise or review. This doubles the 
challenge of undertaking engagement by aca-
demics, they aim is to disseminate their work and 
give people the opportunity to learn, but they also 
face the challenge of standing out amongst the 
vast amounts of freely available information that 
is easily accessible on the internet.

Additional innovative approaches to public 
engagement could be through the use of aug-
mented reality (AR) software applications. The 
Virtuali-Tee T-shirt by Curiscope, as an example, 
is combined with a software application allowing 
the users to view the internal organs in an aug-
mented setting (Curiscope 2019). The use of AR 
and mixed reality in education is well docu-
mented and is gaining more interest (Nielsen 
et  al. 2016; Swensen 2016; Weng et  al. 2019). 
These technological advances lend themselves as 
possible visualisation aids in public engagement.

10.4	 �Engagement Setting

Engagement of participants can range from sci-
ence and society, universities and communities to 
users and researchers; the coming of together of 
two discrete entities remains constant (Sarah 
R. Davies 2008; S. R. Davies 2013). It is impor-

tant to note that there is no particular method or 
model that can be implemented for public 
engagement due to each engagement being situ-
ated differently and having a different focus 
(Measham et  al. 2011). The setting of these 
engagements can include the following:

•	 Public
•	 Schools and other vocational and educational 

institutions
•	 Online visual/virtual platform(s)/Apps = citi-

zen science, using visualisation
•	 Societies
•	 Communities

Anatomical education to the public is one area 
where the use of biomedical imaging has moved 
forward. The availability of resources has moved 
on to enable education to many (including the 
public) to occur in varied venues such as pubs, 
town centres and via online media.

Engagement is most commonly associated 
with academics visiting schools or public venues 
to deliver their specialised materials, one of the 
benefits of many of the technologies discussed 
here are that, in many instances, they remove the 
need for a formal venue. Visualisation technol-
ogy that is accessible by home computer or 
mobile device increases the reach of this form of 
engagement. However, this comes at a cost of 
taking away the necessary expertise that may be 
available when staff members are present in typi-
cal engagement venues. Careful consideration 
should be given to ensuring appropriate user 
guidelines and interpretation of information is 
available.

The presence and utilisation of these technol-
ogies in engagement provide the opportunity for 
education, research and offering the potential to 
inform civic and government agendas.

10.5	 �Summary

The value of engagement initiatives with the 
public extends beyond the showcasing of 
research advances or conducting research. The 
public can be considered scientists, mediators 
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and decision makers (Levy-Leblond 1992). It 
provides an opportunity for interactions which 
facilitate the accessibility of scientific informa-
tion in a less formal milieu. This engagement 
and knowledge transfer would ideally be recip-
rocal in an effort to break down barriers and to 
build bridges, thus encouraging a dialogue. The 
uses of technological advances afford an array of 
engagement modalities in biomedical sciences. 
Biomedical researchers are necessitated to dem-
onstrate the social and societal impact of their 
work in a bid to be more transparent and account-
able. Novel technologies such as visual simula-
tions, models, 3D imaging and printing, as well 
as virtual, augmented and mixed realities have 
the potential to impact diverse audiences. 
Staying abreast with current technologies has the 
potential to relay knowledge in a meaningful and 
relevant manner.
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