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Abstract. In the era of big data, enormous growth of various legal data leads to
a huge burden on law professionals, which lies in the contradiction between the
increasing number of legal cases and the shortage of judicial resources. This
issue enlightens us to explore the key technologies in the computer-aided
criminal case process lines. In this paper, we investigate an analogy-based
method of legal case inspection. We use the document vector generated by
Doc2Vec (semantics-based case feature, SCF) and the feature defined by the
case judgement model (model-based case feature, MCF) as two ways to find
similar cases. The measurement methods of similarity between two cases and
the deviation of case judgment are also defined. Experimental results on a real-
world dataset shows the effectiveness of our method. The recall rate of irrational
cases when using the MCF is higher than that when using the SCF.

Keywords: Legal case inspection � Judgment evaluation � Analogy �
Neural networks

1 Introduction

Legal case inspection (LCI) is an inspection mechanism for the trial work of the
people’s courts and judges at all levels. As the number of legal cases continues to grow
in recent years, miscarriage of justice or judicial arbitrariness may come up in judicial
practice, resulting from inconsistent judgment scale of different judges due to their
different understandings and interpretation of the laws and cases, the mistakes of the
judges at work, etc. The LCI aims to find irrational judicial decisions in order to avoid
trial bias as far as possible. If the automated LCI process can be implemented, it can
effectively prevent miscarriage of justice or judicial arbitrariness in the future, which is
of great significance to the maintenance of judicial justice.

In this paper, we investigate the analogy-based LCI method, which is to evaluate
the judgment rationality of the target case via the judgment results of its precedent
similar cases. Formally, the input of the LCI method is the case text excluding the result
of judgment, while the output is the deviation of prison term. The deviation needs to be
measured by similar cases, while similar cases need to be determined by the similarity
of the case features. Therefore, the LCI process can be divided into three steps: case
feature generation, similarity measurement, and deviation measurement. Experimental
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results on a real-world dataset containing more than 40,000 judgment documents of
theft cases shows the effectiveness of our method.

The rest of this paper is organized as follows. Section 2 overviews related work.
The generation of two types of case feature is described in Sect. 3. In Sect. 4, we
propose the LCI method. Evaluation results are presented in Sect. 5, and finally, Sect. 6
contains the concluding remarks.

2 Related Work

Several key issues have been studied in the field of artificial intelligence and law, such
as the prediction of judgment result and the inference of relevant law articles.

The judgment prediction is an important combination point between artificial
intelligence and law. Liu et al. [1, 2] use the KNN algorithm to classify 12 criminal
cases in Taiwan, the former establishes a case-based reasoning system by defining
various criminal rules in advance, while the latter implement a classifier that uses
phrases to index. To obtain a better classification effect, Sulea et al. [3, 4] increased the
number of classifiers, they combine with the output of multiple SVM (support vector
machine) classifiers to predict the law area, ruling and sentence. Katz et al. [5] propose
a model with the extreme random tree to predict the voting behavior of the US Supreme
Court from 1953 to 2013. Lin et al. [6] achieve a deeper understanding of the factors of
the case by adding some non-TF-IDF features. According to the three characteristics of
relevant legal provisions, sentiment analysis of crime facts and prison term, Liu and
Chen [7] use SVM algorithm to classify the judgment text automatically.

Inferring applicable law articles for a given case is also an important work. Aletras
et al. [8] propose a binary classification model, and the target output is a practical
judgment on whether there is a violation of a specific clause of the Human Rights
Convention. Liu and Liao [9] convert this multi-label problem into a multi-category
classification problem by considering a fixed set of legal provisions, and achieve sat-
isfactory initial results in the classification of theft and gambling crimes. Liu et al. [10]
propose a more optimized algorithm, they first use the SVM for preliminary articles
classification, and then use the word-level features and co-occurrence tendencies in
articles to reorder the results.

In summary, previous studies have considerably facilitated the advance in the field
of artificial intelligence and law [11–18]. Nevertheless, legal case inspection remains a
huge challenge. Our work in this paper aims to fill this gap.

3 Feature Generation

The LCI process is based on a set of similar cases of the target case, and the similarity
measurement calls for calculable case features. In this section, we present the gener-
ation method of two types of case feature, i.e. the semantics-based case feature
(SCF) and the model-based case feature (MCF).
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3.1 Semantics-Based Case Feature

Considering that the inspection is an unsupervised process, the case feature used for
inspection should be obtained without relying on the process of inspection. The
training process of the full text through Doc2Vec is an unsupervised learning process,
and the document vector is a one-dimensional vector, which can be directly calculated,
so the document vectors are more suitable to construct the case feature.

For the SCF, the training process based on Doc2Vec is shown in Fig. 1. Firstly,
each case is transformed into a long sentence. Then, texts of all the cases is used as a
corpus and input into Doc2Vec for training. After training, the document vectors
corresponding to each case can be obtained.

3.2 Model-Based Case Feature

Taking the theft case as the research object in this paper, we need first build its
judgment model according to relevant law articles, i.e. Article 264 in the Criminal Law
of the People’s Republic of China. Through the comprehensive analysis of Article 264
and the structure of judgment document, we can describe a theft case with 11
dimensions as the judgment model shown in formula (1): (a) the value of stolen items,
(j) whether the defendant is juvenile, (d) whether the defendant is disabled, (b) whether
the crime can be deemed as burglary (breaking in home), (w) whether the defendant
carried lethal weapons, (p) whether the defendant is a pickpocket, (o) whether the crime
involves other serious circumstances (including but not limited to: collision, arson,
resistance to arrest, etc.), (r) whether the defendant is a recidivist, (c) whether the
defendant returned stolen items or compensated the victim, (s) whether the defendant
voluntarily surrendered and (t) the prison term.

C ¼ a; j; d; b;w; p; o; r; c; s; tð Þ ð1Þ

Figure 2 briefly illustrates the generation process of the MCF based on GRU
(Gated Recurrent Unit) network. When case text arrives, the feature generator divides it
into sentences and deals with the sentences one by one. Through the Chinese word
segmentation and word embedding step, words will be converted to distributed rep-
resentations as the k-dimensional vector form. Then the GRU network takes the
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Fig. 1. Generation of SCF
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sequence of word vectors as input, and generates an output sequence of vectors through
GRU units. Finally, the feature merging part averages the features of all the sentences
to transform them into a single vector as the MCF.

4 Method

4.1 Similarity Measurement

Before performing LCI process, it is necessary to obtain similar cases of the target case.
The key issue is how to measure the similarity between two judgment documents.
Generally, vector-based similarity can be computed by one of these metrics: Euclidean
distance, Manhattan distance, Minkowski distance, cosine similarity, and Jacquard
similarity coefficient.

The Euclidean distance is the linear distance between two points in the Euclidean
space and can be calculated as follows:

D X; Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

Xi � Yið Þ2
s

ð2Þ

The Manhattan distance is the sum of the absolute value of the difference between
each dimension of the vectors as follows:

D X; Yð Þ ¼
Xn

i¼1

Xi � Yij j ð3Þ

The Minkowski distance is a metric in a normed vector space which can be con-
sidered as a generalization of both the Euclidean distance and the Manhattan distance,
which can be calculated as follows:

D X; Yð Þ ¼
Xn

i¼1

Xi � Yij jk
 !1

k

ð4Þ

The cosine similarity is a measure of similarity between two non-zero vectors of an
inner product space that measures the cosine of the angle between them as follows:
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Fig. 2. Generation of MCF
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sim X; Yð Þ ¼ X � Y
Xk k Yk k ¼

Pn

i¼1
XiYið Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
X2
i

s ffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
Y2
i

s ð5Þ

The Jaccard similarity coefficient can measure similarity between two sets, X and Y,
each with n boolean attributes. Each attribute of X and Y can either be 0 or 1. The
Jaccard similarity coefficient is calculated as follows:

J X; Yð Þ ¼ M11

M01 þM10 þM11
ð6Þ

where M11 is the total number of attributes where X and Y both have a value of 1, M01

and M10 represent the total number of attributes where the attribute of X is 0/1 and the
attribute of Y is 1/0, respectively.

According to the definitions of Euclidean distance, Manhattan distance, and Min-
kowski distance, they focus on the absolute difference of each dimension in the vector.
For the case features, since different dimensions represent different information, it is
more suitable to measure the similarity by relative difference. Therefore, we select the
cosine similarity to calculate the similarity between cases with SCF. As for cases with
MCF, considering that the nine features except the value of stolen items are boolean
values, the strategy is to multiply the similarity measured by the 9 boolean features and
the value of stolen items, respectively. The similarity measured by the 9 boolean
features is calculated as Eq. (7), that is, the number of attributes with the same boolean
value is divided by the total number of attributes.

sim X; Yð Þ ¼ ijXi ¼ Yi; i ¼ 0; 1; 2 � � � nf gj j
n

ð7Þ

For SCF, it is necessary to multiply the similarity of the document vector by the
similarity of the value of stolen items to obtain the final similarity. For MCF, it is
necessary to multiply the similarity of boolean features by the similarity of the value of
stolen items. Considering that the relative difference of theft value can better reflect the
similarity degree than the absolute difference, the relative difference is selected to
measure the similarity. Since the value of stolen items is mostly concentrated below
10,000 yuan, in order to have its value evenly distributed, we take its logarithm to when
calculating the similarity. Therefore, the similarity of the value of stolen items is
calculated as follows:

sim x; yð Þ ¼ 1� log xð Þ � log yð Þj j
max log xð Þ; log yð Þð Þ ð8Þ

In summary, the similarity between cases with SCF and MCF is calculated as
Eqs. (9) and (10), respectively.
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sim X; Yð Þ ¼ simdocvec Xdocvec; Ydocvecð Þ � simmoney Xmoney; Ymoney
� � ð9Þ

sim X;Yð Þ ¼ simboolean Xboolean; Ybooleanð Þ � simmoney Xmoney; Ymoney
� � ð10Þ

4.2 Deviation Measurement

In the LCI process, in order to evaluate whether the judgment result is rational or not
and to compare the difference in the judgment rationality between different cases, the
judgment deviation of a legal case should be defined to measure the likelihood of a
certain case’s misjudgment. The judgment deviation is calculated based on a set of
similar cases to the target case, which are generated according to the similarity mea-
surement. We hold the point that the judgment deviation of a case is closely related to
judgment results of its similar cases, that is, if the judgment difference between a case
and others exceeds a certain degree, the case’s judgment may be irrational. The
judgment deviation of the target case t is calculated as Eq. (11): firstly, the top
K similar cases to t are selected, then the relative errors between t and each one of
K cases are calculated, respectively, and finally, the average value of the relative errors
is taken as the judgment deviation of the case t.

Et ¼
PK

i¼1

pi�ptj j
pt

K
ð11Þ

5 Experiments

In order to verify the effectiveness of the proposed LCI method, the SCF and the MCF
are used in the experimental evaluation.

5.1 Evaluation of Semantics-Based Case Feature

In the evaluation, Dov2Vec is used to train the case text to construct features. The
corpus used for training consists of 41,418 judgment documents, and the document
vectors of 50, 100, 150, 200, 250 and 300 are trained, respectively. For each case, the
similarities to the other cases are calculated according to the method presented in
Sect. 4.1 with the six types of document vectors. After the similarity measurement, all
the cases are sorted in descending order of the similarity to the target case.

Similarity has the following effect on the judgment deviation: the higher the sim-
ilarity to the target case, the more realistic the deviation obtained, and vice versa. In
order to obtain a reliable judgment deviation, it is necessary to select an appropriate
document vector dimension to maximize the credibility of similarity measurement.
Here, we employ the average relative error (ARE) of the judgment results of each case
and its most similar case as the metric to compare the effects of different dimensional
document vectors on similarity measurement. As is shown in Fig. 3, the ARE achieves
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the minimum value at 100 dimensions, indicating that the similarity calculated with the
100-dimensional document vector is more reliable than other dimensions, so the 100-
dimensional document vector is selected as the SCF.

To obtain the judgment deviation of each case, we first select the top K similar
cases to the target case (K = 10, 20, …, 100), then calculate the relative error between
each case and the target case, respectively, and finally, use the ARE as the judgment
deviation of the target case. Here, we employ the number of cases with judgment
deviation greater than 1.0 as the metric to evaluate the effects of different Ks on the
effectiveness of LCI method. As is shown in Fig. 4, the number of cases with judgment
deviation greater than 1.0 achieves the maximum value of 148 when K = 10.

In order to validate whether the cases selected based on the judgement deviation are
actually irrational, we manually read the cases with judgment deviation greater than 1.0
and make reference to relevant law articles. When K varies from 10 to 100, we get a
total of 189 cases with judgment deviation greater than 1.0, 125 of which considered as
actually irrational after manual validation. According to the number of actually
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irrational cases found with ten Ks, we calculate the recall rate, precision and the
corresponding F1 score, respectively.

As is shown in Table 1, the highest recall rate is obtained when K = 10 or K = 20,
the highest precision is obtained when K = 50, and the highest F1 value is obtained
when K = 20. Considering that the inspection is more focused on finding irrational
cases, the highest recall rate should be obtained as far as precision is acceptable. On the
whole, when K = 20, the recall rate is the highest, and the precision is also higher.
Therefore, it is best when K = 20, that is, supervise through 20 cases with the highest
similarity to the target case.

5.2 Evaluation of Model-Based Case Feature

The experimental setting of MCF evaluation is the same as the SCF evaluation. Let
K = 10, 20, …, 100, the numbers of cases with judgment deviation greater than 1.0 are
shown in Fig. 5. The results show that the number of cases with judgment deviation
greater than 1.0 is 156 at K = 10, and as the value of K increases, the number of cases
gradually decreases, and finally, the minimum number of cases is 121 at K = 100.

Table 1. Comparison of recall rate, precision and F1 score with different Ks

K Recall Precision F1

10 0.8400 0.7094 0.7692
20 0.8400 0.7241 0.7777
30 0.8080 0.7112 0.7565
40 0.8080 0.7112 0.7565
50 0.8320 0.7272 0.7761
60 0.8000 0.7092 0.7518
70 0.8000 0.7042 0.7490
80 0.7920 0.7021 0.7443
90 0.8240 0.7152 0.7657
100 0.8160 0.7132 0.7611
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Fig. 5. Number of cases with deviation greater than 1.0 with different Ks
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A total of 200 cases are collected from 10 sets of cases. After manual validation,
137 cases are considered to be actually irrational, and the other 63 cases were rational.
As is shown in Table 2, when K = 10 or K = 20, the highest recall rate is 0.8029, and
when K = 90, the highest precision is 0.7886, and when K = 30, the highest F1 score is
0.7870. Although the precision is lower at K = 20, the recall rate achieves the maxi-
mum value. In the judicial practice, the LCI task requires a higher recall rate, so the best
effect can be achieved when K = 20.

5.3 Case Study and Analysis

When using the SCF, the recall rate reaches the highest value of 0.8400 when the top
20 similar cases are used for LCI. When using the MCF, the recall rate reaches the
highest value of 0.8029 when the top 20 similar cases are used for LCI. Intuitively, the
effect of the former is better. However, due to the different experimental sets used to
calculate the recall rate, the comparison results cannot correctly reflect the actual
differences between the two features.

There are 254 cases with judgment deviation greater than 1.0, of which 157 irra-
tional cases and 97 rational cases were found via manual validation. The 254 cases can
be used as the dataset to compare the recall rate of the two features. As is shown in
Fig. 6, when using the MCF and K = 10 or K = 20, there is the highest recall rate,
whose value is 0.7006. It can be seen that when using the MCF for LCI, the recall rate
is higher than the SCF, so the feature is more suitable for LCI.

Considering that the case with high judgment deviation is an irrational case that
does not meet the judgment rules of most cases in the judicial system, but because the
service object of the inspection technology is the judicial supervisor, it is still necessary
for the supervisor to analyze and evaluate whether the judgment result is actually
rational, rather than the system to judge whether it is rational. What the system can do
is to automatically screen out the abnormal cases and submit them to the supervisors for
review, so as to avoid supervisors looking at all the cases, and improve the work
efficiency of supervisors. From this point of view, if the system can screen out the cases
with problems as much as possible and submit them to the supervisors, the effect of

Table 2. Performance with different Ks

K Recall Precision F1

10 0.8029 0.7051 0.7508
20 0.8029 0.7333 0.7665
30 0.7956 0.7785 0.7870
40 0.7664 0.7777 0.7720
50 0.7226 0.7734 0.7471
60 0.7080 0.7760 0.7404
70 0.7080 0.7822 0.7432
80 0.7007 0.7804 0.7384
90 0.7080 0.7886 0.7461
100 0.6934 0.7851 0.7364
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automated inspection will be achieved. The experiments in this section show that under
the optimal conditions, the inspection method defined in this paper can screen out
110 cases from 157 cases with problems, and realize the expected function to a certain
extent, and initially achieve the automatic inspection.

6 Conclusion

In this paper, we investigated an analogy-based approach to legal case inspection.
The SCF is trained via Doc2Vec, and the MCF is generated according to the judgment
model of theft cases. Then, the similarity calculation methods of the two features are
respectively defined, and the final similarity is the result of multiplying the feature
similarity by the stolen goods value similarity. In order to quantify the deviation of the
case, its calculation method is defined. The experimental results show that no matter
which feature is used, the best results are obtained when using the top 20 similar cases
of the target case, and the results of the two characteristics on the same dataset show
that the recall rate based on the case model is the better, which is considered to be more
suitable for LCI task. In future work, we will further validate and advance the proposed
method on various types of criminal case.
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