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Preface

It is our great pleasure to introduce the proceedings of the Second Edition of the
International Conference on Emerging Technologies in Computing (iCETiC 2019), held
during August 19–20, 2019, at the London Metropolitan University, London, UK. This
conference drew together researchers and developers from both academia and industry -
especially in the domains of computing, networking and communications engineering.

The theme of iCETiC 2019 was “Emerging Technologies” as outlined by the
Gartner Hype Cycle for Emerging Technologies, 2018.

iCETiC 2019 was organised by the International Association for Educators and
Researchers (IAER) and technically co-sponsored by the UK and Ireland Section of the
Institute of Electrical and Electronics Engineers (IEEE), the UK and Ireland Chapter
and the Bahrain Chapter of the IEEE Communications Society, as well as the Chester
and North Wales Branch of the British Computer Society (BCS).

The technical program of iCETiC 2019 consisted of 25 full papers in oral presen-
tation sessions in the main conference tracks. The major conference tracks were:

• Track 1 - Blockchain and Cloud Computing
• Track 2 - Security, Wireless Sensor Networks and Internet of Things (IoT)
• Track 3 - FinTech
• Track 4 - AI, Big Data and Data Analytics

Apart from the high-quality technical paper presentations, the technical program
also featured two keynote speeches and one invited talk. The two keynote speakers
were Professor Andrew Ware, Professor of Computing, Faculty of Computing, Engi-
neering and Science, University of South Wales, UK and Professor Garfield Southall,
Executive Dean for the Faculty of Science and Engineering at the University of
Chester, UK. The invited speaker was Dr. Mahmood Shah, Senior Lecturer in
e-Business within the School of Strategy and Leadership, Coventry University, UK.

It was also a great pleasure to work with such an excellent organising committee, who
put in very hard work in organising and supporting the conference. In addition, the work
of the Technical Programme Committee is also greatly appreciated: they completed the
peer-review process of technical papers and compiled a high-quality technical programme.

We strongly believe that the iCETiC 2019 provided a good forum for all
researchers, developers and practitioners to discuss recent advancements in computing,
networking and communications engineering. We also expect that the future iCETiC
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

May 2019 Mahdi H. Miraz
Peter S. Excell
Andrew Ware

Safeeullah Soomro
Maaruf Ali
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Performance Analytical Comparison
of Blockchain-as-a-Service (BaaS) Platforms

Md Mehedi Hassan Onik1 and Mahdi H. Miraz2,3(&)

1 Department of Computer Engineering, Inje University, Gimhae 50834, Korea
hassan@oasis.inje.ac.kr

2 The Chinses University of Hong Kong (CUHK), Sha Tin, Hong Kong
m.miraz@ieee.org

3 Wrexham Glyndŵr University, Wrexham, UK

Abstract. Both blockchain technologies and cloud computing are contempo-
rary emerging technologies. While the application of Blockchain technologies is
being spread beyond cryptocurrency, cloud computing is also seeing a paradigm
shift to meet the needs of the 4th industrial revolution (Industry 4.0). New
technological advancement, especially by the fusion of these two, such as
Blockchain-as-a-Service (BaaS), is considered to be able to significantly gen-
erate values to the enterprises. This article surveys the current status of BaaS in
terms of technological development, applications, market potentials and so
forth. An evaluative judgement, comparing amongst various BaaS platforms,
has been presented, along with the trajectory of adoption, challenges and risk
factors. Finally, the study suggests standardisation of available BaaS platforms.

Keywords: Atomic swap � Blockchain � Blockchain-as-a-Service � BaaS �
Cloud computing � Distributed ledger technology � DLT � Lightning network

1 Introduction

Blockchain, as first introduced in 2008 by Nakamoto [1], as the technology behind
Bitcoin, has now matured enough as a standalone technology. Applications of block-
chain have reached far beyond cryptocurrencies [2]. Examples of non-monetary
applications of blockchain include securities settlement [3, 4], supply-chain [2], HR
management [5], Healthcare [2, 6], decision making [7], personal data management [8,
9] and so forth [10]. In fact, blockchain is not a completely new technology, rather it just
a new incorporated mechanism utilising multifaceted existing technologies together –
such as distributed ledger technology (DLT), mathematical hashing, distributed net-
works, asymmetric encryption techniques, digital signatures and programming [11] –
for the system to perform seamlessly. A transaction in a blockchain ecosystem is trig-
gered by the sending node, verified and validated by the other participating nodes and if
a consensus is reached it is then added to the pool of “unconfirmed” transactions to form
a ‘block’. The creation of the block varies depending on the consensus algorithm (e.g.
Proof-of-Work, Proof-of-Stake etc.) used. However, once a block is successfully
formed, is then propagated to all the nodes in the network to be appended at the open end

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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of their existing copy of the chain. Thus, all the distributed copies of the database
(ledger) is updated and synchronised. Because blocks are mathematically bound by
cumulative hashes, altering a single transaction or even a single bit will invalidate that
block and rebuilding block with a new hash will invalidate the following blocks. Thus, it
acts as a “Trust Machine” [12] which brings immutability, security, eliminates single
point of failure (SPF) as well as the need for a third-party for establishing trust.

Cloud computing has been defined differently by different bodies or professionals.
However, the definition of cloud computing provided by the national institute of
standards and technology (NIST), part of the U.S. Department of commerce—in its
Special Publication 800-145 [13], is the widely accepted one. NIST [14] defines cloud
computing as “a model for enabling convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction.” Further to this definition, cloud
computing enables a model of IT service in any combination of IT resources – from a
network accessible data storage to a fully-fledged virtual machines, from hosted
application/service to application/service development infrastructure [15, 16]. A cloud
consumer can simply avail the required resources from the pool through service
orchestration. The resources are released and returned to the pool when the consumer
no longer needs them. The cloud model functions analogous to regular utility services
such as electricity. When required, a consumer plugs in the appliance into a socket and
switch it on – in most cases without knowing the details of how electricity is produced
and distributed. The consumers are only charged for whatever amount of electricity
they have consumed. In a similar way, the cloud model abstracts the IT infrastructure
for enabling the consumers to rent IT resources eliminating the associated costs and
risks of owning these resources. However, the cloud is not limited to infrastructure,
rather offers platforms, services and applications too making cloud service even more
pervasive. Finally, cloud converts capital expenditure (CapEx) and operational
expenditure (OpEx) making it popular among the small to medium enterprises.

One of the next generation cloud computing features is Blockchain-as-a-Service
(BaaS) – a fusion of blockchain technology and the cloud computing model. BaaS
enables offshoring the implementation of blockchain for any enterprise to the cloud
environment, without needing any IT expertise. Thus, enterprises can benefit from BaaS
as a utility service and serve their business need. BaaS relatively being a new addition to
both blockchain and cloud technologies, this article conducts an extensive survey of
relevant research literatures and projects as well as performs a performance analytical
comparison of Blockchain-as-a-Service (BaaS) platforms- Mainly those provided by
Microsoft, Amazon, Hewlett Packard (HP), Oracle and SAP. The paper also discusses
future challenges, risk factors and trajectory of adoption.

4 Md. M. H. Onik and M. H. Miraz



2 Overview of Blockchain-as-a-Service (BaaS)

2.1 Overview

Blockchain: The blockchain technologies utilise decentralised distributed ledgers for
recording the transactions across a peer to peer network. Without being dominated by
any central authority and/or middle man for “trust”, this technology can verify, validate
and complete transactions being autonomously governed by the coded protocol and
consensus approach powered by the nodes of the peer-to-peer networks. In fact,
blockchain technology was first introduced in 2008 as a core technology for a cryp-
tocurrency (i.e. Bitcoin) [1]. However, successful applications of BC in multifaceted
other use-cases beyond cryptocurrencies have instituted it as one of the cardinal
technologies of both the emerging and the upcoming industrial revolutions [2–10]
evident by the forecasted business value creation of blockchain technology to exceed
$3.1 trillion by 2030 [17]. Based on the level of write and read access to the ledger,
blockchain can be categorised into three types: public (permissionless) blockchain –

mainly for cryptocurrencies (e.g. Bitcoin, Ethereum), private (permissioned) block-
chain – mainly for non-monetary applications within a closed network and Federated
(consortium/hybrid) blockchain – a combination of both public and private mainly to
be used within a consortium (e.g. Hyperledger). Anyone at any time can join and leave
the public blockchain ecosystem enjoying full access to read and write (subject to
consensus). Joining in a private blockchain is restricted - read and write access are
controlled based on the roles of the nodes or other restrictions as imposed by the
protocol. In a hybrid blockchain, joining is sometimes controlled by invitations only –

while all the participating nodes enjoy read access as in public blockchain, write access
is limited as in private blockchain.

Blockchain-as-a-Service: Blockchain-as-a-Service (BaaS) means of building,
managing, hosting and using various aspects of blockchain technologies such as
applications, nodes, smart contracts and distributed ledger, on the cloud. Such cloud-
based service facilitates blockchain set-up, platform, security and other associated
features. Thus BaaS introduces the blockchain service platform, supporting blockchain
core features, based on cloud computing infrastructure with the integrated developing
environment for both the developers and the consumers [18–20].

In fact, the key concept of BaaS is almost similar to that of Software-as-a-Service
(SaaS). According to cloud computing orchestration, BaaS can function either
explicitly utilising Platform-as-a-Service (PaaS) or implicitly via Software-as-a-service
(SaaS). Based on how it is implemented, the locus of BaaS in a cloud computing
environment may vary. Figure 1 demonstrates the location of BaaS in an on-premise
local implementation. In such implementations, BaaS functions with the support of
both SaaS and PaaS. While BaaS receives the technical services (software) from SaaS,
it gets infrastructure support from PaaS. On-premise blockchain implementation is
highly expensive. Users of such local implementation require investing a significant
share of capital expenditure (CapEx) for maintaining the infrastructure and perfor-
mance of the DLT. The alternative economical approach is BaaS – a user can enjoy full
service of the blockchain technology even investing less. BaaS can manage blockchain

Performance Analytical Comparison of Blockchain-as-a-Service 5



consensus, forking, node validity, commodity exchange, backup, off-chain and on-
chain synchronisation all by itself. Similarly, BaaS can also manage resource, band-
width, internet connection and other associated services. However, BaaS provides the
enterprises with the flexibility to emphasise on business logic and functional need of
the blockchain. BaaS helps to create, develop, test, host, deploy and operate blockchain
related applications on cloud infrastructure. BaaS implementation fully out-sources the
technical overhead to the cloud service provider. Figure 2 shows the architectural
overview of BaaS.

2.2 Advantages of BaaS

Real-world blockchain use cases are rapidly emerging, but the skills and resources
required to build blockchain applications are neither widely available nor
cheap. Therefore, BaaS possesses the potentials to address this aperture and make
blockchain technology accessible to a broader audience. A few benefits of blockchain-
as-a-service (BaaS) are discussed here:

• With already established cloud platform blockchain adopters can receive seamless
service with far more fewer cost than actual (on-premise) implementation.

• In current blockchain architecture, several regulations and norms like node verifi-
cation, node attachment, node deletion, forking must be taken care off. However,
BaaS can take care of them without any intervention.

• Blockchain technology is being used beyond cryptocurrencies. Therefore, interac-
tion with another platform, service, infrastructure has increased a lot in the last few
years. Since BaaS blockchain technology is built utilising existing cloud infras-
tructure, PaaS, IaaS, SaaS and similar other aspects of the cloud remains native to
BaaS – offering a higher degree of interoperability.

• Current blockchain implementation requires a moderate degree of knowledge in the
domain of cryptography and distributed technologies. Alternatively, BaaS, which is

Fig. 1. Location of BaaS in compare with other cloud services
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offered as a complete service by the providers, allows deploying, managing and
operating of enterprise blockchain technology without any technical knowledge.

3 Overview of Available BaaS Platforms

3.1 Microsoft Azure BaaS

During late 2015, Microsoft aligned with Consensys to offer Ethereum Blockchain-as-
a-Service (EBaaS) [21]. As Microsoft corporation already possessed a widely used
infrastructure and cloud platform (i.e. Azure), coupling up blockchain technology as a
service on their existing Azure platform was a rational business move. In order to offer
BaaS, ‘Azure Blockchain Workbench’ was introduced with two major tools: ‘Microsoft
Flow (Ether.Camp)’ and ‘Logic Apps (BlockApps)’. The aforementioned establish a
scalable and integrated blockchain development environment along with a consortium
Ethereum blockchain application development environment. Azure Blockchain
Workbench (ABW) allows direct development of distributed applications (DApps)
without worrying much about the underlying system services. With the available REST
APIs, ABW facilitates the users to integrate other available services to interact with the
newly created personalised application. ABW has the ability to connect available

Fig. 2. Architectural overview of Blockchain-as-a-Service (BaaS)
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Microsoft services like office 365, Excel, SharePoint, 365 CRM and other available
services. More than 200 connectors are considered to provide a graphical user interface
in ‘Logic Apps’ and ‘Flow’ which minimise end to end blockchain management
complexity [20, 22, 23].

The ABW fully complement legacy Blockchain technology and provide core
blockchain services. Identity management is ensured with the help of the Azure active
directory. The Azure Blockchain Workbench also manage both the user roles and the
smart contract. It allows the users to write their own access and business logic code
(smart contract). Finally, for privacy-preserved data mining, ABW synchronised on-
chain information with off-chain SQL server (on demand). This empowers the data
analysing the scope of ABW many times. In addition, for seamless interaction amongst
available software services, Microsoft Azure also provides Azure Blockchain Devel-
opment Kit (ABDK). Microsoft ABDK offers linking interfaces, assimilating data and
systems, deploying blockchain networks. ABDK can interact with legacy applications
and protocols like FTP, Microsoft Excel, email data. Several legacy databases such as
SQL, Excel, PowerBi and Azure Search service as well as other SaaS deployment such
as SharePoint, Dynamics and office 365 can also be accessible by ABW though
ABDK. Key advantages of ABW are as follows [20, 22, 23]:

• Using ABW, configuration, deployment and testing of any BaaS application in a
consortium network can be performed by only a few clicks. ABW’s by default
ledger deployment and network infrastructure reduces infrastructure creation period.

• Overall blockchain technology development time and the cost are reduced by
making proper use of Azure cloud services such as Azure Active Directory (AD) for
easier sign-in and identity checking, storing private keys with Azure Key Vault,
secure and easy messaging among blockchain nodes, off-chain and on-chain data
synchronisation for privacy-preservation and visualisation.

• ABW facilitates easy integration between any business entity and the blockchain
technology. With Microsoft’s ABW and ABDK (REST-based API) interaction,
messaging, verifying with blockchain nodes (clients) have become much easier than
before.

• Finally, Microsoft acquires comparatively more platforms, services and infras-
tructures than any other cloud providers. This leaves a company with higher success
and lower compatibility issues.

3.2 Amazon AWS BaaS

Initially, Amazon started providing blockchain by partnering with third parties (R3,
Kaleido) [24, 25], however, it recently announced its own blockchain platform. Later,
Amazon declares its own blockchain service based on Hyperledger in two different
forms: Amazon Quantum Ledger Database (QLDB) and Amazon managed Block-
chain. In addition, Amazon’s AWS provides developers with a wide selection of
blockchain frameworks with minimum pricing [24, 25].

Blockchain Amazon Quantum Ledger Database (QLDB): Amazon QLDB is a new
database that provides the functionalities of a distributed ledger database without
creating a ledger. Amazon QLDB mainly focused on developing an immutable and
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transparent ledger. This QLDB can create a distributed ledger application both with
relational and blockchain database. To maintain both immutable (relational) and dis-
tributed (Hyperledger Fabric and Ethereum) databases simultaneously, individual
blockchain node along with the network must be validated. In order to track every data
exchange among blockchain nodes, QLDB maintains a ledger named Journal. It’s an
immutable transaction log where transactions are saved as a new block. In addition, the
journal determines current and history of all the transactions [24, 25]. Figure 3
demonstrates the architecture of Amazon Quantum Ledger Database for BaaS.

Amazon Managed Blockchain: Amazon Managed Blockchain (AMB) is a block-
chain network backed by the Hyperledger fabric. A full network can be installed within
10–15 min. It’s a private network meant solely for blockchain based technologies.
However, most of its functionalities are the same as QLDB [24–26]. Figure 4 presents
the basic architecture of Amazon Managed Blockchain as a BaaS.

Fig. 3. Amazon QLDB (BaaS) [24–26]

Fig. 4. Amazon managed Blockchain (BaaS) [24–26]
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3.3 IBM BaaS

IBM revealed BaaS in the year of 2017 using the Hyperledger fabric on IBM cloud. This
allows any private and public organizations to introduce private, public or consortium
blockchain. IBM also introduced a ‘SecureKey Technologies’, a digital identity sharing
key to protect the public-private key. IBM claims its ‘blockchain-as-a-service’ tech-
nology to be highly auditable and performs better than other SaaS services [27–29].

IBM provides SaaS through ‘Bluemix’ [27–29]. With the help of the ‘Bluemix’,
developers are allowed to create blockchain application without any extra setup. With
the aid of ‘Bluemix’, ‘Hyperledger Fabric’ and IBM cloud users can directly develop a
DevOps and deploy Chaincode. Chaincode is a software used by IBM to maintain
business logic (consensus) and can be written with Go and Node.js. IBM blockchain
has ‘Transactor’s who are actually acting as clients using application programming
interfaces (API) and software development kit (SDK). IBM also introduces the concept
of the validating peer (VP) and non-validating peer (NVP). Only VP are able to
participate in IBM SaaS directly. Alternatively, NVP can also be connected with the
chain via REST API. However, for security reason, NVP can only forward a request to
a VP rather than performing the actual work. High-level architecture of IoT applica-
tions that use IBM Cloud-based Hyperledger services is shown in Fig. 5. As of now,
IBM has two versions of BaaS (1.0 and 2.0). IBM BaaS 2.0 [30] is comparatively more
robust and offer the following benefits:

• The current version of IBM BaaS (2.0) allows large scale development, extensive
test and public production in a single BaaS environment.

• The IBM Blockchain platform supports the smart contracts to be written in three
popular languages such as JavaScript, Go and Java.

• Operation, governance and deployment of the blockchain components are solely
controlled by the users.

• IBM BaaS nodes can operate in any environment such as private, public and hybrid
clouds.

Fig. 5. IBM BaaS [30]
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3.4 Hewlett Packard (HP) BaaS

Hewlett Packard Enterprise (HPE) introduced their first ever BaaS named ‘Mission
Critical Distributed Ledger Technology’ (MCDLT) or DLT as a Service [31]. HPE’s
MCDLT includes higher scalability and SQL integration with blockchain technology.
This solution includes replacing on-premise user infrastructure with public cloud
environment or generic infrastructure. HPE partnered with R3 (software company) to
establish a 100% fault tolerance blockchain application development platform for
enterprise use.

3.5 Oracle BaaS

Oracle recently introduced Oracle Blockchain Cloud Service (OBCS) besides their
already established Platform as a service (PaaS) and Software as a Service (SaaS) [32].
In order to start the internal blockchain (distributed ledger) project quickly, Oracle
BaaS introduced two key concepts [33]. Firstly, OBCS possesses turn-key sandbox
which is solely designed for the developers. Secondly, independent software vendors
(ISV) facilitates easy deployment of blockchain technology regardless of their vendor
(Fig. 6).

3.6 SAP BaaS

A great addition to BaaS is SAP Blockchain [34]. SAP introduced both SAP-Cloud-
Platform Blockchain Service and SAP HANA Blockchain Service. SAP HANA con-
nects any SAP HANA database to the most popular enterprise blockchain platforms
[35]. This provides very interesting capabilities that were previously unheard of in the
blockchain ecosystem.

Fig. 6. Oracle BaaS [33]
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SAP HANA blockchain (BaaS) connects the SAP HANA database with dis-
tributed ledger technology (DLT). SAP HANA supports stellar consensus protocol
(SCP) blockchain within it. SCP blockchain can be hosted on any third-party cloud and
local infrastructure. In addition, SAP HANA cloud services are only available if it is
hosted on SCP. SAP HANA is not a blockchain node, rather it configures the connection
properties of SCP. SAP HANA BaaS maintain the blockchain transaction details in 3
types of SAP HANA database tables, as shown in Fig. 7:

• Blocks and transactions information is saved as ‘Raw data’.
• History of transactions along with the messages is kept in a ledger.
• Latest valid tuples of a blockchain transaction are saved in ‘Worldstate’.

4 Comparison of BaaS Platforms

From the aforementioned sections with few other studies [36–41], we compare the
performance of the available BaaS platforms. Table 1 provides availability of the
several blockchain hosting platforms by top BaaS platforms:

In Table 2, other aspects are compared to available BaaS services. Available
partners, major users, authentication mechanism, pricing, blockchain access type,
development facility and scalability factors are compared amongst key BaaS platforms.

In summary, as Azure and AWS have already established cloud infrastructure, they
are in a strong position than other services. Alternative, an increase of on-premise (local
database) use intensify the usage of Oracle, IBM and SAP services. However, service
provided by Azure and AWS is costly while SAP provides relatively cheaper service.
As BaaS platforms’ security, cost and efficiency are changing rapidly, a stable release

Fig. 7. SAP HANA BaaS [34]
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of enterprise BaaS platforms will open more scopes for comparison. Next section will
discuss the future scopes, research directions and recommendations to help choosing
efficient BaaS platform.

Table 1. BaaS platform vs Hosting platform availability comparison

Ethereum Quorum Corda Hyperledger fabric Multichain Digital asset

AWS √ √ √ √

Azure √ √ √ √ √

Google √ √ √

HPE √

IBM √

Oracle √

SAP √

Table 2. Comparison of BaaS platforms

Azure AWS IBM Oracle SAP

Major partner Corda,
Blockapps,
GoChain,
Consensys

Cisco, Intel,
Keleido,
Corda, R3,
Blockapps

SecureKey
Technologies,
Canadian banks

Tron, Aurora,
Steemit, Pantera

Intel, UPS,
HPE, Airbus

Major user Xbox, 3 M
and
Insurwave

T mobile and
Guidewire

Arab Jordan
Investment Bank,
CargoSmart,
Certified Origins,
Intelipost, Nigeria
Customs

commercial bank
Banco de Chile,
Circulor, SERES,
and CDEL,
HealthSync

Authentication
and
authorization

Active
Directory

Identity and
Access
Management

IBM Secured
Services Containers

Identity
federation

Service Key

Pricing Subscription
plan and pay
as per sue

Pay as per
use

Monthly
Subscription, Free
trial

$0.75 pay as you
go

Blockchain
type

Permissioned Permissioned Permissioned Permissioned,
Consortium

Permissionless

Development
facility

High with
Microsoft
development
kit

Medium,
limited only
with AWS
kit

IBM Bluemix
development
platform

Hyperledger
Fabrik SDK

Not yet
Released

Scalability High with all
Microsoft
products

Provide API
for quick
node
creation

IBM Smart Cloud
only

Performance Analytical Comparison of Blockchain-as-a-Service 13



5 Future Research Challenges and Risk Factors

Three major problems of blockchain technologies, as inherited in its architecture, are
lack of scalability [3, 42], lack of interoperability [3, 43] and its antithetic stand against
the notion of green computing [44, 45]. On the contrary, despite its widespread
adoption, cloud computing also suffers from varies limitations such as lack of stan-
dardisation leading to vendor lock-in, security and privacy concern as well as data
ownership and locality issue. While both the technologies are relatively immature,
integration of both may give birth to new complexities in terms of technical aspects.

Blockchain highly suffers from scalability problem due to its capped transaction
latency as well as consensus approach – as injected in its architecture to provide better
security and to eliminate double spending problem [42]. Many research have been
conducted so far to overcome this issue, keeping the base technology unaltered as it has
already been proven to be highly secure. Recent advancement in the development of
Bitcoin’s lightning networks (LN) and similar technologies forecasted to play a vital
role in addressing this issue. In a LN [42], direct transactions between two parties can
take place in a tête-à-tête fashion, via a payment channel constructed in a separate
(second) layer on top of the base layer of the chain. These transactions are considered
as intermediate transactions which are not subject to normal consensus approach. As a
result, the transactions are “instantaneous”. That being said, they are still relatively
slow compared to fiat currency transactions such as those facilitated by Visa. While the
intermediate transactions broadcasted to the nodes of the peer-to-peer network for
consensus, the final balance needs to be validated and verified by the nodes for set-
tlement on the base chain once a channel is closed. With the help onion style routing, it
is possible to perform LN transactions amongst the peers who are not “directly”
connected by any LN channel between themselves, while maintaining the same level of
privacy. However, the success of LN depends on the level of future technological
maturity as well as the rate of adoption. BaaS can play an important role in this regard,
by implicitly increasing the LN adoption trend.

Because tokens or coins exist only on their respective native chains, there is no
straightforward method to swap two different tokens or coins or (transaction) data of
different blockchain ecosystems. However, the recent development of Atomic Swaps
[43] holds the potentials of addressing the interoperability problem to some extent. The
term “Atomic” has been taken from database systems where atomicity means an
operation (i.e. swap of two different cryptocurrencies in this case) will happen either
completely or not at all. LN network powered atomic swaps also support off-chain
scaling. Thus, both LN and Atomic Swaps together – if the technologies mature as
expected – possess great potentials to accelerate BaaS adoption.

Most of the blockchain consensus approaches, including the most widely use
Proof-of-Work (PoW), demand a tremendous amount of power consumption. Thus, its
antithetic stand against the notion of green computing is highly critiqued [44]. How-
ever, if the tasks associated to consensus are outsourced from the cloud nodes via BaaS,
which are already being run anyway, can save the “extra” demand of electricity needed
for this purpose [45].
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One of the major problems of cloud computing, as stated above, is the lack of
standardisation leading to vendor lock-in i.e. lack of interoperability and portability.
A vendor lock-in takes place when altering the cloud service provider becomes either
impossible or highly expensive. Such situations mostly happen when there are non-
standard proprietary services offered by the cloud service providers or if there are no
viable alternatives. With the maturity of the cloud technology, while “generic” cloud
services today is far more standardised than it was in the past, this is not the case for
specific cloud services such as BaaS. Thus, lack of standardisation may still remain as a
major challenge and risk factor for BaaS. While technologies like atomic swaps may be
applied to address this problem, the viability has not yet been measured and it remains
uncertain concerning to what extent atomic swaps can help.

Since BaaS is not primarily aimed to facilitate cryptocurrency transactions, rather
the targeted applications are in the domain of non-monetary data transactions and
storage, it is not going to be a subject to money-laundering or other financial regula-
tions. However, both blockchain and cloud computing being distributed in nature, they
are subject to data ownership, data localisation and data privacy regulations, especially
in regards to EU General Data Protection Regulation (GDPR) and similar other reg-
ulations in various legal jurisdictions [42, 43].

To surmise, cloud computing, blockchain technologies and the fusion of both i.e.
Blockchain-as-a-Service (BaaS) are still considered as immature technologies. Thus,
the fusion possesses significant risk factors and the future adoption trend of it signif-
icantly depends on many aspects including legal and regulatory ones.

Finally, the study suggests the following key considerations while choosing a BaaS
platform:

1. Feasibility of the BaaS platform to solve real-world problems.
2. Scalability of the BaaS platform to host ever-increasing hosts (nodes).
3. Availability of the community support of a BaaS platform.
4. Feasibility of the BaaS platform from coding or modification perspectives.
5. Adaptability with the existing technologies.
6. Accessibility (public, private or consortium) of a BaaS platform.
7. Security and privacy of a BaaS platform.

6 Conclusions

Bybriefly introducing both the blockchain and the cloud computing technologies, the paper
then presents the concept of Blockchain-as-a-Service (BaaS) – the fusion of both the
technologies. A comprehensive survey of the current status of BaaS in terms of techno-
logical development, applications, market potentials and so forth was also presented. To
form an evaluative judgement, the paper also compared various BaaS platforms such as
Microsoft Azure Ethereum Blockchain-as-a-Service (EBaaS), Azure Blockchain Work-
bench - Microsoft Flow (Ether.Camp) and Logic Apps (BlockApps), Amazon AWS,
Amazon Quantum Ledger Database (QLDB), Amazon Managed Blockchain, IBM BaaS,
Hewlett Packard (HP) Mission Critical Distributed Ledger Technology (MCDLT), Oracle
Blockchain Cloud Service (OBCS), SAP-Cloud-Platform Blockchain Service and

Performance Analytical Comparison of Blockchain-as-a-Service 15



SAP HANA Blockchain Service. The paper also attempts to forecast the trajectory of
adoptionofBaaS and its challenges aswell as risk factors. Finally, future researchdirections
are outlined.

In future, our goal is to establish an access control aware personal information
access platform with BaaS architecture. In addition, future studies will consider R3,
HPE R3, BitSE, Blocko, PayStand, Blockstream and other BaaS platforms. In our
future studies, energy efficiency and privacy preservation in blockchain technology will
be our main concern.
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Abstract. The blockchain design pattern has many variations and is a concept that
will continue to lead many implementations in the years to come. New design and
implementation patterns are frequently being announced and the choices available
continue to expand. The design patterns imply tradeoffs which are reviewed.
We begin by describing the components of a blockchain; network nodes, blocks

and consensus in a concept. We further elaborate on the key characteristics of the
various design areas that are available adding emphasis to those used in private
blockchains.
The individual components can be designed in different ways and imply tradeoffs

between such quality attributes as performance and security or availability. We
conclude with an initial tradeoff matrix that identifies the quality attributes that one
should look for in designing these software systems.

Keywords: Blockchain � Cyber-attacks � Secure software architectures �
Software architecture attributes � Software design tradeoffs

1 Introduction

Blockchain has become a common “house-hold” word in the vocabulary of almost all
technology. This relatively new pattern of data sharing and encapsulated validation has
impacted many public and private organizations. What started with simple exchange in
values through crypto-currencies has become a veritable eco-system of different design
and implementation choices. An experienced designer must still consider the far-
reaching implications of selecting one course of action over another.

From its roots, deep in distributed operating systems and databases through current
implementation, the pattern for information hiding through encryption and sharing of
that information with other parties has continued and is continuing to evolve through
requirements that are sometimes unknown until implementation. The pattern has been
made famous by the implementation of bitcoin, a crypto currency. In a primary
objective, the pattern allows for transferring value between the peers through consensus
and encryption of results in a cumulative event ledger.

However, in addition to exchanging value concepts, the pattern is also very useful
for sharing secrets or other information between participants. This particular sharing
has been adopted by researchers and industry advocates for transmitting sensitive or
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private information between trusted parties in a group [1]. An example of this particular
sharing is the transmission of PKI (private key infrastructure) keys in a network where
only the intended receiver can decode such a transmission and by virtue of the
blockchain pattern cannot repudiate (negate receipt) of that specific information. Fur-
thermore, a block is mathematically bound with subsequent blocks through progressive
hashing. The cumulative effect of this is to make the transaction a permanent one in the
event registry.

This objective of this paper is to segment the key software quality attributes and
associated tradeoffs a designer should consider when architecting a solution with this
pattern in mind. As mentioned above, the standard is evolving and will continue to do
so for the foreseeable future. We discuss our assessment of these key tradeoff patterns
and provide a matrix that identifies the ones that should be especially considered in
software design. We however do remind the reader that these are only considerations
not to be omitted in addition to consideration of all software quality attributes for any
solution design.

2 Related Work

Many variations have been had to the famous Nakamoto [2] paper; the precursor to the
famous bitcoin series of crypto currencies. This first paper on the nature of exchange of
value through the blockchain design pattern has been adopted and now constitutes
several billion currency units of value in over 700 crypto exchanges around the world;
bitcoin being the most famous.

Since Nakamoto in 2008, most of the implementations of blockchain have had
crypto currency as their target. However, in recent studies, the design pattern has begun
to be adopted as a means to transmit data while preserving the key attributes of privacy
and encryption. Indeed, many technology implementations have begun to look at this
design pattern as a means to protect private exchange of information between interested
parties [3, 4].

A significant difference in implementation patterns exists when a private blockchain
is implemented versus a public blockchain [5]. In a public blockchain environment,
parties do not necessarily have to know or trust each other in order to exchange value.
Rather they can exchange by creating a block that is cryptographically validated by
others in the network known as miners who are incented to validate by receiving shares
of crypto currency for the one that validates the block first.

In contrast in a private exchange of data, the parties wish to know and trust each
other before the exchange happens. Some examples of private blockchains include
distribution of sign-on credentials [1] or authentication of agents delivering content on
a home [6]. In these cases, the “value” to be exchanged is a secret or information that is
only known to the sender and receiver [7] and potentially to other trusted parties in the
closed network of operation for the blockchain.

As previously mentioned, significant amounts of intellectual capital have been
spent on public blockchains. However, our focus is the private blockchain as a means
to guarantee key properties of secure transmission models. We have written about
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usage of this design patterns in previous work and have focused mostly on the con-
sensus architecture requirements and implementation [8].

Our previous work was dedicated to modeling different consensus algorithms and
their impact on resource consumption. Most of the literature compares those algorithms
to the Byzantine General’s Problem [9] since it has become a pseudo-standard for
measuring performance characteristics in newer algorithms. In this work however, we
expand the scope of our discussion to include the other aspects of the blockchain
architecture requirements in relation to Private exchanges. In a later section we discuss
the block, smart contract, network, consensus and cryptography aspects.

3 Design Considerations

There is some variability in the definition of components required for a successful
implementation. However, there is general agreement that the components required for
the pattern to work include:

• A block architecture; the contents and specifications of the actual block of data to be
transmitted [10].

• The scope and specifications of the smart contract; a smart contract is a reference to
a set of procedures that the block will operate or has been operated in an offline
fashion [11].

• The consensus model; the process whereby the participants agree in adding the new
block to the chain [12].

• The network of participants; the group of valid members that can perform the basic
operations of exchange and validation [13].

• The cryptography algorithm; the method for encrypting the block by carrying
forward necessary information, a mathematical formula result and a unique number
a “nonce” or number that is only used once [14].

3.1 General Architecture Requirements by Component

A brief description of each component was previewed above, this section discusses
them in more detail.

1. Block: this is the specific unit of information that is “chained” by reference to the
prior block. The block must be able to contain the following components (Fig. 1
below from ethereum.org):
a. A mathematical reference to the prior block, usually in a part of the encryption

result from that prior block.
b. A mathematical reference to a unique number included as input into the block

encryption algorithm (the “nonce”).
c. A mathematical reference to the actual data being encrypted.

The result of the encryption algorithm (for example RSA, or SHA-512 or SHA-256
[15]) as required by the overall parameters of the implementation and combining the
three previous components.
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2. Smart Contract: this is an optional item but one which is quite popular in business
transaction processing. The smart contract is a block that defines a set of procedures
in the actual data payload or a reference to another part of the blockchain with those
references. The smart contract, when invoked by a special block-type, will produce
a result that operates on the input data of that other block. The smart contract may
contain the algorithm for processing the additional data or may reference a specific
location for those instructions [16].

3. Network: Network in this context means the group of members that are on-boarded,
validated, able to operate and off-boarded in the blockchain [17].

4. Consensus Model: This is the method whereby sufficient proof of validity is pro-
vided by a given set of participants in order to append the block and commit it to
permanent storage in the chain. The two most popular ones appear to be Proof of
Work (PoW) [18] in public blockchains and Byzantine Fault Tolerance Consensus
(BFTC) [19] in private. Discussion of these details is beyond this paper but in a
succinct explanation is that PoW deals with presentment of sufficient available
computation usage to validate the block while BFTC deals with validation of voting
by valid voter nodes [13].

5. Encryption Method: This pertains to the mathematical technique used to encapsu-
late the block into a number that is computationally inefficient to derive before the
next block is appended to the chain [20].

Next, we will describe each one of the above components in light of variations that
can be included in the implementation of those blockchains.

3.2 Key Variability Parameters by Architecture Component

Each of the architecture patterns has a variety of choices that ultimately influence the
achievement of objectives in the blockchain implementation. The major component
variabilities and impacts are discussed below.

1. Block: the block architecture itself is a major influencer on the objectives. On one
hand, the block needs to be sized appropriately in order to include the necessary
data. On the other however, if the block is too large the impact is felt in encryption

Fig. 1. Blockchain architecture.
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computation and latency of transmission [18]. Still on the other hand, a large block
provides by definition a larger cyber-attack surface.

2. Smart Contract: The nature of the smart contract has a very large impact on both
performance and attack resilience. By including a smart contract in the imple-
mentation complexity and additional overhead is acquired [13]:
a. If the contract is wholly contained in the design then by definition, some of the

prior blocks will need to be modified. A wholly contained smart contract is a
type of block that is mutable as it processes and receives the effect of
transactions.

b. If the contract has a reference to a third location, the attack surface is expanded,
performance could be impacted by additional steps to be taken in retrieval and
update of external entities and finally, for subsequent block encryption, this
result must be taken into consideration so the cryptography rules can continue
unimpaired.

3. Network: the variability in the network aspect is the rules for adding/processing/
deleting nodes/actors in the chain. This might seem to be the most secure but it is
where Impostor and Sybil [7] attacks have most frequently come from. The vari-
ability in private blockchain comes as a function of the complexity to join versus the
usability of the method. A strict adherence to high trust necessitates high com-
plexity to belong in most cases. That additional overhead needs to be balanced with
the usability of the blockchain.

4. Consensus Model: this is the area of highest variability in the implementation
design. There are several dozen consensus models that have both computational
overhead and complexity required to ensure agreement without tampering. Several
discussions on these algorithms are out there [21, 22].

5. Encryption Method: most of the blockchain patterns defined will use accepted
methods of cryptography and these are well documented [15]. The biggest issue
identified has been the potential for quantum computing usage to break those
algorithms. Several studies exist on post-quantum cryptography and we strongly
suggest incorporating some of those initial rules into the design [23].

3.3 Software Architecture Quality Attributes

The Software Engineering Institute (SEI) has published guidelines for designing
software systems with emphasis on architecture [24]. They are as follows:

1. Availability; the system is there and ready for interaction.
2. Modifiability; the system is able to be altered.
3. Testability; includes facilities for validation of results.
4. Interoperability; able to interact with other systems.
5. Security; resilience to cyber-attack.
6. Performance; achieves SLA targets.
7. Usability; user able to use system for designated purpose.
8. (Optional) Extensibility; able to extend functionality beyond its original enterprise

level scope.
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These attributes are key in determining the quality of the software system and
usually work against each other (for example, performance vs security). Our main
contribution in this paper is the focus of our next section; how do these tradeoffs work
to enhance or deter each other.

4 Quality Attribute Tradeoffs

Software Quality Attributes will drive decisions that will shape the final solution [25].
In this section, we discuss the overall tradeoff process while also elaborating on the
tradeoffs that are more prevalent in the blockchain design pattern.

4.1 Architecture Design Implies Tradeoffs

Architecture design implies tradeoffs between quality attributes in order to deliver a
solution that reasonably complies with stated requirements. Quality attributes are
typically in conflict with each other, for example, the testability attribute which
includes verbose output might be in conflict with the security attribute which aims at
hiding the attack surface (verbose output implies additional code that may be turned on
to describe what’s happening but this code could also be attacked). Another example
would be the conflict between interoperability and performance. If a system is designed
with very high level of interface abstraction and cohesion it might cause the system to
use more cycles and impact performance requirements. These tradeoffs are even more
specific for blockchain design and are discussed in the next section.

4.2 Key Blockchain Architecture Tradeoffs

These are some of the more important tradeoffs in blockchain architecture design. They
are complemented further from the list provided by [26–28]:

1. Storage vs Computation: the amount of storage required by the block will affect the
computation requirements; a larger block will require more computation to encrypt
since there are more elements to encrypt. The design tradeoff in this case is
Usability vs Performance.

2. Anonymity vs Trust: if the parties do not know each other they most likely need to
verify proper identities through the use of public/private keys. This additional step
will require a different design pattern. The design tradeoff in this case is Interop-
erability vs Security.

3. Incentive variations: by definition, the pattern requires distributed validation before
blocks can get appended. Participants are usually incented to validate in order to
carry out this function. In public chains, this means allocation of value to those
participants which implies tracking value in the network. Similarly, in private, the
incentive schemes vary, in the simplest form it could mean that the participant must
validate prior blocks before theirs gets appended. The design tradeoff in this case is
Extensibility vs Usability.

24 J. M. Medellin and M. A. Thornton



4. Degree of Distribution: In traditional Nakamoto patterns, the participants keep
copies of the blockchain. However, there are different patterns which may require
that smart contracts reside offline, on the chain in a centralized or other node. The
design tradeoff in this case is Interoperability vs Extensibility.

5. Scalability vs Latency: These two attributes are closely tied into performance. In
most cases, systems are designed for fulfilling a certain return time to users that is
specified in requirements. When those limits are exceeded by larger scale (more
volumes) the processing of blocks begins to lag, in some cases well beyond the
expected requirements. The design tradeoff in this case is Availability vs
Performance.

6. Immutability vs Process Functionality: This happens mainly on implementation of
smart contracts. One of the key tenants of the architecture is that it is a permanent
record. The inclusion of smart contracts can either violate (by having data offline or
modifying previous blocks) or preserving it (by restating the smart contract, pre-
vious states and the of new state). The design tradeoff in this case is Security vs
Usability.

7. Consensus Algorithm Selection: This tradeoff relates to the selection of the con-
sensus approach to validation. In Nakamoto for example, the PoW constitutes both
a security approach (51% of the omputation) and validation of the block
(encryption/finding the “nonce”) while in other approaches, this could be varied to
provide a level of accuracy and protection that may not be as computationally
intense. The design tradeoff in this case is Security vs Performance.

4.3 Architecture Tradeoff Matrix

We next proceed to defining the tradeoff attribute matrix. The numbers in cells refer to
the discussion number in 4.2 above.

Availability Interoperability Modifiability Performance Security Testability Usability Extensibility

Availability 5

Interoperability 2 4

Modifiability

Performance 5 7 1

Security 2 7 6

Testability

Usability 1 6 3

Extensibility 4 3

Fig. 2. Key architecture quality attribute tradeoff matrix
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5 Tradeoff Discussion

Bearing in mind that a holistic view of all quality attributes is best practice [24] one
should design for all quality attributes (by usage of patterns that facilitate them and
embed in design [29]). However, some quality attributes are key in different archi-
tectures and will typically require additional tradeoff analysis to solve [30]. Figure 2
above depicts the major quality attribute tradeoffs identified in earlier sections of this
document.

5.1 Key Attribute Tradeoff Discussion

From a purely numeric perspective, it is evident that performance, security and
usability are the most impacted attributes. This intuitively makes sense since perfor-
mance is taxed by adding requirements for security and usability (both of which require
additional resources and potentially more design impacting performance decisions).
Interoperability and extensibility are a close second in this tradeoff analysis. This also
intuitively makes sense since blocks are dependent on each other to deliver function-
ality and the variety of design patterns requires extensibility to enable design those
additional features. Finally, availability (although only one tradeoff is noted) is a very
important quality attribute since if the blockchain system is unavailable or underper-
forms (as in the case of some crypto currencies) it will render the system unusable.

The modifiability and testability attributes do not seem to have specific tradeoffs
(beyond those normal software systems require). This also intuitively makes sense
since to our knowledge there are no specific requirements to modify code or test that
code beyond what would be required in normal transactional or other types of systems.

5.2 Use of the Key Attribute Tradeoff Matrix

As mentioned above, all attributes should be considered in the design decisions (most
design patterns incorporate them [31]). The objectives of this document are to convey
which quality attributes seem to be more important from our research. The matrix
should be used as an additional checkpoint to ensure these key issues are considered by
the designer of blockchain systems.
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Abstract. Bitcoin was launched in 2009, becoming the world’s first ever
decentralized digital currency. It uses a publicly distributed ledger called the
blockchain to record the transaction history of the network. The Bitcoin network
is structured as a decentralized peer-to-peer network, where there are no central
or supernodes, and all peers are seen as equal. Nodes in the network do not have
a complete view of the entire network and are only aware of the nodes that they
are directly connected to. In order to propagate information across the network,
Bitcoin implements a gossip-based flooding protocol. However, the current
flooding protocol is inefficient and wasteful, producing a number of redundant
and duplicated messages. In this paper, we present an alternative approach to the
current flooding protocol implemented by Bitcoin. We propose a novel protocol
that changes the current flooding protocol to a probabilistic flooding approach.
Our approach allows nodes to maintain certain probabilities of sending infor-
mation to their neighbours, based on previous message exchanges between the
nodes. Our experimental evaluation shows a reduction in the number of
duplicated messages received by each node in the network and the total number
of messages exchanged in the network, whilst ensuring that the reliability and
resilience of the system were not negatively affected.

Keywords: Bitcoin � Peer-to-Peer � Flooding � Cryptocurrencies �
Information propagation

1 Introduction

Cryptocurrencies, of which Bitcoin is the most popular, have risen greatly in popularity
in recent times. With the popularization of cryptocurrencies comes an increase in daily
users. As a result of this increase in daily users, countless more transactions are made
within the network leading to an increase in network resources and power consumption
by the systems in order to maintain the cryptocurrencies. For example, Bitcoin between
2011 and 2012 averaged approximately 7,000 transactions per day, but at the time of

This work was supported, in part, by Science Foundation Ireland grant 13/RC/2094 and co-funded
under the European Regional Development Fund through the Southern Eastern Regional Operational
Programme to Lero - the Irish Software Research Centre (www.lero.ie).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
M. H. Miraz et al. (Eds.): iCETiC 2019, LNICST 285, pp. 29–45, 2019.
https://doi.org/10.1007/978-3-030-23943-5_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_3&amp;domain=pdf
http://www.lero.ie
https://doi.org/10.1007/978-3-030-23943-5_3


writing, Bitcoin currently averages approximately 270,000 transactions per day, with
the daily trading value estimated at approximately $700 million1.

Bitcoin uses a publicly shared distributed ledger known as the blockchain to
maintain the transaction history in the network. Transactions in the network are
grouped together and placed in blocks. Bitcoin uses proof-of-work (PoW) as its con-
sensus mechanism [1]. In PoW, participants in the network are challenged to solve a
computationally difficult problem, from which blocks are produced when solved. By
successfully completing the PoW puzzle, the newly created block is then added to end
of the already existing chain of blocks. The linking of the blocks to create the chain of
blocks ensures a serial and chronological ordering of transactions, allowing all the
nodes in the network to agree on a common ordering of transactions. The blockchain is
maintained in a decentralized manner by all the nodes participating in the network.

As the Bitcoin network is structured as a decentralized peer-to-peer network (P2P),
information is disseminated across the network through gossip-based flooding [2].
Nodes participating in the network do not have an entire view of the network. Instead
of having an entire view of the network topology, nodes are only aware of the other
nodes that they are directly connected to, known as their neighbours. Due to the
decentralized nature of the network, if a node wants to broadcast new information
across the network, they must follow Bitcoin’s implementation of the flooding pro-
tocol. By following the flooding protocol implemented by Bitcoin, nodes will broadcast
their desired information to each of their connected neighbours. Once received, the
node’s neighbours will then in turn broadcast the newly received information to their
neighbours, who will then broadcast it to their neighbours until eventually the infor-
mation is received by all the peers in the network [3]. However, this flooding protocol
for information dissemination is wasteful, producing a large number of redundant and
duplicated messages.

1.1 Our Contributions

In this paper, we present a novel protocol that aims to change the current flooding
protocol implemented by Bitcoin. The proposed protocol changes the flooding protocol
implemented by Bitcoin to a probabilistic flooding approach. The proposed proba-
bilistic flooding approach is based on the idea that nodes in the Bitcoin network have a
wide variance in the number of neighbours they are connected to. Therefore, if a node’s
neighbour is well-connected in the network, they are likely to already have the
transaction that the node was going to transmit to it, making the message redundant.
However, if a node’s neighbour is less connected in the network, they may likely not
have the transaction and may need the transmitting node to broadcast the transaction to
them. As a result of the wide variance in the number of neighbours a node may have,
we propose a probabilistic flooding approach where a node maintains a “probability of
sending” for each of their neighbours based on previous message exchanges between
the node and the neighbour. The main objective of the change in protocol is to reduce

1 https://www.blockchain.com/charts/estimated-transaction-volume-usd?daysAverageString=7timesp
an=all.
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the number of redundant and duplicated messages being generated in the network
whilst ensuring that the reliability and resilience of the system is not negatively affected
by the change in protocol.

1.2 Paper Structure

The remainder of the paper is structured as follows: Sect. 2 presents an overview of
Bitcoin, Sect. 3 discusses the Bitcoin network and Information Propagation, Sect. 4
discusses related work, Sect. 5 presents our probabilistic flooding protocol, Sect. 6
evaluates our protocol and Sect. 7 concludes the paper.

2 Bitcoin Overview

Bitcoin was proposed in 2008 and launched in 2009, under the pseudonym Satoshi
Nakamoto in their paper entitled “Bitcoin: A Peer-to-Peer Electronic Cash System” [1].
The objective of Bitcoin is to create a means of exchange, without dependence on a
central authority, that could be transferred electronically in a secure, verifiable and
immutable way. The most important attribute of Bitcoin is the decentralization nature
of it - the lack of dependence on a central server or trusted parties. As mentioned in a
forum post shortly after Bitcoin was launched, Satoshi wrote that “The root problem
with conventional currency is all the trust that is required to make it work”2.

In the following subsections, we will describe the main building blocks of the
Bitcoin system.

2.1 Transactions

Transactions are the most important part of the Bitcoin system. Everything else in
Bitcoin is designed so that transactions are able to be created, propagated, validated and
added to the global distributed ledger used in Bitcoin (also known as the blockchain).

At an abstract level, a transaction essentially transfers bitcoins from one or more
source accounts to one or more destination accounts. Each account is created from a
public/private-key pair using public-key cryptography [3]. A Bitcoin address is derived
from the public key of an account. The Bitcoin address is used to uniquely identify an
account and is used as the destination account when receiving payment from other
users. Ownership of the private key allows full control of the Bitcoin address associated
with that private key. The private key can be used to move funds associated with the
corresponding Bitcoin address by creating the digital signature that is required by
transactions.

Transactions can be broken down into transaction outputs, transaction inputs and the
transaction ID. The transaction inputs are the accounts of the payers and the transaction
outputs is where the bitcoins are being sent to i.e. the payee’s account. The transaction ID
uniquely identifies each transaction [3]. Transaction outputs are fundamental in Bitcoin

2 http://p2pfoundation.ning.com/forum/topics/bitcoin-open-source.
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transactions. Transaction outputs are indivisible chunks of Bitcoin currency that are
recorded on the blockchain and are seen as valid and spendable by the Bitcoin network.
Unspent Transaction Outputs (UTXO) are available and spendable transaction outputs.
A user’s Bitcoin “balance” is the sum of all the UTXO associated with the user’s Bitcoin
address.

Transactions consume UTXO which in turn creates new transaction outputs that
can be spent by the payee. Every output of a transaction will also contain one or more
inputs that indicates where the Bitcoin originated from before the transaction.

In order to transfer bitcoins to an account, the public key of the payee’s account
must be listed as the destination of the transaction. The payer must also sign the
transaction. They do this by digitally signing a hash of the previous transaction and the
public key of the next owner [1].

In order for a transaction to be valid, the following criteria must be fulfilled by the
outputs claimed and created:

– An output may be claimed at most once.
– New outputs are created solely as a result of a transaction.
– The sum of the values of the inputs has to be greater than or equal to the sum of the

values of the newly allocated outputs3 [3].

2.2 Blocks, Mining and Proof-of-Work

A block is a data structure that is composed of a set of transactions and a block header.
Blocks on the blockchain are identified via the block header hash. When a new
transaction is propagated through the Bitcoin network, it is stored in each node’s local
mempool. The Bitcoin mempool is a pool of unconfirmed transactions in the Bitcoin
network. Each node has their own mempool. The transactions in the mempool may be
valid transactions but are not yet confirmed by the Bitcoin network. The transactions
are not seen as confirmed transactions until they are included in a block that is on the
blockchain. The process in which transactions are taken from the mempool and
included in blocks is known as mining. As more miners join the network, the difficulty
of the PoW gets harder and harder4, in such a way the average time to mine a block is
approximately every 10 min [4].

The process of mining a block is a computationally difficult process. The nodes
which attempt to mine a block, known as miners, must find the solution to Bitcoin’s
PoW problem. The PoW problem consists of finding an integer value, known as a
nonce, that when combined with the block header, will provide a hash with a given
number of leading zeroes, known as the difficulty [3]. As cryptographic hashes are a
one-way function [5], the only solution for miners to find the nonce that will satisfy the
difficulty of the block is to use a brute-force approach, testing different values for the
nonce until a suitable hash is found. The nonce which satisfies the difficulty check of

3 If the inputs are greater than the required outputs, miners may collect the difference as a transaction
fee or may be sent back to the payee’s address as change.

4 It may also decrease in difficulty, depending on the average block creation rate of the previous 2,016
blocks.
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the block, known as the golden nonce, is therefore very difficult to find but once found,
is straight-forward to verify it.

Nodes within the network may sometimes have an inconsistent view of the
blockchain due to the decentralization nature of the Bitcoin network. This inconsis-
tency may occur when two nodes in the network discover and propagate different
blocks at approximately the same time. The two different blocks will propagate through
the Bitcoin network, arriving at nodes at different times. The nodes will accept the first
block that they received and reject but save the other block when they eventually
receive it [1]. Nodes in the network will now have a temporary inconsistent view of the
blockchain, as there are now two blocks claiming to be the blockchain head. In order to
resolve this inconsistency, nodes can work on either branch of the fork but are likely to
work on the block that they received first [7]. The fork would likely be decided when
the next block is mined and one branch becomes longer than the other. The longer
branch will become the legitimate one and nodes working on the other branch will then
switch to the longer one. This occurs as nodes always consider the longest chain to be
the legitimate one and will keep working on extending it [1].

2.3 The Blockchain

Thus far, when blocks are mined and transactions are placed in the blocks, the blocks
do not offer any synchronization or chronological ordering of the transactions. How-
ever, this changes when blocks are linked together sequentially, creating a chrono-
logical ordering over the blocks and therefore the transactions in the blocks [3]. This
sequential formation of blocks is known as the blockchain [8]. When a block is created
and propagated through the network, it is added to the blockchain by creating a
reference to the latest block (the previous block) on the blockchain. The chaining of
each block to the previous block is what creates a chronological ordering of transac-
tions in the network. The referenced previous block is known as the parent block.
Blocks may only have one parent block but can temporarily have multiple children
during a blockchain fork. As every block references the previous block, the blockchain
is made up of a single sequence of blocks from the first block, or the genesis block, to
the latest generated block [8]. The distance between a block and the genesis block is
referred to as its block height, and the block that is furthest away from the genesis block
is known as the blockchain head [3] (Fig. 1).

Fig. 1. Blockchain representation example [6]
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3 The Bitcoin Network and Information Propagation

The Bitcoin network is structured as a decentralized P2P network. In a P2P network,
nodes participating in the network are seen as peers. Peers are all treated as equal, with
shared responsibility in providing network services. The Bitcoin network consists of
over 10,000 nodes [9]. Each node in the network implements a version of the Bitcoin
protocol through the use of a Bitcoin client. Although there are several Bitcoin clients
available to use, the Bitcoin client used by the majority of the nodes in the network is
Bitcoin Core, also known as the reference client or the Satoshi client.

Although all the peers in the network are equal, they may have different roles based
on the different functions they support. For example, simplified payment verification
(SPV) nodes do not keep a copy of the full blockchain and do not participate in mining.
They are lightweight nodes that integrates the wallet and routing function, designed for
peers with limited resources. In contrast, full nodes may be either a full blockchain
node when it includes routing and full blockchain functions, or a solo miner when it
includes routing, the full blockchain and mining functions [9]. However, in order to
participate in the Bitcoin network, nodes must implement a routing function5. The
routing function includes network discovery of new peers, establishing inbound and
outbound connections, validating transactions and blocks and propagating information
through the network [9].

When new transactions or blocks are created in the Bitcoin network, they must be
broadcasted to the entire network to inform the peers in the network of the new
transactions/block. As the Bitcoin network is a decentralized P2P network, there is no
central authority to distribute the transactions/blocks to every peer in the network. As
nodes in the network are only aware of their directly connected neighbours, Bitcoin
implements a gossip-based flooding protocol to propagate transactions and blocks
across the network.

When propagating information across the Bitcoin network, a node maintains a
message queue for all of their connected neighbours. This message queue may contain
different types of messages that a node may want to send to their neighbours, such as
transaction hashes or block hashes etc. Along with the message queue, there is a timer
associated with each neighbour. All the messages within the message queue will be
sent to the associated neighbour when the timer elapses. The time-out is calculated
using a Poisson distribution [10].

In order for a node not to send the same transactions or blocks that their neigh-
bouring peers may already have, transactions and blocks are not forwarded directly to
their neighbours. Instead, an INVentory message or INV message is sent to their
neighbours. The INV message transmits one or more inventories of objects known to
the transmitting peer and are now available to be requested from the transmitting peer if
the receiving node is missing one or more of the inventories of objects in the INV
message [3]. If the receiving node requires any of the transactions or blocks within the
INV message, they will respond to the sender node with a GETDATA message, which
contains the hashes of the information the node requires. Once the GETDATA message

5 Users may turn off the routing function in Bitcoin Core if desired.
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is received, the sender node will send the requested block or transaction via individual
block or tx messages [3]. However, if a node receives an INV message that contains
transactions and blocks that the node already possesses, the node will simply ignore the
INV message, and not respond with a message to the sender node.

Although sending INV messages to neighbouring peers will prevent the peers from
receiving duplicate transactions, peers may still receive duplicate INV messages for the
same transaction. This occurs as a node’s neighbours does not know which transactions
the node currently has or is missing. Therefore, if a node’s neighbour recently received
new transactions, they will add it to the INV message that will be sent to the node as
they assume the node might not have the transactions they just received. As every
node’s neighbours may think the same, a node may receive an INV message for the
same transaction from all of their connected neighbours (125 worst case) whereas 1
INV message would have sufficed to send the transaction to the node (Fig. 2).

4 Related Work

Fadhil et al. present a new protocol, Bitcoin Clustering Based Super Node (BCBSN) as
a mechanism to speed up information propagation in the Bitcoin network [13]. In this
protocol, the Bitcoin network is divided into geographically diverse clusters. Within
each cluster, there is a cluster head or super node responsible for maintaining the
cluster. Each peer is connected to a cluster head, and each cluster head is connected to
other cluster heads. The claim is that this would reduce the propagation delay as it
reduces the number of non-compulsory hops that blocks, or transactions require to
reach all the peers in the network. Nodes at each cluster are geographically localized,
with the hope of reduction in the link latencies between nodes at each cluster.
The BCBSN protocol resulted in a reduction of the transaction propagation time
variances, compared to that of the normal Bitcoin network. Possible limitations of the
BCBSN protocol may include a successful attack on a cluster head. By successfully
attacking a cluster head, the nodes in the associated cluster are unable to connect to

Fig. 2. Messages exchanged between two nodes for information propagation
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connect to the rest of the network as the cluster head was their means of contact to the
rest of the network. If the cluster head was infiltrated by a malicious node, they have
essentially partitioned the nodes within the cluster from the rest of the network and may
carry out an eclipse attack [15]. As nodes in the clusters are geographically localized,
this may make the network highly prone to partitioning.

Following on from BCBSN, Fadhil et al. proposed a proximity-aware extension to
the current bitcoin protocol, named Bitcoin Clustering Based Ping Time Protocol
(BCBPT) [14]. Based on their previous work BCBSN, which placed nodes in clusters
based on their geographic location, BCBPT will place nodes in clusters based on their
ping latency. Nodes that are geographically close could be quite far away from each
other on the physical internet [14]. The results of BCBPT show that the protocol
maintains an improvement in variances of delay over their previous work, BCBSN.
This may be due to the fact that in BCBSN, clusters are based on geographic location,
meaning they could be close geographically but far away on the physical internet. By
creating clusters based on ping latencies, Fadhil et al. concluded that proximity
awareness in the physical internet improves delivery latency with a higher probability
than clusters based on geographic locations. The protocol is split into two phases:

1. Distance Calculation
2. Cluster Creation and Maintenance

4.1 Distance Calculation

In the distance calculation phase, each node is responsible for gathering proximity
knowledge regarding discovered nodes. This is done by calculating the distance in the
physical internet between the node and the discovered nodes. Proximity is defined as
how far a node is from another node in the physical internet.

4.2 Cluster Creation and Maintenance

When joining the network for the first time, a node N will learn about other available
Bitcoin nodes in the network from a list of DNS services. The node N will calculate the
proximity distance to each of the discovered nodes. The node N will then send a JOIN
request to the closest node K of the discovered nodes. Once node N establishes a con-
nection with nodeK, it will receive a list of IPs of nodes that is in the same cluster as node
K. NodeNwill then connect to all the nodes in the cluster. If nodeN discovers a node that
is physically closer than the current cluster, node N will leave to join the nearer cluster.

Although the transaction propagation time and variances are lowered in the pro-
posed protocol, the same issues from BCBSN can be applied to the proposed protocol.
As mentioned by Fadhil et al., they identify that eclipse and network partition attacks
have great potential due to the clustering based on countries. An attacker might con-
centrate a number of bad peers within a cluster in order to create a malicious cluster on
the network [14].

Marcal [10] proposes a new protocol for the dissemination of transactions in the
Bitcoin network. The protocol proposes a bias to disseminate transactions to neighbours
that are more likely to reach miners quickly, as miners are the nodes that need knowledge
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of the transactions in the network as they are responsible for placing the transactions in
blocks, and subsequently placing the block on the blockchain.

The protocol encompasses three changes to the Bitcoin dissemination protocol:

1. Nodes maintain for each of their neighbours, a list of transactions sent by their
neighbour and how long it took for these transactions to be included in a block.

2. Nodes maintain for each of their neighbours, the time it took to disseminate a new
block to the node.

3. Use the metrics collected above to rank their neighbours and prioritise the dis-
semination of transactions based on the rankings.

The proposed protocol was able to reduce the bandwidth usage by 10.2% and
reduce the number of messages exchange in the network by 41.5%. Some issues with
the aforementioned protocol is that the commit time of transactions may increase as
transactions are reaching miners, but may not necessarily reach the miner who is going
to mine the next block [10].

Other related works focus on exploiting the current dissemination protocol in order
to gain an advantage for the attacker or put the victim at a disadvantage. For example,
Courtois and Bahack [11] indicate miners could have a specific mining strategy known
as selfish mining. In selfish mining, nodes purposely withhold mined blocks from the
network, only revealing the mined block(s) in a selective way which benefits the selfish
miners. Eyal and Sirer [12] show that through the use of selfish mining, the selfish
pool’s reward exceeds its share of the networks computational power.

5 Probabilistic Flooding

As described in Sect. 3, when propagating a transaction through the network, an INV
message will be sent to the node’s neighbours 100% of the time. This flooding
mechanism implemented by Bitcoin produces many duplicated INV messages being
received by nodes in the network.

The solution and protocol change that we propose changes the current flooding
mechanism approach that was described above to a probabilistic flooding approach. Our
approach aims to maintain a probability for each of the node’s neighbours. This proba-
bility is the probability that a node will send an INVmessage to the associated neighbour.
The probability is calculated based on the number of INVmessages sent to the neighbour
and the number of GETDATA messages received in return from the neighbour.

Formula for Calculating a Neighbours Probability

neighbour Probility ¼ total ttet Data FromNeighbour
total Inv sen to Neighbour

The idea of sending INV messages based on probability is centered around the fact
that nodes in the Bitcoin network have a large variance in the number of connected
neighbours. A node may be well-connected, and in the best case, have 125 neighbours
whereas another node may have as low as 8 neighbours. The node with 125 neighbours is
more likely to have already received the transactions contained in the INVmessage that it
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received and therefore will not reply to the INVmessagewith aGETDATAmessage. The
idea of the protocol change to a probabilisticflooding approach is based on the criteria that
well-connected nodeswill already have the transactions contained in an INVmessage and
will not need to receive an INV message 100% of the time, whereas a node that is less
connected may need to receive an INV message the majority of the time.

For example in Fig. 3, node A will send an INV message to node B with a higher
probability than sending an INV message to node C. This is due to the fact that node
B has a total of three neighbours and is less connected than node C, who has a total of
five neighbours. As node C is more well-connected, it is more likely that node C may
already have the transactions contained in the INV messages, whereas node B is less
likely to have the transactions as it has two less neighbours than node C. The proba-
bility is based on previous message exchanges between the nodes. Node A may have
previously sent 54 INV messages to node C and may have only received 34 GET-
DATA messages in return. In this case, the probability that node A will send an INV
message to node C, based on the formula mentioned above, will be 63% (34/54). The
probability of sending an INV message from node A to node B is also based on the
exchange of previous messages between the two nodes. In this case, node A sent 77
INV messages to node B, whilst receiving 64 GETDATA messages in reply. Based on
the formula of calculating neighbour probability, the probability node A will send an
INV message to node B will be 83% (64/77).

From the example, node B replies to INV messages more times than node C, and
therefore will have a higher probability of receiving an INV message in the future from
node A. The higher probability can be attributed to the fact that node B only has three
neighbours and is not as well-connected as node C, who has five neighbours. As node
B has fewer neighbours, this leads to fewer options for which it may receive an INV
message for certain transactions in the network, leading to a higher GETDATA
response rate when it receives an INV message. Conversely, node C is better connected
than node B, having five neighbours. This leads to more avenues for which node C may
receive INV messages, therefore leading to a lower response rate to INV messages. As
node C has more neighbours, this leads to a higher probability that they have already
received the transactions contained in the INV message.

Fig. 3. Probabilistic flooding example
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6 Evaluation

In order to test our protocol changes we ran a number of simulations. Joao Marcal’s
bitcoin-simulator6 [10] supports the newest versions of Bitcoin and recorded a number
of important metrics that would be vital to compare and contrast the current Bitcoin
protocol, and the proposed probabilistic flooding approach. The metrics recorded by
the Bitcoin simulator were as follows:

– Average number of INV messages sent per node
– Average total number of sent messages per node
– Percentage of duplicated messages received per node
– Total transactions created
– Percentage of transactions created and committed
– Total number of forks created

The simulator is an event-driven simulator, where the behaviour of each node in the
network is defined by a deterministic state machine, that consumes events and produces
events. Each cycle in the simulation represents a second in real-time. The default
settings and the settings for which the results are formed are based on the following
configurations:

– Number of nodes in the network - 625
– Number of miners - 5
– Minimum neighbourhood size of each node - 8
– Number of cycles - 208800

Algorithm 1 represents how the probability of sending an INV message to a specific
neighbouring node is calculated.

Algorithm 1. Function to calculate the probability of sending INV message to
each neighbouring node
1: function get probability(myself, neighbouring node)
2: total inv sent ← get total inv sent(myself, neighbouring node)
3: total getdata received ← get total getdata received(myself, neighbouring  node)
4: probability to send ← total getdata received/total inv sent
5: return probability to send

Algorithm 2 is the function that will determinewhether or not a nodewill send an INV
message to its neighbouring node. Algorithm 2 is called every cycle for every node, as
long as the adjusted probabilistic flooding mechanism is enabled in the simulation.
Algorithm 2 will firstly get the current time of the simulation. For each of the node’s
neighbours, the algorithm will receive the calculated probability of sending an INV
message to that specific neighbour based on Algorithm 1. Associated with each neigh-
bouring node is a timer which is calculated using a Poisson distribution [10]. The node
will receive the timer for the neighbouring node and will determine whether or not the

6 https://github.com/JoaoBraveCoding/bitcoin-simulator.
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timer elapsed for sending a message to the neighbouring node, based on the current time
received at the start of the algorithm. If the timer elapses and the probability of sending an
INV message is satisfied, the node will send the INV message to the neighbouring node
and increment the INVmessages sent to that neighbour counter. This is to ensure that the
data used in Algorithm 1 to calculate the probability of sending an INV message to
neighbouring nodes is up to date. However, if the timer elapsed but the probability of
sending is not satisfied, the INV message scheduled to be sent to the node is ignored.

As each cycle represents a second in real-time, the experiments were run for a
simulation time of 58 h. The first five hours and the last five hours of the simulation
were discarded in order to study the system in a stable state. The simulator is tuned to
generate blocks at the Bitcoin desired rate of 1 block per 10 min, as well as creating 2
transactions per second.

Algorithm 2. Broadcast Inventory Messages
1: function broadcast invs  prob  flooding(myself )
2: now ← get current time()
3: for neighbour in neighbourhood do
4: probability to send ← get probability(myself,neighbour)
5: time to send ← get time to send(neighbour)
6: timeout ← now > time to send
7: send inv based on prob ← random.random() < probability to send
8: if timeout and send inv based on prob then
9: sim.send(myself, neighbour, IN V message)

10: myself.increaseInvSentT oN eighbour(neighbour)
11: if timeout and not send inv based on prob then
12: myself.increaseIgnoredMessagesCount()

The most relevant and important metrics when comparing the two protocols are:

– Percentage of Committed Transactions is the most vital metric when comparing
the two protocol changes. The percentage of committed transactions indicates
whether or not every transaction that was created during the simulation period was
eventually committed into a block. As Bitcoin is the most popular cryptocurrency
and has a market cap of approximately 72$ billion, it is essential that every
transaction that is created is eventually committed in a block to maintain the reli-
ability of the system. The main objective of the protocol change is to reduce the
number of redundant messages being exchanged on the network. However, if the
protocol change negatively impacts the percentage of committed transactions,
reducing the 100% commitment rate of transactions then regardless of the potential
reduction of redundant messages, a less then 100% committed transactions rate
would be detrimental to the system and unacceptable.

– Total Number of Messages Sent Per Node is an important metric when comparing
the two protocols. As the main objective of the probabilistic flooding approach is to
reduce the number of redundant messages exchanged on the network, comparing
the total number of messages sent per node between the two protocols would
indicate exactly how many messages were saved as a result from the protocol.
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– The Commit Time of Transactions is also an important metric to consider when
comparing the two protocols. The commit time represents the time between when a
transaction was created to when it was placed in a block. As commit times of trans-
actions is an extremely important aspect in cryptocurrencies, having an increased
commit time when implementing the proposed probabilistic flooding approach may
not be worth the trade off in potential messages saved within the network.

6.1 Percentage of Committed Transactions

As mentioned previously, the most important metric when comparing the proposed
probabilistic flooding protocol to the current Bitcoin flooding protocol is the percentage
of committed transactions. Both protocols produced a 100% transaction commitment
rate, committing every transaction to a block during the simulation period. We can
conclude from these results that the adjustment of the flooding protocol to a proba-
bilistic flooding approach did not have an adverse effect on the number of committed
transactions during the simulation. A 100% transaction commitment rate ensures that
the system remains reliable when the probabilistic flooding approach is implemented.

6.2 Transaction Commit Time

Another important metric that was previously discussed when comparing the two
protocols is the time taken to commit a transaction. Figure 4 represents the average time
taken for a transaction to be committed into a block for the two protocols. As you can see
from Fig. 4, the time taken to for a transaction to be committed into a block for both
protocols were very similar. The small difference between the two protocols is negli-
gible. This is very important as the results indicate that changing the flooding protocol to
a probabilistic flooding approach does not have a negative effect on the transaction
commitment time. As transaction commit time is an extremely important aspect for
cryptocurrencies, if there was a significant increase in transaction commit time when
changing to the probabilistic flooding approach, the potential reduction in redundant
messages may not be worth the trade-off in increased transaction commit time.

Fig. 4. Average time taken to commit a transaction.
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6.3 Total Sent Messages

As mentioned in Sect. 1, the main objective of changing the current Bitcoin flooding
protocol to the probabilistic flooding approach is to reduce the number of redundant
and duplicated messages that are currently being generated in the Bitcoin network.
Figure 5, represents the number of total sent messages gathered from our simulations
for the two protocols.

The results show that when running the probabilistic flooding approach, there was a
significant decrease in the total number of messages sent per node during the simulation.
When running the Bitcoin flooding protocol, the simulation showed that there was
approximately 790,000 total messages sent per node, whereas when the simulation was
run with the probabilistic flooding protocol implemented, there was approximately
675,000 total sent messages per node. This results in a 15% reduction in the total number
of messages sent per node during the simulation period. As the 115,000 reduction in
messages mentioned are the amount of messages saved per node, the total number of
messages saved throughout the entire network can be estimated at approximately 70
million messages as there are 625 nodes participating in the network during the simula-
tion. Figure 6 represents the aforementioned statistics between both protocols.

The limitations of using simulations when testing the proposed protocol are as
follows:

– The current simulator does not take into account other factors that may affect
transactions being included into blocks such as incentives i.e. transaction fees.

– Each node in the simulation network has a wide variance of the number of neigh-
bours they are connected to, with 8 neighbours being the minimum. However, an
important characteristic of the Bitcoin P2P network is that nodes are able to join and
leave the network as they desire. A node may receive a low probability of being sent
an INV message as they are highly-connected in the network, however, many of their
neighbours could potentially leave the network. This leads to the node still receiving
a low probability of being sent an INV message, even though they may be less-
connected than before. An area of future work could be to run further simulations.

Fig. 5. Average total sent messages per node.
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– where the probabilities of each neighbours are reset after a certain period of time.
This allows for nodes who were initially well-connected but then as their neigh-
bours leave the network, become less-connected, and vice versa, to receive updated
probabilities from each of their peers.

– The simulator is tuned to create 2 transactions per second (TPS), leading to a daily
average of 172,800 transactions, which were the number of daily transactions
created when the simulator was created. However, Bitcoin can handle up to 7TPS
[16] but currently has a daily trading volume of approximately 4TPS7.

7 Conclusion

In this paper, we proposed a novel protocol that aims to reduce the number of redundant
messages being generated by the current flooding protocol. The proposed protocol
changes the current flooding protocol implemented by Bit-coin to a probabilistic flooding
approach. The proposed probabilistic flooding approach presented in this paper is based
on the idea that well-connected neighbours will more likely not respond to an INV
message compared to a node that is less-connected, therefore the probability of sending an
INV message to a less-connected node is higher than that of a well-connected node.

As we have shown in Sect. 6, the proposed protocol is able to significantly reduce
the total number of messages being exchanged on the network, whilst maintaining the
reliability of the system. The number of INV messages sent per node and the total
number of messages sent per node decreased by 29% and 14% respectively when
running the probabilistic flooding protocol. During the 58 h simulation period, the total
number of messages saved when running the probabilistic flooding approach when
compared to the current flooding protocol was approximately 70 million messages.

Fig. 6. Table representing the aforementioned statistics.

7 https://www.blockchain.com/charts/n-transactions.
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The proposed protocol met the objectives that it aimed to achieve - reducing the
number of redundant messages on the network whilst maintaining the reliability and
resilience of the system. We have shown that the current flooding protocol imple-
mented by Bitcoin for the dissemination of information across the network is inefficient
and wasteful, and have proved that the mechanism can be improved upon whilst
maintaining the reliability and integrity of the system. This leads to many possible,
alternate flooding solutions to the current flooding protocol for future work.
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Abstract. Exceptional level of research work has been carried in the field of
cloud and distributed systems for understanding their performance and relia-
bility. Simulators are becoming popular for designing and testing different types
of quality of service (QoS) matrices e.g. energy, virtualisation, and networking.
A large amount of resource is wasted when servers are sitting idle which puts a
negative impact on the financial aspects of companies. A popular approach used
to overcome this problem is turning them ON/OFF. However, it takes time when
they are turned ON affecting different matrices of QoS like energy consumption,
latency, consumption and cost. In this paper, we present different energy models
and their comparison with each other based on workloads for efficient server
management. We introduce a different type of energy saving techniques (DVFs,
IQRMC) which help toward an improvement in service. Different energy
models are used with the same configuration and possible solutions are proposed
for big data centres that are placed globally by large companies like Amazon,
Giaki, Onlive, and Google.

Keywords: Cloud computing � Energy optimisation � Resource optimisation �
Economic impact � Service quality � Green computing � Virtualisation

1 Introduction

Cloud Computing is growing day by day with the development of IT services. The
reason for this development is improving cost effectiveness and quality of experience
from a user’s perspective. The IT industry is becoming adaptable to cloud computing
technologies for the achievement of improved service intelligence and good user
experience. The cloud generally has three types of services SaaS (software as a ser-
vice), PaaS (platform as a service) and IaaS (infrastructure as a service). Along through
provisioning of enhanced quality of service cloud providers can move towards more

The authors would like to acknowledge partial support from the BT-Ireland Innovation Centre
(BTIIC) and, Ulster University.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
M. H. Miraz et al. (Eds.): iCETiC 2019, LNICST 285, pp. 46–58, 2019.
https://doi.org/10.1007/978-3-030-23943-5_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_4&amp;domain=pdf
https://doi.org/10.1007/978-3-030-23943-5_4


profits by saving resources e.g. energy, bandwidth consumption, cost effectiveness etc.
In a cloud environment, servers have a significant part in the design of cloud infras-
tructure in addition of resource allocation. The quality of cloud service primarily
depends upon economic resource allocation and scheduling which servers perform
during their operation. If servers have advanced resource allocation and scheduling
algorithms services could be improved automatically [1].

All types of resource allocation and scheduling is related to a server’s physical
design and resource allocation policies. A system designer’s major task is to determine
trade-offs between quality of service factor and energy consumption [6]. Idle servers
can be turned off for power saving purpose and expense to profit ratio can be improved.
However, this can also hamper the quality of service factor i.e. latency when they must
be turned on as requested by the users. To date, many suggestions and ideas have been
proposed for energy consumption for jobs arriving in cloud servers. The quality of
cloud service depends upon how much stable resource allocation is provided to the user
requesting the service. For the achievement of this goal virtualisation is carried out by
the service providers. Large scale data centres consist of thousands of hosts and nodes
resulting in the consumption of a large amount of energy. As a result, cloud servers are
being designed in such a way that they become automatically adaptable to the service
requested by the users [2]. Dynamically scaling up or down is carried out by the servers
and virtual machines are created and destroyed depending upon the load servers are
receiving from users across the globe. This dynamic approach helps to maintain a
quality of service while managing the resources efficiently from both perspectives i.e.
user and service providers. Techniques require to be developed and deployed on the
cloud servers that support elastic management of tasks that are being run on the server
with different workloads (gaming, big data and internet of things, web hosting, social
networking, etc.). These applications are quite challenging depending upon the user’s
location, service requests, time, weather and interaction patterns. Hence, to attain a
good quality of service and experience dynamic, provisioning techniques are required
to be designed and implemented by researchers that are compatible across the globe.
However, so far resource allocation is still a challenge in terms of video streaming,
gaming in which data is streamed online globally [3].

Recent advances that are being made around the world have turned the idea of
cloud gaming into reality. The use of elastic resource utilisation and globally placed
servers has made it possible for users to enjoy service on a pay as you go basis. Issues
related to a bulk amount of data streaming to cloud servers are being addressed
resulting in improvement of user experience. User satisfaction has been mainly
improved because of dedicated servers that are placed globally for solving latencies and
data offloading issues. High definition 3D issues related to gaming have been addressed
over the cloud environment which makes it a reality for gamers to enjoy single and
multi-player games over the cloud environment. The basic architecture design of cloud
gaming consists of a game that is hosted on the cloud server which is located globally.
The player whether in single or multi player mode streams the game scenes in the form
of video by using the internet as a communication media. The player sends the com-
mands over the cloud environment and these commands are processed by the graphical
processing unit and are sent back to the user through a thin client. All these actions are
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required to be executed in an order of milliseconds therefore, a service provider has a
small margin of error [4].

Several factors are required to be managed for hosting of gaming application over the
cloud environment. In a virtual cloud environment factors like quality of service, energy
consumption and cost need to be managed. An efficient energy solution is required for
power saving in big data centres. Certain types of techniques e.g. dynamic voltage fre-
quency scaling, virtual machine migration and load balancing are required to be designed
and implemented by researchers. By implementing these techniques not only improved
value of facility be provided, it can also decrease of carbon dioxide emission from the
servers [5]. The rest of the paper is organised as follows: Sect. 2 (Cloud Computing
Background and Platforms), Sect. 3 (Related Work), Sect. 4 (Experimentation), Sect. 5
(Experimental Framework), and Sect. 6 (Results and Discussion) with a Conclusion at
the end.

2 Cloud Computing Background and Platforms

There are number of advantages of using services over the cloud environment from
which a normal user can benefit e.g. facilities and designer tools. People carrying out
the research work can benefit from these tools without any device limitations. These
devices could be in any form from a small tablet to large computer servers that could be
placed in a commercial environment for development purpose. The emerging field of
Cloud Computing where servers are placed globally provides its user with immense
advantages as compared to old technologies. This include concept of working any-
where any time without limitation of devices, storage, cost and virtualization concept.

In the era of development and progress in this century still many people around the
globe are unable to enjoy these services for number of reasons e.g., (a) Restricted
capability of electronic devices (performance, swiftness, visuals) (b) System limitations
(bandwidth, topographical location) (c) Delay of service from core computers (weak
networks) [6]. Consequently, to accommodate these problems simulation platforms
(Cloud Sim, iFog Sim, Green Cloud, iCaroCloud, Cisco, Cloud Analyst, Network
Cloud Sim, iCanCloud etc.) have been developed which provide users with a means to
overcome the problems they are facing. The cloud architecture is in the form of layers.
Each layer has a defined functionality and is interconnected as shown in Fig. 1. The
service provision of IaaS and PaaS is performed using middleware whereas, SaaS
services are provided by lower layer services using physical resources in a cloud
environment. Third-Party service providers develop and provide SaaS/PaaS services in
the cloud environment. Different cloud layers and their functionality [7] are discussed
below (Fig. 1).

CloudSim is a rich platform that provides it users with the ability to simulate and
calculate energy consumption of large servers by using the Dynamic Voltage and
Frequency Scaling (DVFS) technique. The input parameters are used as host for the
cloud environment and energy calculations are provided as an output results. In this
way, a researcher that is carrying an investigation towards green computing can
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measure amount of energy which will be required for calculation of designed tests. This
platform is very flexible and provides its user with the leverage of dynamic experi-
mentation [2].

3 Related Work

The IT industry is evolving day by day from the domain of grid, parallel and distributed
computing. With the ongoing development of the industry different simulation software
tools have been developed for cloud-based environments e.g. GridSim, CloudSim,
Green Cloud, iCan Cloud etc. This software help researcher around the world to design
and test their algorithms and techniques for improvement of the quality of service and
quality of experience [3]. Present research shows that distributed computing is more
advantageous towards economical resource provisioning. It can provide centralised
access, tolerance and coordination capability. It also allows cloud developers to
manage and provision resources as desired. Quality of service is maintained by the
broker which is present between user and server and is located globally. In this model,
resources are provisioned to the users depending upon their requirements. e.g. Amazon
EC2 server [7]. Ahmad, B., et al., uses the concept of static load and allocates resources
based on under or overloaded hosts. Energy consumption comparison is performed by
using different virtual machine allocation policies based on host workload. The results
are analysed and compared with the DVFS technique. Dynamic allocation of resources
helps in saving more resources as compared to static allocation. The experimentation is
performed in the CloudSim environment and configured using Eclipse Luna and
Java IDE [13]. The authors focus on the basic of resource optimisation and proposes an
algorithm that manages resources for efficient performance. Resource optimisation
requires service providers to manage resources in such a way that no user should be
denied resources when requested. The work focuses on one of the non-preemptive

Fig. 1. Cloud computing layered architecture.
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resource allocation technique i.e. a game-based approach. Different trade-offs are also
required to be carried that may hamper the quality of service at the user end. A game
based resource allocation model has been suggested but lacks the experimentation
results whether it is feasible for cloud gaming or not [8].

Saving of energy in the cloud environment has been one of the critical factors that
have been addressed by researchers across the globe. Several algorithms and techniques
have been proposed for this purpose. Recently, a rack architecture design has been
suggested by Hamilton which uses AMD Athlon processors consisting of low power
devices. Along with this, the Hadoop platform has also been used by Atiewi, S. and S.
Yussof. for testing of energy saving techniques [10]. In [11] two of the major platforms
are discussed, which are available for experimentation involving energy relating sce-
narios by researchers across the world. Green Cloud is limited to energy experimen-
tation whereas CloudSim is also capable of dealing with other factors of quality of
service. Green Cloud does provide an attractive user interface as compared to
CloudSim [11]. Other researchers also focus on saving of energy and this involves the
use of virtual machines. In this work, Nguyen, B.M., suggest that data images should
be maintained on servers and when a user requests a certain amount of data it can be
provided. This can save an amount of energy which will be wasted in switching the
servers ON and OFF again and again [10]. The authors focus on energy consumption
issues in a cloud data centre that are located globally and are providing services to users
24/7. The suggestion is limited to small data workload applications based upon
hardware requirements (server, memory and network). A further study emphases that
many techniques that are implemented in cloud servers work towards reliable avail-
ability of services when requested by users [4].

Ahmad et al., uses the concept of changing energy and time scaling technique.
Based on this energy consumption is analyzed for observation of quality of service.
A gaming workload is used, and optimum energy solution is suggested. Results show
that DVFS behaves better as compared to non-power aware techniques for the same test
scenario [9]. Many techniques are being used in the mobile gaming world for reduction
of power. Song J. et al., propose that if a platform embedded with a GPU (graphical
processing unit) is used with dynamic voltage frequency scaling algorithms, energy
consumption can be reduced. It defines the frame complexity model that recognises the
importance of GPU and its working efficiency towards the energy cost saving problem.
However, the approach lacks the practical capability for testing the ideas on real
gaming servers like Onlive and Gaikai [12]. In an approach based on the switching of
machine states is used i.e. active and inactive states. This algorithm works based on the
calculations that are performed about waiting time of jobs which are present on the
servers and uses queue theory for energy resource optimisation. This work suggests
working based on two states of servers i.e. ON/OFF. The algorithm is efficient for small
jobs but can be overloaded when jobs are long. Back draw is that it results in high
energy consumption and latency. Servers need a lot of power to come active gain when
requested by users [10].
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4 Experimentation

The experimentation has been carried in CloudSim and measures one of the service
parameters i.e. energy for data centers. The economic impact of energy consumption
has been analysed and tested by using different techniques, e.g. interquartile range,
changing power and time scrambling and non-power aware for the same workload. The
tests scenarios that are designed will be implemented and tested using the CloudSim
platform. The platform is combination of software and platforms and is built using
Java IDE along with Eclipse Luna. In this simulation platform number of methods have
been implemented for calculation of power consumption. The workload that has been
used for testing purpose consist of popular game World of War Craft. The workload
consists of data traces from servers which are located over three continents and has
runtime of 1107 days, 660723 sessions, 91065 avatars. The approach compares the
used power levels, service provisioning and excellence of facility by using a gaming
workload for testing the behaviour of the proposed technique [9].

4.1 Dynamic Voltage Frequency Scaling

DVFS one of the methods that helps big servers to save energy. It uses the frequency
scaling technique. In DVFS the CPU power consumption is directly proportional to the
workload which is provided to it. Therefore, if the CPU has more load, it will consume
more power and vice versa. This allows it to consume less power in the idle state. This
does not affect additional features of the server (I/O devices, random access memory,
bandwidth etc.) as they are dependent upon CPU frequency. DVFS provides the user
with four states that are available for the user. These states allow the device to select its
operation depending upon the workload e.g. G0 (power ON), G1 (partial sleeping), G2
(partially OFF but still being powered by the power supply), G3 (power off state).
These states provision users to have their algorithms designed according to the
workload [9].

4.2 Inter Quartile Range

Inter Quartile Range is a statistical dispersion metric that calculates the different the
third Q3. It dynamically calculates the threshold level of CPU utilizations by the
following equation:

IQR ¼ Q3� Q1 ð1Þ

TðnÞ ¼ 1� sf � IQR ð2Þ

Whereas, ‘sf ’ is the protection factor. It defines the maximum safe limits for the user in
a cloud environment. Its minor values signify maximum acceptance level of fluctua-
tions in central processing unit [14].

Economic Impact of Resource Optimisation in Cloud Environment 51



4.2.1 Maximum Correlation VM Selection Policy
The concept behind maximum correlation relates to how resources are being used on
the servers. If an application running on servers have a higher correlation with resource
usage then the chance of servers overloading will be increased. Therefore, VM per-
formance is analysed and VMs having high correlation with CPU utilization are
migrated to other VMs in the system. Thus, multiple correlation is used for this purpose
which evaluates the quality of independent constants [14].

4.2.2 Minimum Migration Time Policy
After overloaded system detection, virtual machines migration is carried out for
resource optimization (power usage) and to refrain from the low service quality stan-
dards. In this algorithm only those VMs are migrated that need minimum time for
migration from the system. This is done on the basis of bandwidth consumption of
every virtual machine that is allocated for each individual user [15]. Therefore, VMs
that are required to be moved across the network can be calculated by the following
equation,

RAMu vð Þ
NETj

� �
� RAMu að Þ

NETj

� �
; v 2 Vjj8a 2 Vj; ð3Þ

Whereas, Vj shows total number of VMs with host j, RAMu að Þ is the amount of RAM
that is used by the virtual machine að Þ, NETj equals available bandwidth from host ‘j’
[13].

4.2.3 Minimum Utilisation Selection Policy
Due to the resource consumption, a virtual machine can be migrated in overloaded
hosts. This technique will migrate VMs from underutilized or over loaded hosts to
reduce the overhead caused in CPU utilization. This migration of virtual machines
allows the systems to meet SLA violation and helps in saving of unwanted energy
consumption [13].

5 Experimental Framework

There are two main techniques that have been used in this experimentational framework
one of which is called nonpower aware and second one is called dynamic voltage and
frequency scaling technique. These two methods differ from each other based on
resource allocation phenomena they use. Dynamic voltage and frequency scaling
technique adjusts the amount of power required for each host based on the level of the
workload which is present. In the power adjustment and optimisation other elements of
the system including random access memory, storage, bandwidth allocation remains
same throughout the testing [9]. If changing power level are used within the central
processing unit energy usage for all parts of the system can be reduced. Central pro-
cessing unit within any computer system has limitations therefore its states are limited
for current and frequency. Therefore, results that are achieved after experimentation are
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better than other simpler methods used in general. As a result when system will be
implanted using dynamic power management lot of energy will be wasted as compared
to dynamic frequency scaling approach [13]. In this experimental setup, broker plays a
key role which is responsible for resource allocation and virtualisation. This consist of
800 hosts that are physically present on the system along with 1000 virtual machines.
These virtual machines are assigned to the hosts dynamically depending upon the load
present. The system constitutes of HP ProLiant model having two Xeon 3040 and Xeon
3075 standards.

Both these systems are dual core and have a processing speed of 1860 MHz and
2660 MHz [13]. Detailed parameters are given in Table 1. All the users that are present
in this system will be adjusted based upon usage of central processing unit. Random
access memory used is four giga bytes with a bandwidth rate of one giga bits per
second for each system.

The system is tested using a workload that consists of modern multiplayer game
called world of war craft. This dataset has been collected over 1107 days and consist of
different features and values. The data set specification consists of traces of avatars,
sessions and data size. The data provides information of game location, time when it
was played and for how long it was played, game positions information, level of
graphics it used etc. for analyzing quality of services [16]. The time which is required
by each to execute is provided based on energy consumption levels. The time-shared
policy is being used to fulfill this scenario. In this experimentation, all the instructions
are executed at one speed and total speed is sum of all the instructions that are
executed. Therefore, to have good user experience better quality of service is required
to provided [15].

All the resource allocation and virtualization is done on priority basis i.e. a virtual
machine which requires immediate service it will be treated first and all resources will
be allocated to it. If this condition is ignored quality of service and quality of expe-
rience is hampered and this leads to bad user experience. It provides service provider
with higher level of violations and drops the standard of service. Therefore, a good
mechanism is required that provides switching of resource when required urgently by
the hosts with immediate service requirement. performance level causing SLA viola-
tions. Therefore, service quality can be met if two matrices are kept in mind i.e. number
of violations and each hosts performance per unit time [16].

Table 1. System specification.

System (HP ProLiant) Host MIPS Host RAM Host Bw Host PE (s) Hard Disk

ML110G4 (Xeon3040) 1860 4096 MBs 1 Gbit/s 02 1 GB
ML110G5 (Xeon3075) 2660 4096 MBs 1 Gbit/s 02 1 GB
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6 Results and Discussion

The system has been evaluated based on the performance of the designed model which
is verified with diverse virtual machine placement and selection policies. The perfor-
mance of the systems has been analysed based on the comparison with different energy
saving techniques e.g. DVFS, Non-Power Aware, Inter Quartile Range (IQR) tech-
nique. Further, interquartile range uses three different virtualisation policies i.e. max-
imum correlation selection policy (MC), minimum migration time selection policy
(MMT). IQR performs CPU utilization based upon these algorithms and does virtual
machine allocation deallocation based upon the available workload. The virtual
machine allocation has been performed using MC and MMT selection policy. Based
upon these allocations and selection policies, simulation has been performed in
CloudSim for the designed data centre. This facilitates analysis and assessment of
different parameters such as energy efficiency, service provision level and its violations,
how many violations occur every second and time it takes to shut down the server after
processing.

System performance has been observed by using different virtual machine alloca-
tion and placement algorithm. From the results (Fig. 2) it becomes obvious that
IQR MMT performs minimal virtual machine migration which leads to minimum
downtime probability. However, when it comes to SLA violations MMT performs
minimum violations leading to the best quality of service (Fig. 3). System performance
has been observed by using different virtual machine allocation and placement algo-
rithm. From the results (Fig. 2) it becomes obvious that IQR MMT performs minimal
virtual machine migration which leads to minimum downtime probability. However,
when it comes to SLA violations MMT performs minimum violations leading to the
best quality of service (Fig. 3).
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In (Fig. 4), performance degradation of virtual machines can be analysed, and it
becomes clear from the results that by using MU approach a minimum number of
degradations is performed at the virtual machine level. On the other hand, maximum
correlation selection policy has the highest value of service level agreement violations.
Minimum Utilisation involves a smaller number of virtual machines leading to less
SLA violations for the system.

MMT has better service quality and results and less violations are performed for
every second of execution (Fig. 5). After performing the desired tasks, the hosts that
are created are closed. The highest number of host shutdowns is performed by MU thus
leading to better reliability of the system (Fig. 6).

Energy consumption has also been analysed in all these algorithms. It has been
observed that MC has minimum energy utilisation when it comes to interquartile range
algorithm (Fig. 7). Thus, by using our approach, energy could be saved and quality of
service can be improved by adjusting other service parameters, i.e. service level
agreements, service level agreement violations, number of hosts created and shutdown
etc.
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From the above results, it can be deduced that minimum energy consumption is
dependent upon two factors, minimum virtual machine migration and maximum
number of host shutdowns. It can also be noted that energy consumption by the
physical host and service level agreement violations are indirectly proportional to each
other. When the hosts use more energy, they have a smaller number of service level
agreement violations and vice versa. Therefore, better quality of service and resource

Fig. 5. SLA time for active host.
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optimisation could be performed if these factors are controlled in the real time com-
puting world. Dynamic frequency scaling techniques provides better results as we can
demonstrate using the interquartile virtualisation technique.

7 Conclusion

In this paper, tests have been carried out in relation to different factors that affect
resource optimisation in cloud computing. Virtual machine migration is done based on
under or overutilization of resources, service level agreement that are achieved and
which are violated. The economic impact of servers in terms of the energy efficiency
factor has also been considered for resource optimisation. Implementation of
interquartile range algorithm shows that MMT has a minimum number of virtual
machine migration and service level agreement violations which lead to better resource
optimisation of quality of service. Therefore, the suggested scheme can be expanded
and implemented for virtualised cloud servers, leading to better efficiency, cost saving
and better quality of service. Therefore, the dynamic frequency scaling technique can
save more energy when used on a bigger scale as demonstrated using interquartile
virtualisation.
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Abstract. Offloading of all or part of any cloud service computation, when
running processing-intensive Mobile Cloud Computing Services (MCCS), to
servers in the cloud introduces time delay and communication overhead. Edge
computing has emerged to resolve these issues, by shifting part of the service
computation from the cloud to edge servers near the end-devices. An innovative
Smart Cooperative Computation Offloading Framework (SCCOF), to leverage
computation offloading to the cloud has been previously published by us [1].
This paper proposes SOSE; a solution to offload sub-tasks to nearby devices, on-
the-go, that will form an “edge computing resource, we call SOSE_EDGE” so to
enable the execution of the MCCS on any end-device. This is achieved by using
short-range wireless connectivity to network between available cooperative end-
devices. SOSE can partition the MCCS workload to execute among a pool of
Offloadees (nearby end-devises; such as Smartphones, tablets, and PC’s), so to
achieve minimum latency and improve performance while reducing battery
power consumption of the Offloader (end-device that is running the MCCS).
SOSE established the edge computing resource by: (1) profiling and partitioning
the service workload to sub-tasks, based on a complexity relationship we
developed. (2) Establishing peer2peer remote connection, with the available
cooperative nearby Offloadees, based on SOSE assessment criteria. (3) Migrat-
ing the sub-tasks to the target edge devices in parallel and retrieve results.
Scenarios and experiments to evaluate SOSE show that a significant improve-
ment, in terms of processing time (>40%) and battery power consumption
(>28%), has been achieved when compared with cloud offloading solutions.

Keywords: Offloading � Edge computing � Cooperative �
Mobile cloud computing

1 Introduction

The Smart Phone (SP) is continually being improved to have more and more com-
putational resources and connectivity, amongst many others such as memory, display,
sensors, battery, etc. Nevertheless, SP’s are still lacking behind in terms of performance
and battery capacity, which are the main desired features for SP subscribers [2]. SP’s
are now being used for running resource intensive MCCS, such as tracking humans or
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animals in crowd sensing scenarios, or “manipulating blind persons” via IoT Sensors
[3]. Some of these MCCS require machine learning and AI algorithms to be executing
live. Current SP’s will run out of puff processing, and the battery will run flat when
running such MCCS.

We believe that there will always be a big gap between SP resource offerings and
developers of intensive processing MCCS. To fill this gap, many offloading solutions
exist that ship the processing of such MCCS to a central server in the cloud. This will
create large traffic in an already crowded spectrum. I.e. offloading the computation to
servers in the cloud, introduces time delay and communication overhead cost. Edge
computing has emerged to resolve these issues, by shifting the computation from
servers in the cloud to servers near the edge, to reduce both delay and communication
cost. However, edge computing servers normally are planned as part of the infras-
tructure of the cloud in the vicinity. SOSE overcomes this limitation! SOSE; a scheme
that forms an edge computing resource to execute such MCCS on-the-go, from
cooperative nearby edge devices. SOSE offloads the sub-tasks for computation, from
the MCCS host device/SP to a network of nearby SP’s/devices. Figure 1 shows SOSE
end2end scheme. It shows that, the cloud server is used to host SOSE_INTELLIGENT;
an intelligent engine to recruit cooperative end-devices and authenticate their avail-
ability when needed. Also, SOSE_INTELLIGENT engine provides the end-device
with decisions of the best scenario to partition and offload, to achieve a low processing
time and reduce the battery power consumption. It also shows the newly formed
SOSE_EDGE computing resource network, (dotted circle in the diagram).

The Offloader will ask SOSE_INTELLIGENT engine for decisions of nearest device,
that has the lowest load and the highest resources of processing and battery capacity, as
well as the best network connectivity to use. Then the Offloader will generate VMs,
(bundle them as APKs and JAR files), of all the partitioned sub-tasks and will establish
connectivity with all available Offloadees, as advised by SOSE_INTELLIGENT
engine. Finally, the Offloader will offload the VM’s to the Offloadees and retrieve the
results.

The novelty contributions of this paper are:

• Introduces SOSE; a unique scheme that forms the edge computing resource, on-the-
go, from nearby devices and share the execution of the MCCS in parallel among
them, via short-range wireless connectivity.

• The offloading between the devices of SOSE_EDGE is done intelligently by an
SOSE_INTELLIGENT engine based in the cloud. SOSE_INTELLIGENT engine
recruits cooperative device resources, monitors (processing capability, battery sta-
tus, and availability), and authenticates (access key, session key and engagement
status), so to advice on available device nearby when the Offloader needs to form
the SOSE_EDGE.

The rest of this paper includes: Sect. 2 that summarizes the recent literature on edge
computing implementations, while Sect. 3 presents the development of SOSE. Sec-
tion 4 presents the experiments, results and analysis. Finally, Sect. 5 presents the
conclusion and future work.
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2 Recent Literature of Edge Computing Implementations

Review of solutions that perform offloading to a centralised server in the cloud has
been published in our previous paper [1]. This review focuses on implementations/
solutions, that consider IoT intensive applications, which offload to nearby pre-setup
infrastructure of edge servers. SOSE proposes to deploy the SOSE_EDGE solution
on-the-go when needed. This is achieved by recruiting a group of available nearby
processing resources/devices in a local network, to form a cooperative sharing envi-
ronment using SOSE_INTELLIGENT engine.

IoT deployments have increased the amount of data generated to the cloud; the
amount of data hosted in 2018 is equal to the data gathered in all prior years [4]. This
has necessitated that data-handling tasks are shifted to the edge nearer to the IoT
sensors network, and so typical existing solutions focus on offloading between the edge
servers and the cloud. Running these services on cloud servers can have a negative
impact on the offloading process, due to network cost and bandwidth traffic. Therefore,
an advantage of edge computing is to provide resources near end-users/devices, so to
reduce long execution time and battery power consumption. A solution that facilitates
offloading the service from a SP to an edge computing server, has introduced a model
that provides the use of virtual resources in edge servers [5]. It achieves this, by shifting
the service sub-tasks from a SP to the edge server automatically, by dividing a single

Fig. 1. SOSE scheme
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task to 5 sub-tasks, using 0–1 integer liner programming. It marks the sub-tasks with a
value of (0, 1), where “0” stands for sub-tasks to run locally on the SP, such sub-tasks
that access SP local features or input and output tasks. Similarly, “1” stands for sub-
tasks to run on an edge server, which has multiple virtual resources to handle the
execution of the sub-tasks. This then followed by a “decision solver” engine to decide,
on which virtual resource to select for the incoming 5 subtasks, based on the virtual
resource “current queue and completion time”. Experiments have affirmed that per-
forming the execution in the edge servers can reduce the network cost and internet
traffic. However, this model requires pre-setup infrastructure, which is difficult to
predict for IoT network type computation and so we believe a more dynamic
model/solution that forms the edge computing resources on-the-go is needed, so to
achieve faster execution time.

Tracking humans or animals with drones in crowd sensing scenarios, like volcanos
or disasters are examples of nowadays IoT applications. These applications require
machine learning and AI algorithms engines to analyze streams of audio, video and
image data coming from many sensors. Such intelligent algorithms require significant
computational/processing resources that are not typically available at the edge, but
rather available in large data centers in the cloud. An offloading solution that balances
the computational workload between the cloud and the edge resources has been pro-
posed in [6]. It achieves this, by shifting the training and testing phases of the workload
to the cloud. I.e. the end-device will upload data, which are then labelled and tested by
multiple algorithms, then, based on the chosen decision, the model is retrieved, ster-
ilized and packed in a shared repository. Only the AI inference engine is positioned at
the edge, as a micro service that can be accessed through the shared repository. This
model is impressive in that it sends less data to the cloud, which reduces network cost
and bandwidth traffic. However, it lacks a dynamic partitioning algorithm that decides
if a task is executed in the cloud/edge servers, but rather depends on a pre-processing
developer analysis to decide where to execute every task. We believe that the concept
of letting the cloud be responsible of the overall decision-making in splitting the
computation workload between the edge and the cloud is commendable. We shall
deploy a similar concept, SOSE uses AWS services to perform the creation of the DB
and recognition using AWS rekognition service [7]. Only the recognition results of the
extracted faces are saved in a local DB shared repository using SQLite.

A solution that enhances the above offloading model, by including a dynamic
partitioning algorithm of tasks moved between the cloud and the edge, is achieved by
including an “optimal virtual machine selection technique” and a “dynamic task par-
titioning algorithm” [8]. These two algorithms offload the intensive tasks from end-
device to the edge server and/or the cloud server. It achieves this by (1) sort algorithm
that topologically analyze a “task graph”, to partition the tasks between edge and cloud
servers, to achieve a low computational complexity. (2) Then it ranks the available
virtual machines, based on the time it takes to execute. (3) Finally, it selects the
appropriate virtual machine and utilize the dynamic task partitioning algorithm, to
compute the minimum completion time for the executed task. However, it only con-
siders execution time as a metric to evaluate the proposed model, we believe other
metrics like, battery power consumption, communication and efficiency must be
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considered in the evaluation. We deploy a similar concept to execute the sub-tasks in
parallel on the nearby edge devices, so faster execution time can be achieved.

Some IoT apps required deep learning algorithms to extract accurate information
for classification, especially for IoT devices deployed in complex environments.
Nevertheless, such algorithms require a significant amount of processing, (i.e. each
deep learning extra layer can bring extra processing among its multilayer structure).
Therefore, Efficient scheduling mechanisms are needed to decide on how many layers
can run on the edge servers. A solution that facilities offloading to optimize the per-
formance of deep learning for IoT at the edge, has introduced a model that provides
offline and online scheduling mechanism [9]. It achieves this by, monitoring each
server capacity to decide how many layers each server can handle. I.e. the first input
layers are consisting of many processing compute layers, therefore, it is more beneficial
to run such layers in the cloud server. Then, when the dimension of the deep learning
network is reduced, and the size of the intermediate layers becomes smaller than the
input layer. This allows moving the processing of these lower layers to the edge server.
This proposed model uses AlexNet deep learning model which consists of 8 layers, the
first 5 layers are deployed in the cloud server and the last 3 layers are deployed in the
edge server. This model is unique in that it can generates less data transfer and reduces
the response latency. This inspired us to form SOSE, by forming a network of
resources from end-devices and schedule the sub-tasks among them. I.e. SOSE_IN-
TELLIGENT engine schedules the sub-tasks and selects the device with the lowest
load and has the highest resources, in terms of processing power and battery level.

Offloading the intensive processing tasks and sharing the end-user data to the cloud
or edge servers lead to an unsecure deployment inviting malicious activities. A solution
that proposes to secure the offloading process has introduced a model, that secures the
data being shared between the edge servers during offloading [10]. It achieves this by
(1) it segments and offloads the tasks to the edge server in a sequence order. (2) It syncs
to the edge server through a middleware that handles the communication. (3) It pro-
vides a security manager interface to encrypt, exchange security keys and verify the
data before offloading. It is responsible to monitor the offloading process and generate
alerts if a breach occurred, by observing all the edge devices. Despite the fact that, to
the best of our knowledge this proposed model is the first to addresses security issues
when offloading to the edge server. Nevertheless, it lacks details of the used mechanism
nor experiments to approve the novelty. Being said that, SOSE introduces; (1) a
SOSE_INTELLIGENT engine based in the cloud server that (monitors and approve)
the nearby end-devices for qualifying as being secure and fit before offloading.
(2) Partitions the tasks and distribute the sub-tasks among a variety of nearby edge
devices, so the shared data cannot be retrieved or invoked as a package, and so stealing
the sub-task will not impact the overall security of offloading. (3), We are using AWS
rekognition service, which is a highly secure service that uses access and secret keys to
authenticate the nearby devices. (4) We used nearby peer2peer API protocol [11] to
communicate the nearby devices, which is a secure middleware that provides fully
encrypted P2P data transfer between nearby edge devices.
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3 SOSE Architecture

There are two distinct engines that make SOSE function. The SOSE_INTELLIGENT
engine and the SOSE_EDGE.

3.1 SOSE_INTELLIGENT

This engine is based in the cloud. Its main functions are:

1. Identify and recruit suitable devices that can be used when needed by
SOSE_EDGE. This process is continuous, and we envisage that such devices, as a
principle, are SP’s that are willing to contribute to help other SP’s when running
demanding MCCS. We propose that such devices are assigned certain credits that
they will be able to use when running the MCCS. A suitable arrangement for
controlling this will need to be in place as in [12], but out of the scope of this paper.
Therefore, this engine will have a database of such devices, their local localisation,
their resources, typical usage, availability and current load.

2. When contacted by the SOSE_EDGE Offloader, this engine will: (a) perform
profiling and partitioning of the MCCS, if not already done in a previous request.
(b) Try to establish if such MCCS has been run elsewhere to learn from that
experience, (resource required, time to execute, and dependency between tasks).
(c) Provide a list of potential available SPs/devices near the location of the Offloader
together with their capability. (d) Advice the Offloader with the MCCS profiling and
partitioning decisions. This information will help the Offloader to generate the
Virtual Machines (VMs) that will form the sub-tasks to be offloaded to nearby
devices.

3.2 SOSE_EDGE

This engine performs various stages resulting in forming the edge computing resource,
that will execute the MCCS and is led by the SP that is hosting the MCCS (named the
Offloader here). Any participating device in helping to run the sub-tasks are named the
Offloadee. The process of SOSE_EDGE is as follows:

1. The Offloader will generate VMs (bundle them as APKs and JAR files) of all the
partitioned sub-tasks, based on the instructions provided by the SOSE_INTELLI-
GENT engine. Note that, the choice of having the profiling and partitioning of the
MCCS in the cloud was to save battery of the Offloader, and source knowledge of
the MCCS provided by the developer is more accessible to the cloud.

2. The Offloader will establish connectivity with all available Offloadees as advised by
the SOSE_INTELLIGENT engine. Note that, the connectivity will be wireless, and
that SOSE_INTELLIGENT engine will advise on the best wireless technology to
use (e.g. Wi-Fi or BT, or Cellular) for each Offloadee device.

3. The Offloader will offload the VM’s to the Offloadees and communicate the results
from this process appropriately, including the termination of the contact.

4. The Offloader will also be executing its own share of the sub-tasks, as when it is not
busy with the other sub-tasks.
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5. When the MCCS run is completed, a summary record of this experience is feedback
to SOSE_INTELLIGENT engine, to train and update it for future execution if
needed by any other Offloader.

Details of each of these steps will be detailed as part of the experiments we have
done to prove the concept of SOSE. For example, all wireless connectivity is done on a
peer2peer protocol, etc.

4 Experiments, Results and Analysis

The following experiment scenarios is used to prove that SOSE_EDGE can provide an
on-the-go (dynamic) edge resource from available nearby devices, and will perform as
good as, or better than, a structured pre-setup edge computing server. The details of the
implementation of SOSE_INTELLIGENT engine and the automation of the process
will be documented elsewhere as being not the focus of this paper.

4.1 MCCS Choice: Face Detection Service (FDS)

FDS is chosen to demonstrate the computational complexity and the benefits of
offloading, (typically used by police or at an airport mobile search activities). It
involves a variety of complex tasks, including face detection and feature extraction. We
developed FDS using Android studio platform and Dlib library, which is an open
source library for image detection and recognition. It obtains a face bounding box using
coordinators of the face in the image. Then it detects and draw 68 coordinators in the
face, and finally, it extracts the face features. Asysnc class is basically used to run the
heavy part of FDS algorithm on another thread so no pressure on the main thread that is
also handling the GUI. FDS uses mface.train function to train the algorithm to perform
the face detection process. Then it uses recognizeAsync function to execute the
algorithm. Full details about the specification and experimental devices are illustrated
in Sect. 4.2.

To illustrate more sub-tasks, we developed a complex version of FDS, we named it;
FDSC. This includes recognition functions. As shown in Fig. 2, the main GUI of
FDSC contains three main buttons, which are Offloader, Offloadee and server. The
Offloader button is to specify whether to run the tasks locally on Offloader or remotely
on Offloadees. It shows a drop-down list of Offloadees (0–3), (we used up to 4 devices
in this experiment, (note that the maximum number of devices to be used is 7, because
the BT protocol only allows 7 actual devices to connect to one master node [13])). The
“0” means the tasks run locally on the Offloader, while (1–3) specify the number of
Offloadees. The Offloadee button is to represent the participated Offloadees. The server
button is for running the tasks remotely on the server, (we have decided to use 2 servers
in this experiment, the first one is a cloud AWS EC2 server, and the second is a local
Edge WAMP server), it requires a server IP address to start the connection.

We developed a simple algorithm to distribute the images among the Offloadees
and the servers. Firstly, we divide the number of images (n) equally among the total
devices. After that we find the remaining number of images, if the remaining images
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are equal to 0, then the algorithm starts distributing the images. If the remaining images
are > 0, then it distributes the remaining images one by one to the Offloadees. (For
example, if the number of connected devices = 4, number of images = 10, then 10/4,
so initially each device gets 2 images, then for the remaining 2 images, it assigns one
by one to the devices, so Offloader = 2, Offloadee1 = 3, Offloadee2 = 3, Offload-
ee3 = 2 and so on).

We used a third-party tool (AWS rekognition service) that uses storage-based API
operations to create the DB, to compare with the Offloader new images. It gets the
images from FDSC local repository root, then it calls Detectface request, call-
FaceDetails, and Detectfeatures functions to build a client-side index.

4.2 Experimental Scenarios

In this section, the various scenarios for the experiments that have been done to
illustrate the overhead of forming the edge resource are described. The aim of these
scenarios is to examine the benefit of SOSE when offloading in terms of processing
time, and battery power consumption, when FDS & FDSC sub-tasks are executed by
various devices together with the Offloader. In the experiments, we have focused on
comparing the processing time of sub-tasks, as well as battery power consumption for
this period, as being the quality of service parameters along with the accuracy and
efficiency of SOSE. Full details about the processing time cost and battery power
consumption cost, with the equations can be found in our SCCOF paper [1]. There
are many equations developed that calculate offloading time as a whole, based on
the above and including amount of computation and communication [14, 15].
However, we did not find a significant impact of all these parameters on the trend of the

Fig. 2. Screenshots of FDSC
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described experiments as explained in Sect. 4.3. These scenarios are referred, as Edge
Server Scenario (ESS), Edge Offloadees Scenario (EOS) and Cloud Server Scenario
(CSS), in this paper, as shown in Fig. 3.

4.2.1 The Offloader Sends (FDS & FDSC) Sub-tasks to a Local Edge
Server (ESS)
In this scenario, we have created a WAMPSERVER 3.1.0, which acts as a local nearby
edge server. Both Offloader and server are connected through an IP address. If the
decision is to run the tasks on ESS, the decision engine triggers the distribution
algorithm to partition the images between the Offloader and ESS. The Offloader gen-
erates a serializable interface and decides on the images to be offloaded. Then it
invokes the remote manager, to connect to the server using IP address and post API and
offloads the images in parallel. The edge server waits and listens to any incoming tasks,
it runs the requested sub-tasks when receives the images, records the time, converts it to
JSON format, and sends the results back to the Offloader as will be stated later in
Sect. 4.3. We used BroadbandChecker tool [16] to profile the network and make sure it
is stable when offloading.

4.2.2 The Offloader Sends (FDS & FDSC) Sub-tasks to Nearby Edge
Offloadees (EOS)
In this scenario, we performed offloading to cooperative nearby edge-devices on-the-
go. We used one Offloader and a maximum number of 3 Offloadees, full specifications

Fig. 3. SOSE architecture
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of the conducted devices are shown in Table 1. All the devices are connecting through
nearby API, which is a peer2peer networking API that allows apps to connect, share, and
exchange data in order to communicate over a local area network. We have used nearby
connections type, since it offers unlimited payload to be shared and it supports sensitive
data, by encrypting the data for secure payload exchange. We have defined 5 classes to
establish the communication between edge Offloadees, these are; Start Discovery (), Start
Advertising (), Endpoint Discovery Callback (), Request Connection (), and Payload
Callback (). When the device is selected as an Offloadee, the Offloader starts accepting
incoming connections, (the number of incoming connections is equal to the number of the
Offloadees). When we select more than 0 in the drop-down list, the Offloader starts
advertising itself to accept incoming connection from nearby Offloadees. The Offloadees
then discovers the Offloader and sends a request to connect. The Offloader accepts the
connection and adds the incoming Offloadee to the connected devices list. Then the
connection is established, and devices are ready to exchange images between them.

We developed a simple algorithm to distribute the images among Offloadees, as
explained in Sect. 4.1. (For example, if the Offloader selects 20 images to execute, each
device executes 5 images in parallel and performs the required sub-tasks, then each device
sends the results back to the Offloader). The Offloadees wait and listen for any incoming
tasks, run the sub-tasks, record the time and send the results back to the Offloader. A total
of 100 images to perform offloading between a variety of edge devices are used. The
images are set to have the same resolution (700 � 700), and have a maximum size of
300 KB, and tests are repeated 5 times to examine stable and unstable network when
offloading. The results are calculated (an average of 5 runs) in terms of processing time,
battery power consumption, and offloading gain as illustrated in Sect. 4.3.

4.2.3 The Offloader Sends (FDS & FDSC) Sub-tasks to a Cloud Server
(CSS)
In this scenario, we have created a server in the cloud using Amazon AWS services,
namely t2.micro Amazon Linux 2 AMI EC2 server. We created the credentials (secret,
access, and IAM keys), to authenticate the server with (FDS & FDSC), so it can
connect and push images to the cloud server. We have also used FileZilla and Putty
tools to install and migrate the necessary PHP files to the server. We created a S3
bucket to save the offloaded images, if needed for future execution and/or to train
SOSE_INTELLIGENT engine. If the decision is to run the tasks on the server, the
Offloader connects to the server and starts to offload the images through an IP address
and POST API. The server waits and listens to any incoming tasks, it runs the requested

Table 1. Experimental (Offloader & Offloadees) specifications for EOS

Devices specification CPU RAM OS Battery

Samsung S2 Sm-T710 1.3 GHz 3 GB Android 7.0 4000 mAh
Lenovo TB-7304F tablet 1.3 GHz 1 GB Android 7.0 3500 mAh
LG Nexus 4 1.5 GHz 2 GB Android 5.1.1 2100 mAh
LG Nexus 4 1.5 GHz 2 GB Android 5.1.1 2100 mAh
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sub-tasks when receives the images, records the time, converts it to JSON format, and
sends the results back to the Offloader as will be stated later in Sect. 4.3.

4.3 Results and Discussion

This section presents all the results achieved from the conducted various experiments
for the scenarios we designed to illustrate the concept of this SOSE solution.

Figure 4 shows the processing time of executing FDS for ESS, EOS and CSS we
described in Sect. 4.2. Offloading to ESS and CSS has reduced the burden on the
Offloader by 83.4% due to their unlimited resource capability. Note that the results are
testimony that having an edge server is the correct decision, since it will be less
overhead when communication traffic is taken into consideration. It is also clear that
offloading to a single Offloadee is costly with an increase of 14.3%, due to the overhead
not meeting the crossover point of being advantageous. However, offloading to >1
Offloadee has significantly improved the Offloader resource capability (21.3% & 40.2%
for 2 & 3 Offloadees respectively).

Figure 5 shows the processing time when running FDSC for ESS, EOS and CSS. It
shows an increase of the complexity of the FDC, by adding more intensive sub-tasks,
such as matching the extracted features with a DB. This highlights the importance of
SOSE, where the processing time became liner for all ESS, EOS and CSS. This means
that the overall cost of SOSE is much less than having the offloading done to the cloud,
without the network traffic caused by transporting the data to the cloud. For 20 images

Fig. 4. Processing time of FDS
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with 4 edge end-devices, we achieved 10.13% in comparison to running the sub-tasks
locally, while 12.1% for the cloud scenario, which indicates that, SOSE will outper-
form offloading to the cloud solution when complex sub-tasks are executed on more
participated edge end-devices.

The battery power consumption measured when executing FDSC for ESS, EOS,
and CSS is shown in Fig. 6, it clearly shows that same saving pattern is achieved with
processing time. The behavioral trend we observed is, when only 2 devices are exe-
cuting the FDSC, the battery power consumption cost increased by 19.52%. However,
when the number of Offloadees increases in EOS, we record a power saving of 28.8%
for 4 Offloadees running FDSC in parallel, which is almost similar with ESS and CSS
which record 31.8% power saving. To the best of our knowledge, none of the reviewed
solutions performed offloading of FDSC sub-tasks to nearby edge offloadees. However,
to compare ESS and CSS with Thinkair [17], that performs offloading of FDS sub-tasks
to a cloud server, we have achieved improvements of 12.48% and 38.4%, in terms of
processing time and battery power consumption respectively.

Figure 7 shows the processing time of FDS sub-tasks for ESS, EOS, and CSS, it
shows that the feature extraction task is the most intensive task compared to other tasks.
Also, it shows, the processing time dropped down continuously, almost up to 81.2%
saving when more Offloadees run FDS. To measure the accuracy of SOSE, we used
Rekognition confidence score of similarity. The confidence score is between (0–100),
that expresses the probability of the detection, if the face is predicted correctly. We
achieved up to 99% accuracy as almost all the selected images are recognized

Fig. 5. Processing time of FDSC
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successfully. We compared the accuracy rate achieved by SOSE, with the work in [18],
that used facial recognition service. We achieved an increase of 23.75%.

Fig. 6. Battery power consumption of FDSC

Fig. 7. Processing time of FDS sub-tasks
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5 Conclusion and Future Work

The discussion and analysis of the experiments in the above section concludes that we
can form a network of Offloadees on-the-go as needed, that will, even small number of
devices of 4 Offloadees will perform as good as an edge computing server with
unlimited resources. Our future study on this thread will focus on the granularity and
partition of the sub-tasks, so to maximize the benefit from the Offloadees without
having to run their battery to the ground or increasing the local connectivity traffic with
them. For sure having only a single Offloadee to help with the MCCS is not an option.

The impact of connectivity between our local edge resource network and the cloud
is significant and depends on the location of the Offloader. For example, if the cloud
server is only accessible by cellular link, then the overheads will be 10x more than if a
Wi-Fi connectivity is available to the server. This will give much more importance to
SOSE as we can form P2P connectivity with all Offloadees, including using a Wi-Fi
P2P link.

For automating all the decisions on the offload or not, sub-tasks sizes, Offloadee
choices and so on, an automatic partitioning and profiling are required instead of
manual profiling. As a next step, we will implement the controller engine, all the end-
devices connect to the engine, and exchange a report of features including; location,
battery level, processing capability, etc. In CloudSim simulator, the broker role is to
decide where to offload the service workload, based on simple broker policies such as
nearest VM, fastest VM or dynamic VM. We shell deploy our engine as so, to take the
broker policy in deciding where and what to offload, based on SOSE assessment
criteria as described in Sect. 3. An intelligent engine is very important to achieve
efficient offloading. The various variations for the type of intelligence algorithms, (such
as genetic algorithm and/or Markov model) is the next study phase of this project.

Acknowledgment. Gratitude to the University of Basra, and MOHESR (Ministry of Higher
Education and Scientific Research) for sponsoring this work.
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Abstract. While data from Supervisory Control And Data Acquisition
(SCADA) systems is sent upstream, it is both the length of pulses as well as their
frequency present an excellent opportunity to incorporate statistical finger-
printing. This is so, because datagrams in SCADA traffic follow a poison dis-
tribution. Although wrapping the SCADA traffic in a protective IPsec stream is
an obvious choice, thin clients and unreliable communication channels make is
less than ideal to use cryptographic solutions for security SCADA traffic. In this
paper, we propose a smart alternative of data obfuscation in the form of
Impulsive Statistical Fingerprinting (ISF). We provide important insights into
our research in healthcare SCADA data security and the use of ISF. We sub-
stantiate the conversion of sensor data through the ISF into HL7 format and
define policies of a seamless switch to a non HL7-based non-secure HIS to a
secure HIS.

Keywords: Cyber security � SCADA/ICS networks �
Healthcare SCADA systems � Health Level Seven �
Impulsive Statistical Fingerprinting � Data obfuscation � Encryption �
Context-aware security � IEEE 11073

1 Introduction

Healthcare data has superior black market cyber value compared to financial data as
noted by Trend Micro [1]. With an increasing number of personal healthcare records
being digitised, for obvious reasons, the number of cyber-attacks on Health Information
System has increased dramatically in the past few years [2].

The ISO/IEEE 11073 Personal Health Data (PHD) is a family of standards that
enables medical/healthcare data to be exchanged between medical/healthcare/wellbeing
devices and external computing systems. The Health Level Seven (HL7) has been
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providing data modelling and standardization support for almost 30 years. The suc-
cessor of HL7 is the Fast Healthcare Interoperability Resources (FHIR) draft specifi-
cation [3]. However, The FHIR specifications and its implementation are not within the
scope of this paper. Rather, we chose to use HL7 due to its maturity. In fact, HL7 stays
as the most widely accepted and adopted healthcare information sharing standard.

The ISO/IEEE 11073 and HL7 have successfully played a key role in enabling the
medical devices to exchange data amongst themselves. Due to privacy and security
issues, this data needs to be protected. Since medical devices are not typically com-
putationally very proficient and the standards advocate lightweight communications, a
cryptographic data security scheme is not an ideal solution to go ahead with [4]. In
order to address this problem, we propose to use the statistical fingerprinting as data
obfuscation method.

The Impulsive Statistical Fingerprinting (ISF) was used by Crotti et al. to classify
the network traffic for anomaly detection [5]. When network traffic shows an atypical
pattern and skewness from the “normal” traffic pattern, this is raised as an anomaly to
the system [6]. We use the ISF to prevent leaf sensors from broadcasting the actual
readings. Since the ISO/IEEE 11073 allows the flexibility to transmit metadata in the
HL7 packet, we calculate the statistical model proposed in this paper to calculate the
obfuscated values from sensors before translating the communication in the HL7
format.

The statistical model proposed in this paper assumes that the devices are already
connected and configured in a network. An initial handshaking between PHDs and IP
network provide the baseline values for mean calculation that will help in recalculating
back to original values of the sensor data. From the results reported in [7] we learn that
the PHDs send periodic metric report containing time stamp, and status value which
reports device errors and alarms. The time stamps received from the devices helps keep
both the TCP session [8] and time series data consistent. Using the statistical method
proposed in [9], which assumes that the time series data is stationary, we consult to the
history of the PHD values. We use the algorithm proposed in [9] and apply autore-
gressive integrated moving average models to find the best fit of the time series model
to past values of the time series. An adversary, who is using a Man-in-The-Middle
(MiTM) attack, needs to know considerable amount of time series data to predict the
future values.

Following are the advantages of using statistical fingerprinting:

(1) There is virtually no extra overhead in the existing infrastructure,
(2) Adoption to the new solution is typically fairly straightforward and
(3) The obfuscation of the patient data complies with privacy laws of both Australia

[10] and Qatar [11], where the test-beds are planned for implementation and trial
purposes.
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2 Paper Organisation

Section 3 provides relevant definitions and background information on PHDs as well
as the security and privacy goals. Section 4 delivers the circumstantial account on the
proposed method. Section 5 of the paper comprises a meticulous breakdown of the
state-of-the-art in PHD security and privacy research. The concluding remarks have
been discussed in Sect. 6 whereas the future works have been ventilated in Sect. 7.

3 Background and Definitions

Recent advances in the embedded technologies and their usage in the field of medicine
[12] have increased the benefits of integrated digital patient data to the highest levels.
Seamless availability of medical data through interconnected systems has been made
possible through the presence of standards [13]. These standards have evolved over
time and have served as the key driving force in advent of PHD clusters at one/different
HISs.

3.1 PHD Clusters and Inter/Intra Cluster Communication, Translation,
and Addressing

According to ISO/IEEE 11073 standard [13], the Personal Healthcare Devices (PHDs)
communicate through IEEE 11073 agents with the 11073 manager through a plethora
of communication interfaces. These communication interfaces may range from IPv6
enabled Low powered Personal Area Networks (6LowPAN), Zigbee, Bluetooth, or
802.11x etc. [14]. The point to point communication among the PHDs has been left on
user settings i.e. as per needed. The devices communicate to the outside world through
a hierarchy that includes device agents that are associated intern with the agent man-
agers. This helps in scaling the device clusters in a better way.

3.2 Healthcare Data Security: Needs and Wants

There has been a tremendous growth in breaches into medical and healthcare data [1].
Healthcare data consists of patients’ personal physical condition, financial information,
private location information, images, videos, peers information, etc. Due to unavail-
ability of legislation on collection of personal data in a HIS settings in the past and
increasing availability of healthcare archives, there is a great amount of unfiltered data
in healthcare databases. The IEEE 11073 assumes very little responsibility of privacy
and security of user data. The standard assumes that each user agent communicates
with only one manager and each of them is free to keep their own copy of the data. The
presence of these copies makes the layered architecture proposed in IEEE 11073, a
vulnerable data network architecture.
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3.3 Data Obfuscation in Healthcare Information System

Since data is kept archived in its original form at different layers of communication, the
risk of data loss and corruption increases exponentially. There is a growing need for a
data security protocol which secures the data in transit and in archives. Because the
IEEE 11073 encourages interoperability of heterogeneous devices and simplicity of the
infrastructure, it is impractical to get the whole industry to agree on a set of encryption
scheme. The PHDs have high diversity in computational power among themselves.
Different encryption algorithms have different computational power [4]. We identify
that there is a need for a lightweight data obfuscation scheme.

3.4 Statistical Fingerprinting

Due to the constant data stream that is periodically transmitted by the PHDs and inability
of agreement to one encryption scheme, we propose to apply linear time series data
aggregation algorithms to predict the next value [15] to calculate the autoregressive
moving averages of the values that are generated by the PHDs. Using this statistical
method, there is no need to change standards or manufacturer’s device specifications.

4 The Proposed System

According to the IEEE 11073, the disease management devices fall in the 10400–
10439 domain of standards. The PHD agents typically have limited capabilities i.e.
RAM, ROM, CPU, etc., connection to a single PHD manager, limited resource in
power, they are fixed in their configurations, and unreliable connection to the man-
agers. On the other hand, PHD managers are higher in abstraction layer to the PHD
agents with multiple connections, richer power resources, and higher processing
capability. The Fig. 1 shows a typical PHD cluster scenario:

Fig. 1. The Organisation of PHDs, Agents, and Managers in an IEEE 11073 compliant cluster.
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As shown in Fig. 1, the obfuscation layer that we propose in this paper resides
between the agent and manager. We believe that the placement of obfuscation layer is
critical considering the constraints posed by the device and the practice of data
archiving as discussed in the previous section.

Let k be the PHD value at a given time tk.
Where, we have an array of values that a PHD generates and those values are

interrelated through a common source or by a common noise ki 2 k½I�. So the range of
values that are generated from the PHD initially is the sample base for the statistical
forecasting model that works on time series data. This series is generated by:

Rn ¼
Xi¼n

i¼0

Ki=t

Since it is well known, the variance, r2 ¼ ð R
i!0

ki � lÞ2 =n. We can derive that if
K½I� be a numerically-valued discrete random variable with sample space X and dis-
tribution function mðxÞ.

Now, if r2 is added with the mean of the time series values, the original value can
be obtained: Ov ¼ r2 þO½I�mean� The expected value EðXÞ at PHD Agent is defined by
Eðk½I�Þ ¼ P

x2X
xmðxÞ. The proposed scheme shall be considered valid if and only if

tk ¼ ðc � EðXÞÞ=b.
Where c and b are coefficients of consistency within the tolerance ranges of error.

4.1 The Testbed

We use the testbed presented in [16]: a testbed for monitoring the long term bedridden
patients. The testbed consists of pressure sensors that generate events (pressure read-
ings) which generate time series data & triggers the IEEE 11073 compliant video
camera and can communicate to the PHD agent. There are 25 force sensitive sensors
that are placed under the bedsheet in 5 � 5 strips manner. Each row of sensors is
supported by the enamelled wiring and sown in a row into fabric for patient comfort.
The sensors are arranged in the form of a matrix on the bed. The position of the sensors
is adjustable according to the morphology and physiological features of the patient. The
intensity of pressure/force on the sensors by a patient’s posture on laying position in
bed is measured by the voltage amplitude. The implementation of the PHD agent is
performed on the Arduino board that is attached with wires to the sensors (Fig. 2).

The intensity of pressure/force on the sensors by patients’ posture on laying
position in bed is measured by voltage amplitude. The implementation of the PHD
agent is performed on the Arduino board that is attached with wires to the sensors. The
matrix of force sensors provide uniform data series. In order to achieve closeness to the
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real time environment, we introduce an event triggered digital camera. The data feed
from the digital camera is routed to the IP network through the Arduino board (Fig. 3).

In Fig. 4, we present the sequence flow diagram of the protocol proposed. We
propose that the PHD transmits the baseline values at initial handshake. This is
achieved after initial DHCP. After the acquisition of the baseline values, the PHD starts

Fig. 2. Matrix of sensors in the long term bedridden patients and an Arduino board with PHD
agents implementation and a host to the obfuscation layer algorithm.

Fig. 3. The flow chart of flow from the PHD to the agent and back.
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sending variance of the values with respect to the previous value transmitted. This way,
the burst frequency is reduced which will result into lesser network traffic and if the
sensor values stay the same, the network will carry packets with zero data values in it.

4.2 Multisensor Data Obfuscation Through Statistical Fingerprinting

The continuous time series data that PHDs send through PHD agents to the PHD
managers is in plain format in the conventional HIS. We propose that instead of
sending sensor values, the variance from the previous value is sent. In [17], the
algorithm for calculation of variance from an incoming data stream is reported. Using
the stream of data carrying variance of sensor readings and mean from the baseline
sensor readings, one can calculate the original sensor reading. This way, the data in
transit stays obscure to the intruders.

The initial handshake in the system is based on trust. That is the devices that are
newly configured to the system, share their ‘native’ sensor readings with the agents:
residing on the Arduino. It is only after a sizable sample, in our case 50 samples, or
native values are stored as demonstrated by the authors in [9]. An interesting debate on
the usability of Kalmans filter and statistical methods are found in [9] which assisted us
in choosing the statistical methods for this particular scenario.

Fig. 4. The sequence diagram of the protocol proposed.

Securing Big Data from Eavesdropping Attacks 83



The following notations describe the method of calculating the forecasted value for
the time series under consideration using the statistical methods. This calculated value
shall be used as the confidence value against packet injection attacks in a PHD net-
worked environment. Although the statistical methods have their shortcomings [18],
we believe that an alternative incorporation of input verification method shall greatly
benefit the security in the PHD based networking environment.

4.3 Conversion of Obfuscated Data into HL7 Format

From [19], we learnt that conversion of data streams into HL7 format requires the
policy engine that generates XML documents when provided with data source. In the
current scenario, we have two series of data streams for the policy engine: 1- time series
data to be kept as a baseline sample for the statistical model, 2- Variance data as time
series data. We plan to implement a new version of the conversion software into the
Weka tool [20].

4.4 Threat Model for the Proposed Scheme

In this section we discuss the threat model for the proposed scheme. As discussed
earlier, that the ISO/IEEE 11037 standards encourages the transit of healthcare data
through various networked devices. Mostly, this data is in plain text format. This data
in transit, while unencrypted, is a serious security and privacy threat.

Let’s assume that Alice is an attacker who wants to steal the healthcare data. In
conventional environment, Alice will spoof network packets, or spoof IP of the PHD-
Agent and request the latest sensor reading from the PHD. If the method proposed in
this paper is adopted, the attacker will have the following scenarios to attack and steal
the data.

Through Packet Capture: If an attacker captures the packet that contains the PHD
data, the attacker shall get variance from the data packet, which will not be of any use
unless the attacker knows the mean of over the range of the values.

Through Spoofing PHD-Agents IP Address: This type of attack is typically classified
as Man in The Middle (MiTM) attack. If Alice sends a decoy packet to the PHD agent
and an association request, unless Alice has the statistical model, she cannot generate
the mean from the baseline values and hence the attack will only be valid for the
amount of time it takes to generate baseline values.

5 Empirical Analysis and Discussion

In our experiments, we extracted a sample set of 1400 readings from embedded tem-
perature sensor hosted on the Adruino. The following diagram shows the dataset:
(Fig. 5)
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Lemma 1: Whether we can constitute the original value from variance and mean?
We extracted the mean and variance of the sample values which were 20.65627 and

0.00233 respectively. We determined that the reconstructed value was an exact match
with the real value at the sensor. Whether this condition will still hold true for change in
variance? - we rest this argument for the future work (Fig. 6).

Lemma 2: Whether the predicted value from the statistical model matches with the
real value?

In our observation, we noticed that the variance values for each sensor value
predicted filled in perfectly in the gaps between the estimated value and the real value
at the sensor. In future, we aim at investigating the effectiveness of the statistical

Fig. 5. The sample data set.

Fig. 6. Comparison of the original value at sensor and recalculation of original value at PHD
agent.

Securing Big Data from Eavesdropping Attacks 85



fingerprinting methods for different types of traffics. We also aim at testing these
methods in different environments and investigate the effects of multi-sensor data
fusion environments.

In past, we proposed the method in [19] that addresses conversion of the healthcare
data into HL7 format. Using statistical fingerprinting, the volume of traffic is reduced
by 66.75%. This is so because the statistical model requires two previous neighbouring
values to serve as a reference point. The HL7 packet is going to hold additional
statistical value within the packet to reflect the volume of the sample and variance of
the values. This also reflects in the power consumption of the transmitting nodes which
is not within the scope of this paper.

6 Related Works

Martinez et al. [21] present the implementation of an end-to-end standard-based patient
monitoring solution. They demonstrate that their implementation is incompliant with
X73 and EN13606 standards. However, data security in the system proposed by
Martinez et al. rely on the security strengths of its components i.e. database security.
The data in transit and cache stored at each level, according to the IEEE standard, stays
vulnerable. The authors of [22] have enumerated the threat space for the medical
devices. They go on to state that despite the vulnerabilities in the communication
technologies, the data in transit is still vulnerable to attacks. Lee et al. [14] enumerate
the interoperability challenges in the personal healthcare devices and also list that the
data in transit as an issue that is unaddressed. In [23], Marc et al. present the case study
of hospital image archive security on super clouds. They propose to use network
services as the main computing power behind transfer and encryption/decryption of
secure data. Delegation of AAA (Authentication, Authorization and Accounting)
functions to the hypervisor might be considered rational but with increase in network
volume, the idea of clouds of clouds might get in jeopardy. Zheng et al. [24] illustrate
the application of blockchain technique in the PSN-based healthcare. The application of
the blockchain in healthcare environment is unparalleled but since healthcare networks
are hybrid in nature i.e. they consist of both thick and thin clients, blockchain might be
overkill. An application of secure Internet of Things (IoT) in healthcare is proposed in
[25]. On an IP-based network, on thin clients, the authors have proposed hashing
messages and propose to use the hashing time as verification measure between the two
processes. Since IoT is a de-centric concept, considerable amount of energies are
invested in clock synchronisation. Timing-based process verification in absence of a/or
two master clock(s) is risky. In [26], the authors have implemented a standard com-
plaint prototype. They have discussed the plug and play capabilities derived from X73
standards. In compliance with ISO11037, the authors have not discussed the issues like
security of data in transit, security of data in storage, device security, connection
security, etc. They have relied on the inherent security features of TCP/IP.

Zhang et al. [27, 28] used statistical fingerprinting to detect peer-to-peer botnets
through host-to-host traffic analysis. In [29], Trevor et al. is the RF fingerprinting for
feature selection in Zigbee emissions and in [30], Sucki et al. use spatial fingerprinting to
improve security in wireless networks. The statistical fingerprinting provides an in-vivo
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baseline tomatch the anomaly against, which is one of themost research areas in anomaly
detection research. The foremost advantage of this non-crypto-based data obfuscation
scheme proposed in this research paper is the lightweightness, portability, scalability,
with very nominal overhead costs. Lee et al. [31] discussed several cases where anomaly
detection is hard in health care networks because attackers mask their traffic with the
normal traffic. In this situation, signature-based or traffic pattern based anomaly detection
is near impossible. They emphasize on the use of verified transactions in the network
which is an unrealistic assumption in large networks such that of health care networks.
Zhenyu et al. [32] and in [33, 34] addressed large-scale internet of things and its appli-
cation in health care through fog computing. Having considered the rapid volumetric
increase in the IoT technology, unless the underlying flaws of the supportive technologies
are fixed, the cyber security is going to stay as a major cause of concern [35, 36].

The ISO/IEEE 11073 Personal Health Data (PHD) is a family of standards that
enables medical/healthcare data to be exchanged between medical/healthcare/wellbeing
devices and external computing systems. The Health Level Seven (HL7) has been
providing data modeling and standardization support for almost 30 years. The suc-
cessor of HL7 is the Fast Healthcare Interoperability Resources (FHIR) draft specifi-
cation [3]. However, The FHIR specifications and its implementation are not within the
scope of this paper. Rather, we chose to use HL7 due to its maturity. In fact, HL7 stays
as the most widely accepted and adopted healthcare information sharing standard.

7 Concluding Remarks

In this paper we presented our research using statistical fingerprinting before trans-
formation of the healthcare data into HL7 format. We demonstrated that the statistical
fingerprinting not only adds a semantic layer of security to the data, it can be performed
locally at the data acquisition site without considerable overhead. The process of ISF is
performed at the presentation stage of the data which means that the integrity of data is
ensured. After the ISF is performed, the data is converted into HL7 format using the
converter built in Java. If the data packet containing fingerprinted data is intercepted, an
adversary will not be able to predict the value of the sensor unless s/he is physically
present at the sensor site or has been present throughout the lifetime of the sensor
sending the fingerprinted data. We believe that the research presented in this paper is of
significant value because it advocates for seamless of HIS into a more secure HIS
without considerable overhead or changes to the existing infrastructure.

8 Future Works

We aim at presenting a comprehensive comparative analysis of various encryption
techniques, data obfuscation techniques, and the scheme proposed in this paper in an
HIS setting. This tasks requires analysis of “key-driving variables” in a Health Infor-
mation System (HIS), foresighted strengths and weaknesses of cryptographic schemes,
and development of context in order to choose the right data security scheme. We also
plan to develop an adversarial model for the scheme proposed.
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Abstract. MANET are self-configurable wireless network where the nodes do
not have fixed infrastructure, no centralized mechanism, nodes are fully coop-
erative, highly mobile and dynamic. There is no inherent security between the
nodes for secure communication and data exchange. One of the huge security
challenges is authentication of nodes in such environment in general and peer
communicating nodes in particular where nodes are communicating for the first
time.
The proposed scheme presents a novel solution to authenticate peer nodes

(source and destination) with no prior trust and security associations. As no pre-
established trust exists before the MANET is initialized therefore, in MANET,
nodes present a huge challenge of authenticating communicating peer nodes.
The proposed scheme provides a solution to authenticate the sending and
receiving nodes using trust based scheme as the sender and receiver doesn’t
have first-hand information about these trust values as they could be at the
opposite end. Thus, the trust is calculated by nodes for all their neighbours and
is send to peer communicating nodes when requested before peer nodes initiate
communication. We refer to this process as authentication through trust. Lastly,
to ensure end to end data encryption, the mutual trust scheme is combined with
Diffie-Hellman Elliptic Curve DHEC Key Exchange. This allows nodes pair to
exchange data securely by using shared secret keys to encrypt data.

Keywords: MANET � Network security � Trust-based scheme �
Trust-based authentication � Cryptography � Asymmetric key exchange

1 Introduction

One of the vulnerabilities of MANET is the lack of secure communication mechanism
between nodes and protection against various threats. The minimum requirement of
implementing security in any system is achieving the security goal of Availability,
Integrity, Authenticity commonly referred to a CIA. This paper is concerned with the
using trust to achieve authentication in MANET nodes. This can only be achieved by
forming a secure channel between the communicating nodes. The algorithm used is a
combination of trust based scheme as a framework and available efficient cryptographic
techniques to achieve the above security goals. The scheme is divided into three steps.
The first step of the algorithm is to build the trust factors which provide a secure
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platform for the later steps of the protocol that uses the trust values to authenticate peer
node. Lastly, a secure key management scheme to secure communication between
nodes in the network is also proposed to provide data encryption.

The trust calculation can be achieved using any trust threshold scheme proposed
[1–7]. Once the trust is established between neighbour nodes, the trust values can be
used to validate communicating peer nodes in the second step. The scheme addresses
the issue of authenticating peer communicating nodes that could be far apart and one-
to-one trust value exchange is not possible. Thus, step-one is a framework to provide
the level of security required in the form of a trust and step-two can be used to
authenticate nodes based on those trust values.

2 MANET Security Completed Work

Routing protocol in MANETs such as AODV were designed without taken security
considerations into account therefore, it is prone to number of security threats as
mentioned earlier. There are number of attacks that has been identified and studied in
MANET. The type of attack also depends on which network has been targeted. We will
discuss more advanced attacks that could affect MANET. Some of the types are
Blackhole [7], Greyhole [8], Wormhole [9, 11] that are classed as Denial-of-Service
(DoS) attacks. Other types of attacks are Byzantine [12], Flooding [13], Grayhole [10]
and Rushing [14].

Extensive research has been done and various security protocols have been pro-
posed by the researchers in an attempt to secure different aspects of MANET. The
mobility of nodes and constantly changing topology makes availability challenging in
MANET. It is essential to the network operations. MANETs are vulnerable to attack on
any level of the open system interconnection OSI model including physical attacks
such as Denial of Service DOS or wireless jamming techniques as well as attacks on
higher-level services such Key Management services [10]. We will briefly discuss and
analyze some of secure routing protocols developed for MANETs such as SAODV
[15], SEAD [16], TESLA [17], Ariadne [18], SAR [19], Security Aided Adhoc
Routing [20] and ARAN [21].

• Secure Adhoc On-demand Distance Vector SAODV [15] routing protocol is used to
secure the routing messages for the original AODV. Basically the SAODV uses
digital signature, a branch of symmetric cryptography, to authenticate non-mutable
fields and using hashing algorithm such as hash chain to authenticate the mutable
field i.e. hop count for both route request RREQ and route reply RREP message
[16].

• Authenticated Routing for Adhoc Network ARAN [21] is another type of MANET
security protocol that uses digital signatures to protect the non-mutable fields of the
routing messages and uses Open SSL library for certification. This is thought to be
time consuming and generate a lot of overhead.

• Security Aware Routing protocol SAR [19] is a trust based reactive protocol. It uses
trust values and relationships with the nodes which form the basis of its routing
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decisions. Only trusted nodes can participate in the routing. The protocol does not
provide high-end security.

• Another protocol proposed called Security Aware Aided Adhoc Routing SPAAR
[20]. It’s a location aware protocol which uses geographical information to secure
routing information and uses asymmetric cryptography i.e. the use of public key
infrastructure for routing.

• Hu et al. [16] proposed Secure Efficient Ad Hoc Distance Vector SEAD and used a
protocol, which is based on the design of DSDV [20]. SEAD is designed to prevent
attacks such as DoS and resource consumption attacks. Also uses One-Way Hash
Chains to secure routing.

• Ariadne also developed by Hu et al. [17] which is based on the operation of DSR
[22]. Ariadne [18] uses message authentication code (MAC) and secret key shared
between two parties to ensures point-to-point authentication of a routing message.
Ariadne is a secure on-demand routing protocol and uses symmetric cryptographic
operations. The protocol provides security against one compromised node and
prevents many types of denial-of-service attacks. However, it relies on the Timed
Efficient Stream Loss-tolerant Authentication TESLA [17]. This is not suitable for
MANET as it requires clock synchronisation.

3 Trust Based Scheme

Trust based routing protocol works by adding Trust parameters to the nodes. Nodes
operate in promiscuous mode and hear the conversations between other nodes in
transmission range. Trust can be computed by taking into account different factor such
as packets sent, received, acknowledged and forwarded by various nodes in the net-
work. Therefore, nodes representing high trust can be selected as best path for com-
munication. Trust schemes are used to mitigate security attacks and identify malicious
nodes in the network as an alternative to cryptographic methods due to special char-
acteristics of MANET. Extensive research has carried out on the use to trust threshold
schemes in MANET. In the next section we will discuss some of trust based schemes
proposed.

Several techniques have been proposed to detect and eliminate malicious nodes in
the network such as [23–31]. One of the earliest techniques proposed was Watchdog
and Pathrater. The Watchdog technique identifies misbehaving nodes while Pathrater
technique calculates path avoiding misbehaving nodes [24]. The Pathrater rates every
path in its cache and select a path that best avoids misbehaving nodes. In [27] the
author used the concept of incentives called beans to forward packets. Each node in
return for participating in packet forwarding earns beans. The packet is automatically
dropped when the packet run out of beans. A credit-based scheme known as Sprite was
proposed by [30] in which the receipts of all packets send and received are kept and
reported to Credit Clearance Services CCS when there is an internet connection.
The CCS can make decision based on its report about the individual nodes.
Scheme called Ex-watchdog proposed by [32] was proposed to address the weaknesses
of watchdog scheme by discovering malicious nodes which can partition the network
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by generating false reports. Another Intrusion Detection System proposed by [5] relies
on watchdog technique to overcome deficiencies in the original watchdog scheme by
introducing end-to-end acknowledge called TWOACK. Another trust based scheme
called Adaptive Acknowledge scheme (AACK) [27] is an attempt to reduce detection
overhead while increasing detection efficiency through detecting misbehaving node
rather than link proposed in TWOACK [5]. Muhammad et al. [1] proposed Adaptive
Trust Threshold Strategy for detecting and isolating misbehaving node. The main
difference between this and other schemes proposed is that it adapts to changes in
topology and therefore, its threshold against which the trust is measured and compared
is a dynamic value.

Confident scheme was proposed by [26] which is also a reputation based scheme. It
has four major components Monitor, Reputation System, Path and Trust Manager.
Monitor performs watchdog function, Reputation deals with node rating, path is about
path rating and Trust deals with alert messages.

4 Our Proposed Scheme

Trust based routing protocol works by adding trust parameters to the nodes. Nodes
operate in promiscuous mode and hear the conversations between other nodes in its
transmission range. Trust can be computed by taking into account different factors such
as packets sent, received, acknowledged and forwarded by various nodes in the net-
work. Therefore, nodes representing high trust can be selected as best path for com-
munication. Trust schemes are used to mitigate security attacks and identify malicious
nodes in the network as an alternative to cryptographic methods due to special char-
acteristics of MANET. Extensive research has been carried out on the use of trust
schemes for security in MANET. The next section will discuss some of trust based
schemes proposed.

The proposed mutual authentication scheme can be implemented on top of any trust
based scheme. There have been number of trust schemes proposed [1–6] that can be
used as a framework for the proposed scheme in step-one.

For instance, the Watchdog technique identifies misbehaving nodes while Pathrater
technique would calculate path avoiding misbehaving nodes [24] using trust values.
Another example of a scheme using static trust is Adaptive Acknowledge scheme
(AACK), [27] is an attempt to reduce detection overhead while increasing detection
efficiency through detecting misbehaving node rather than link proposed in TWOACK
[5]. All these schemes use trust in some shape and form to represent trust in the nodes.

4.1 Neighbour Nodes Trust Calculation

According to the above schemes [1, 4, 6], trust is generally calculated by nodes
listening in promiscuous mode to the packets send and received by its corresponding
neighbours. Our scheme relies on this information collected by neighbour nodes as
being first hand is used to authenticate peer nodes. The trust is represented as Average
Trust and calculated using Eq. 1 below.
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Average Trust T ¼
P

Packets Sent/Recvd
P

TotalPackets
ð1Þ

Once the node trust is calculated using trust schemes mentioned above then the
trust is compared against an arbitrary static trust threshold to determine the final trust of
a node (jTa) using Eq. 2. The Average trust (T) In most of the cases the trust is
calculated by neighbour nodes as they operate in promiscuous node and can listen to
the packets send and received by its neighbour.

4.2 Mutual Trust Authentication Scheme Structure

We have used AODV as a reference to compare our scheme. AODV is modified to
embed our scheme and comparisons are drawn to validate our findings. There are four
types of messages RREQ, RREP, RERR and RACK defined by AODV protocol. Our
scheme only uses the RREQ message at destination node and RREP at the source node
for implementation.

According to this stage, once the Trust values received from neighbors of corre-
sponding peer nodes then, the trust values are combined as shown in Eq. 2, to calculate
the peer node trust.

jTa ¼ 1
N

XN

i¼0

Ti ð2Þ

Where T is Average Trust value calculated by each neighbor node, N is Total
number of neighbors, K is the trust of node a and i is the Node index.

Once the trust values are received from all the corresponding neighbor nodes then
the trust values are evaluated to calculate final trust value by using Eq. 2. The peer
node is authenticated if the trust threshold is above certain static predetermined
threshold or authentication fails if the trust threshold calculated is low. The Algorithm-
1, represents how the node trust is calculated using trust based schemes and the node is
declared as trust or malicious as a result of the computation. The Algorithm 1 shows
how the trust is calculated in the majority of research work presented so far.

Begin
Compute Node Trust
Compute Static Trust

If Node Trust >= Threshold then
Trusted  

 Else 
Not Trusted

End

Fig. 1. Trust threshold scheme algorithm
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4.3 Mutual Authentication Process at Source Node S

The source node S waits for a route reply RREP after sending a RREQ in order to
communicate with the destination node D. When it received a RREP from destination
node D, the source node S then repeats the same process performed by the destination
node. Source node also requests the trust values from all the neighbours of the desti-
nation node. Upon receiving the trust values of destination neighbours, the source
compares the trust values and authenticates the destination node to establish commu-
nication. As both nodes S and D have no security association with one another to
exchange data, hence the proposed scheme provides that layer of security by using trust
to authenticate destination node. The Fig. 1 shows the steps in AODV, when the Mutual
Authentication scheme is implemented and the trust is requested by source node. The
steps highlighted in the end, where the source receives the RREP, it requests the trust
from destination’s neighbours followed by DHEC, which constitutes the last step.

4.4 Mutual Authentication Process at Destination Node D

This section describes how AODV can be used to implement the proposed mutual
authentication scheme. When a source node S wishes to communicate with destination

Standard AODV         Trusted AODV

Received RREP

Is New Index

Update Routing Table

Is Dest 

Node

Send Ack

No

Yes

No

Yes Forward RREP 

Req

Received RREP

Update Routing Table

Is Dest 

Node

Forward RREP 

Req

Request Trust from Desti-

nation Neighbour

ECDH Key Exchange

No Route Update

No Route Update Is New Index

Authenticate

Authentication 

Failed

No

Yes

No

Send Ack

No

Fig. 2. Source node DFD standard versus mutually authenticated trusted AODV
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Node D, and doesn’t have a route to destination node D, it sends a RREQ. In the
normal AODV operation the destination node sends a reply to the source node with the
valid root when the RREQ reaches the destination node D and the last action performed
is a |Send Reply| message sent. After the AODV operation is complete and before any
data communication is performed by both nodes, the authentication and authorization
stage begins which concludes the first phase of the proposed scheme.

According to this stage, the destination node requests trust values from source S
and all its neighbour nodes. Once the trust values are received from all the corre-
sponding neighbour nodes of S then the trust values are evaluated to calculate final trust
value. The node is authenticated if the trust value is equal to and higher than the values
received from all neighbours, and authentication fails if the trust value is low. The same
process is repeated by the source node S to authenticate destination node by requesting
source and its neighbours trust values recorded for the source node.

The AODV process at destination node is shown in Fig. 3. The Fig. 3 presents the
difference between standard and AODV process based on Mutual authentication. The
authenticated AODV requests the trust values from source neighbour node and if
authentication is successful, a reply is sent in the form of RREP message. Before any
data is exchanged the DHEC algorithm is implemented. The additional steps are shown
at the end of trusted AODV in Fig. 3.

Standard AODV         Trusted AODV

Received RREQ

Is New Index

Update Rou ng Table

Is Dest 

Node

Send RREP

No

Yes

No

Yes Forward RREP 

Req

Received RREQ

Update Rou ng Table

Is Dest 

Node

Forward RREP 

Req

Request Trust from Source

Neighbours

ECDH Key Exchange

No Route Update

No Route Update Is New Index

Authen cate

Authen ca on 

Failed

No

Yes

No

Send RREP

No

Yes

Yes

Fig. 3. Destination node DFD standard versus mutually authenticated trusted AODV
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4.5 Diffie-Hellman Elliptic Curve Key Exchange

To ensure the data cannot be intercepted by any third party or protect is from eaves-
dropper, we propose implementing the cryptographic protocol. DHEC algorithm is
implemented when Route Request (RREQ) message is received and RREP acknowl-
edgement is sent by the destination node D. This is a novel concept through which peer
nodes authenticate one another through trust which is discussed in detail in Sects. 4.3
and 4.4. The authentication using trust ensures that the communicating nodes are
trusted and their trust values are endorsed by the neighbour. We believe that trust
values calculated by neighbours can have highest level of trust, than trust calculated
through other methods. When the trust and mutual authentication schemes are com-
bined they provide a foundation to secure key exchange between any communicating
nodes. The secret key could be used to provide security in the following ways;

1. Authentication and authorization
2. Encrypting data exchange between nodes

This could provide protection against the forms of attack that are common in
MANET, such as Blackhole, Greyhole, Rushing and Wormhole attack.

The last step of our proposed scheme is the key exchange mechanism to encrypt
messages using secret keys. The keys are exchanged using Diffie-Hellman key
exchange [31]. This would ensure the data is encrypted and could not be intercepted or
tempered with by eaves dropper between source S and destination D.

DHEC scheme allows us to exchange secure information i.e. secret shares between
sender and the receiver over insecure channel. This is an example of Asymmetric
algorithm [31]. This algorithm states that two nodes exchange public keys and then
each performs a calculation on their individual private key and the public key of the
other. The result of this whole process gives us an identical shared key. The shared key
obtained is used for encrypting and decrypting data between two nodes. The scheme
provide a framework about how to perform key generation and exchange between
parties or devices that do not yet have secure connection to establish shared keying
material (key that can be used with symmetrical keying algorithm such as AES, DES,
HMAC) therefore it’s more a key-agreement protocol than an encryption algorithm.
Elleptic Curve Diffie Hellman is more efficient variant of Diffie-Hellman key exchange
algorithm which will be used in our scheme [32]. They are used in Public Key
Cryptography for conceiving efficient factorization algorithm.

Public Key cryptography is designed on the principle of hardness of solving the
following two problems;

1. Factorization of large integers
2. Discrete Logarithm Problem DLP

The main idea behind the above concept is the trapdoor one way function.

A one way Trapdoor function is such that
Given x, Y = f(x) is easy to compute
Given Y, it’s computationally infeasible to calculate x
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Elliptic curves are set of points defined by the solution to the following equation

E ¼ ðx; yÞjy2 ¼ x3 þ axþ b
� �

a; b 2 K
ð3Þ

Where a is an element of field, b is an elements of field and K is a field.
Some of the fields K that Elliptic curves are defined over are

• R: Real numbers
• Q: Rational Numbers
• C: Complex numbers
• Z: Integers modulo p represented as Z/pZ

Following is the example of a graph of elliptic curve over real numbers R (Fig. 4).

Also there is a point at infinity represented as O

Point at infinity: O

And there is also a condition that

4 a3 þ 27 b2 6¼ 0 ð4Þ

Discrete Logarithm Problem DLP is a type of one-way function as explained above
in which exponentiation is easy but logarithm is difficult to compute. The types of
cyclic groups used in public key cryptosystem are

Example of DLP in zp�

• Given the finite cyclic group zp� of order p − 1 and a primitive element a 2 zp�

and another element b 2 zp�

• The DLP is the difficult computation of determining the integer 1 � x � p − 1
such that

ax � bmod p or x ¼ logab ð5Þ

Fig. 4. Elliptic curve over integer modulo p
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Elliptic curves uses shorter encryption keys hence consume fewer memory and
CPU resources. It offers more security per bit in increase in size and is more com-
putationally efficient then the first generation RSA and Diffie-Hellman public key
systems [31]. The figure below shows the comparison of Diffie-Hellman and RSA key
exchange protocols using elliptic curve (Table 1).

The above comparison shows that the Elliptic Curve keys are much smaller [31].
Secondly the ratio of the key lengths utilizing the protocol from multiplicative group
using modulus mod p as shown in the middle table to the key length of Elliptic Curve
protocol is increased from 6:1 for 80 bits, 12:1 for 128 bits and 30:1 for 256 bits [33].
This implies that the more security is required the more efficient ECC becomes.

In order to keep the shares confidential and secure so it doesn’t get into malicious
hands or get compromised in any way during exchange process from Source node to
the Destination Node as shown in Figs. 1 and 2 above we propose the use of Diffie-
Hellman Elliptic Curve Key exchange algorithm.

The following section describes various steps needed to configure DHEC protocol.
Let E be an elliptic curve over a finite field k.
Let P, Q be points on E such that P = nQ for some integer n.
Let |P| denote the number of bits needed to describe the point P.
We wish to find an algorithm which determines n and has runtime polynomial in

|P| + |Q|. So this problem seems hard. This is also referred to as Discrete Logarithm
Problem where “adding is easy on Elliptic Curve but undoing is hard” [34].

Using a multiplicative group of points on an elliptic curve the ECDH protocol
works as follows;

1. Node A and Node B agree on an elliptic curve E over a Field Fq and a base-point
P 2 E/Fq.

2. A generates a (random) secret kA and computes PA = kAP.
3. B generates a (random) secret kB and computes PB = kBP.
4. A and B exchange PA and PB.
5. A and B compute PAB = kaPB = kbPA

The secret kA and kB is a random value 2 {1, …, n − 1} where n is the order of
the group generated by P [36] and exchanged non secure channel without revealing
Identity of the secret.

Table 1. Comparative analysis between RSA and Diffie-Hellman using ECC

Symmetric encryption
(key size in bits)

RSA and Diffie-Hellman
(modulus size in bits)

ECC key size
(in bits)

56 512 112
80 1024 160
112 2048 224
128 3072 256
192 7680 384
256 15360 512
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5 Performance Metrics

The performance of the proposed scheme is evaluated using the following metrics:

• Throughput: It is the amount of data (bit or packets) transferred between source
and destination per period of time (seconds).

Throughput ¼ Size of Data Received
StopTime� StartTime

ð3Þ

• Packet delivery ratio: The ratio at which packets are delivered in the network.

PDR ¼
P

8i2D TPRiP
8i2D TPSk

� 100 ð4Þ

The TPRi represents the total number of packets received by the destination node i,
and TPSk, represents total packets sent by the source k. Where S, represents source and
D, represents destination using Constant Bit Rate (CBR) application.

5.1 Parameters

• Node Mobility Parameters

The scheme is tested in a simulated environment using machine specification shown in
Table 2 using NS2. Standard AODV and dynamic trusted scheme run in the presence
of malicious nodes and the results obtained are presented in the section below.

The Random Waypoint Mobility (RWM) model was used to generate mobility.
Parameters listed in Table 3 were used to generate mobility in NS2.

Table 2. Simulation system environment

Machine specification
Model CPU CPU’s

speed
Memory Memory speed

(Hz)
Operating
system

HPProbook
450

Intel Core
i5

2.20 GHz 8.0 GB 166 MHz Ubuntu 16.04

Table 3. Node movement and network size

Mobility
model

Node movement scenarios and Network size parameters
Network
size
(node)

Malicious
nodes

Topology
size (m)

Transmit.
range (m)

Node’s
speed
(ms)

Pause
time
(seconds)

Simulation
time (sec)

RWP 100 3 400 � 400 250 5–20 0–100 180
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• Parameters Specifying Traffic Patterns

The data parameters are shown in Table 4, list all the parameters and their corre-
sponding values used to run the simulation.

5.2 Throughput

It is referred to as the number of packets successfully received per unit time. It is an
important indicator of the performance and quality of network connection. Figure 5,
shows the throughput for nodes ranging between 20–100 nodes and the comparison
between trusted and standard AODV. It can be observed the due to malicious nodes
introduced in the network, standard AODV having no protection has a lower
throughput than the secure AODV.

Table 4. Traffic pattern parameters 20 nodes

Conn
no

Source
node

Sink
node

Application Send
rate

Layer 4
type

Packet
size

Max
pkts

Conn time

1 1 2 CBR 0.2
approx.

UDP 512 10000 2.556
approx.

2 4 5 CBR 0.2
approx.

UDP 512 10000 56.333
approx.

3 4 6 CBR 0.2
approx.

UDP 512 10000 146.9651
approx.

4 6 7 CBR 0.2
approx.

UDP 512 10000 55.634
approx.
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Fig. 5. Network throughput
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5.3 Packet Delivery Ratio

The result for packet delivery ratio is shown in Fig. 6 below. This metric indicates the
performance of the proposed trusted scheme after analysing all other performance
metrics. This metric represent the ratio of the number of packets received by the
destination to the number of packets sent by the destination nodes. The comparison is
between standard and trusted AODV is presented in Fig. 6.

The metrics presented to test the performance of the proposed scheme is based on
data packets and do not include the control and security message i.e. the implemen-
tation of DHEC.

According to [32], there are 9 steps required to generate and exchange keys for
DHEC algorithm. This means additional 9 packets are needed to the total number of
packets in mutual authentication phase. The first step is peer nodes generate random
number followed by generating their private and public keys. In the next step, each peer
on the receipt of public key from its corresponding peer computes shared key.
Therefore, there is no significant effect on the throughput when ECDH is implemented.

6 Conclusion

Determining the trust level of new nodes and allowing them to become part of the
network and take part in routing and communication is still challenging issue. We
proposed a novel method for authentication through trust that enabled two commu-
nicating peer nodes to prove their identity and trust level prior to exchanging data with
each other. The proposed scheme provides a foundation for MANET routing protocol
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Fig. 6. Packet delivery ratio
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to implement a layer of security that enables a distributed, trusted and secure key
exchange algorithm when the network initializes and ensure secure data exchange
between peer nodes.

The scheme is implemented in the MANET environment with no predetermined
trust therefore all nodes are treated as having no trust at all. The scheme is compatible
with any MANET routing protocol and can be implemented in the network using
routing protocol other than AODV.

In our proposed security scheme, we utilized common Trust based scheme for
authentication and Diffie Hellman Elliptic Curve DHEC for encryption and key
exchange. These schemes have some distinctive characteristic that support MANET
decentralized and resource constraint environment. The trust based schemes identifies
trusted and untrusted nodes while DHEC provides an efficient and secure mechanism
for the distribution of key between nodes over insecure network. In our research we
also propose an efficient way to support existing and new joining nodes. The scheme
offers encryption of data communication using shared secret keys that are generated by
the communicating nodes using DHEC algorithm. This ensures that all the nodes
whether existing or new joining nodes will undergo the process of trust evaluation and
authentication. The dynamic nature of the MANET makes the use of conventional
security scheme such as Secret and Public Key cryptography more challenging.
Therefore, the scheme proposed in this research is robust and encompasses various
aspects of security. The scheme not only allows the nodes to authenticate its self but the
security is implemented throughout the network and is scaled as the network grows
through efficient Trust based scheme. This signifies that not only the security of
individual nodes is important but the security of network as whole is of paramount
importance as well and above all the security of the data communicated between is the
most important of all.
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Abstract. Smartphones have changed the world from a primitive to a high-tech
standpoint. However, there have been many incidents where third parties have
used confidential data of the users without their consent. Thus, it causes people
to be paranoid and distrustful of their smartphones, never knowing which
application threatens to expose them. In this paper, we have conducted an in-
depth review of the significance of smartphones in human life, and we have
discussed the methods used by various authorities to collect and exploit users’
data for enigmatic benefits. Moreover, we surveyed the smartphone users to
identify the vulnerabilities leading to privacy violation, and to examine their
knowledge about the protection mechanisms. We determined that Technology
and Human are the two major vulnerabilities that are exploited to invade users’
privacy. It is the necessity of the moment for the researchers and developers to
formulate solutions that could be used to educate and protect smartphone users
from potential threats and exploitation of data.

Keywords: Smartphones � Privacy � Data exploitation � Mobile applications

1 Introduction

Smartphones have revolutionized human life due to features such as connectivity,
efficiency, functionality, and entertainment [1–3]. Connectivity: Besides phone calls
and text messages, one can access social networking sites like Facebook, Twitter,
SnapChat and many more. Advanced connection services like Viber and Skype enable
one to save money through free conversation. One can also send and receive emails
once their email accounts are set up and synced to their phone. Efficiency: Smartphones
are efficient because they speed up processes making it easier for people to go about
their business on the move. Applications such as Google Docs and OneDrive allows a
person to work and collaborate with other people anywhere and anytime without the
aid of computers. Functionality: Other than connectivity and efficiency, there are
abundant applications for various purposes that can be installed on a smartphone.
Smartphones provide users, the choice of enabling security measures to protect
important data on their devices. Entertainment: One of the main attractions of smart-
phones is the entertainment factor. Latest movies, songs, TV shows and even online
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gaming has been accessible on the move using smartphones. The discussion of
smartphones being an invasion of data privacy never ends. Smartphones are great
pocket-assistant devices because they contain a variety of sensors [4]. Since smart-
phones have become a necessity, people rarely go without them. This enables the
sensors to gather users’ data. These sensors are both a gift and a curse. This is because
the sensors could be compromised for malicious intents without users’ knowledge. For
example, online app store Google Play removed 20 apps because they were abusing
their access through sensors found on Android phones. This means before Google
discovered the privacy violation conducted by these apps, they could track and keep a
record of users’ most private data like their current location, pictures, videos, sensitive
files and everything else on their devices. Besides providing opportunities for hackers
or perpetrators to snoop into users activities via sensors, certain apps on smartphones
gather data such as recently searched, most popular search, and download history. The
developers have built the apps in such a way that they compile all the raw data and then
sell them off to advertising companies, which then convert them into useful information
and ultimately, profit. It may seem harmless on the surface, but there may be data that
the user would have wanted to keep private and confidential. For example, randomly
searching for a product on a search engine could cause pop-ups or e-mails regarding the
same searched product at a discounted price. In order to contribute to the domain of
smartphones data security, we conducted this research to identify the user and tech-
nology related vulnerabilities. The findings from this research could be used as strong
foundations to carry out advanced research in the domain especially related to pro-
tecting smartphone users from data privacy violation and to make smartphones a
trustable next-generation technology. The rest of this paper is structured as follows: In
Sect. 2, we discuss the secret methods of data collection using smartphones. Section 3
contains a discussion on the exploitation of the data. The survey results are analyzed in
Sect. 4 and critically discussed in Sect. 5. Finally, we have concluded the research in
Sect. 6.

2 The Data Collection Methods

Unauthorized data collection is a major concern among the general population in
today’s age. Due to the vast upgrades and constant improvements in technology,
devices are being more necessary than ever in a society. Smartphone devices have
become almost like a necessity in today’s world, and base models are getting
increasingly more affordable [7]. What would have cost thousands of dollars previ-
ously, could be only a couple of dollars today. This is one of the many reasons that the
use of smartphones is widespread with some users being as young as three years of age.
Users of devices like smartphones should be constantly aware of the permission that
they grant the phone, if they are not, their data can be collected even without them
realizing it. There are many ways through which smartphone users’ data can be
accessed. The data collection methods are discussed in the following sub-sections.
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2.1 Location Sensors

Location sensors determine the exact geographical location of smartphone users with
high accuracy. Longitude and latitude coordinates obtain the geographical location, but
its accuracy is dependent on the types of applications, operating system and hardware
of the smartphone [8]. As more users are using phones for navigational purposes as
well as transport services, the majority of smartphones being produced have high
accuracy location sensors embedded in them. Some of these location sensors measure
not only the latitude and longitude but also an ‘x’ element, which refers to the height or
elevation of the device. This allows for more accurate tracking and data collection. The
applications of an iOS and Android device are different. Apple is stricter when it comes
to granting location permission to an application, and allows the user to adjust these
settings, both via the application, as well as through the device privacy settings [9]. For
Apple, users can select between having the location of the device always turned-on,
always turned-off or be turned-on only when an application with permission is open
and running. However, for Android, users may need to take extra precautions. In an
investigation and report by Quartz, it was found that even if the smartphone device is
actively turned-off, the device is without a SIM card, is not connected to the internet,
and does not have any applications needing location services to be used, Android OS
phones can still collect location data to be sent to Google as soon as the smartphone is
connected to the internet. When the application has location access or if the device
itself has location access turned-on all the time, data is being collected constantly.
Certain smartphone applications can even figure out roughly what floor of a high-rise
building that you work or stay in based on time and frequency of visits [10].

2.2 Accelerometer and Gyroscope

Most older smartphones have had accelerometers that measure in only one dimension.
However, the latest smartphones have accelerometers that measure in three dimensions,
with these dimensions being ‘x’, ‘y’ and ‘z’. This is also known as the three-axis
accelerometer. Apart from this, a gyroscope is also available on most devices [11]. This
allows not only the speed to be measured but also the relative positioning and direction
of travel of the smartphone device. A certain travel company who has monitored these
data has found that in their application, the number of visitor’s peak and surge around
midnight, which is right before most adults head to bed. It was also found that during
these times, the devices (mainly smartphones) that are being used had many rotations
going on. This indicated that a majority of the users were looking at travel sites while
lying in bed, as lying on their side generally causes the phone to rotate to landscape
mode.

2.3 Wi-Fi Sensors

Another way of gathering data is through Wi-Fi. The monitoring and data gathering of
location-based data via Wi-Fi is one of the lesser-explored uses of Wi-Fi. However, it is
a good way to get these location-based data as it uses less battery as compared to GPS
or accelerometers [11]. With Wi-Fi sensors, the location of a user can be extracted
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based on which access points they have connected their device to. Other data that can
be gathered from Wi-Fi access points are the speed or if the user is currently traveling.
This data is gathered by measuring the speed of the connection changes as it may
rapidly connect and drop, thus assuming if the user of the smartphone device is
traveling at a relatively high speed. Even if the smartphone device does not connect to a
Wi-Fi network, it can still be traced, and data can be collected based on the fact that
smartphone devices usually automatically scan for Wi-Fi connections through various
access points [12]. These access points can be tracked as smartphone devices can
measure various components such as the access point’s MAC address, its SSID’s, name
and signal strengths.

2.4 Virtual Keyboards

A Virtual Keyboard (VK) is a vital part of any smartphone, as the majority of the things
we do on a smartphone needs a VK to function. Another reason it is important is that
every piece of information from mundane daily memos to private credit card numbers
and other passwords go through the VKs [3]. Some VKs require a login account to
personalize data such as words and phrases that are commonly used. However, it is
highly likely that these VKs sell the data to third-party applications or companies for
targeted advertising [13].

2.5 Third Party Tracking Applications

A study has shown that about 70% of applications share the data collected with
companies such as Google analytics [14]. Companies like these can obtain data from
various applications and combine them to form a scarily accurate and detailed profile of
smartphone users [15]. They can combine information to do this even if all applications
are granted permissions separately [12]. However, big companies like these have one
goal in mind, i.e., profit. The main source of this profit is to create and deliver specific
and targeted advertisements based on what the tracking applications have identified to
be interesting to the smartphone user.

3 The Exploitation of Data

There are many different purposes for organizations or authorities to obtain users’ data.
However, most of these reasons lead back to one cause, i.e., profit. [16]. When we say
that data is unethically, illegally or inappropriately used, it means that the original
owner of the data did not consent to the data being used in that specific manner. This
section contains information about the uses of data that are unethical, illegal, or a
combination of both.

3.1 Targeted Advertisements

Targeted advertisements are dedicated to specific products or services that interest a
user. This is achieved by collecting various user data using many applications,
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especially social media based apps. Some of the most used categories of data for
targeted advertisements are; location, search history, browsing history, posts viewed or
interacted with on social media, pictures seen or videos watched, and even certain key
terms based on keyboard activities. Location-based advertisements gather location data
from GPS of the device to deduce the locations that the user is most often at, as well as
locations that have been visited or areas checked in on various social media apps [17].
The advertisements presented may be related to travels, services or goods provided near
those locations. For search history and browsing history, the advertisements would be
items or services that have previously been searched or looked for. Data from posts
viewed or interacted with, pictures looked at or videos watched, will generate data that
will produce advertisements of similar topics or items related to recently viewed
activities. Finally, it would be keyboard activity, which is the most privacy invading
option. The data stored could be anything from credit card information to passwords to
words that are often used. This information will be used to find advertisements that are
related to these words.

3.2 Selling Data

Numerous third-party firms would buy the data to be analyzed. Companies can also use
this data for themselves. For example, The Wall Street Journal has cited two cases
relating to this; A travel website charging Mac users’ higher hotel prices, and a large
multinational office supply chain offering better deals only if there is a competitor
within a 20-mile radius. The travel website, Orbitz, found out that Mac users were more
likely to spend up to 30% more on a hotel room, and they were 40% more likely to
spend on 4 or 5 star hotel rooms as compared to Windows users [18]. Thus, they have
started providing Mac users with higher hotel room prices to increase their profits. As
for the office supply store Staples, the Wall Street Journal has found out that Staples is
tracking the location of online users and only offering discounts and coupons if there is
a competitor store within a 20-mile radius from their current location [19]. If no
competitors are found nearby, Staples assumes that the users are willing to pay the
higher price as they do not have a choice, thus eliminating the discounts and coupons
for these users and increasing their profits.

3.3 Candidate and Employees Profiling

New companies tend to do screenings on potential employees or the employees that
they feel they may need to worry about. Companies and organizations these days will
either look up the employee on social media and various search engines or get
investigators to find out more about these employees. Not all companies or organi-
zations will have the resources to hire investigators, nor need to if it is not a high
position. Facebook has been found to publicly display users’ data even if the user has
restricted it to the ‘friends only’ option [8]. This enables employers to check Facebook
pages of potential or current employees. This is unethical on the part of Facebook, as
users have restricted these data or contents to specifically their friends only, and not the
general public.
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3.4 Predicting and Influencing Users Habits

Similar to the targeted advertisement, the data collected is used by marketers to try to
influence certain users to purchase certain products or services. The difference from
targeted advertisements is that the user may not have shown interest in these products
before, and these advertisements are usually decided based on demographics or per-
sonal data. The data collected will be used to promoting certain items, which they feel
the user may be inclined to buy. A well-known example of this was certain cigarette
companies targeting their advertisements towards highly stressed and lower-income
users, as it was this group of people that were most likely to start smoking and buy
cigarettes [20]. A user dependent on cigarettes is a loyal customer to them, thus
increasing their profits constantly.

3.5 Distribution of Confidential Data

There have been multiple cases where personal data had been stolen and published on
the internet for everyone to see. A few common cases were the nudes of celebrities
stolen via iCloud and published, and when accounts of dating site users were pub-
lished. In the first case, which happened in 2014, a hacker gained access to the iCloud
library of Apple used by celebrities and leaked their personal and private photos online
[21]. The hacker gained access to the iCloud accounts via brute force attacks and
followed up by publishing a list of 100 celebrity names whose accounts had been
supposedly hacked, followed by uploads of photos soon after. In the second mentioned
case, occurred in 2015 when a hacking group accessed and stole users’ data of a site
called Ashley Madison. The Ashley Madison site was a dating site targeted towards
individuals who were married or in a relationship. These hackers believed that what
they did was ethical as they were exposing cheating and unfaithful individuals.
However, the fact that they had hacked into, and stole 60 GB worth of user profiles and
data, along with identifying and real-world profiles, is illegal [22]. This data leak has
caused many problems towards the affected individuals, ranging from the breakdowns
of families, discrimination among their peers, and was even linked to two cases of
suicide. Regardless of whether the hackers believe that their stealing of data is for
ethical reason, the act in itself is illegal and wrong. The users entrusted the companies
with keeping their profiles and data secure and did not consent to their data being
openly uploaded online for others to view. It is a serious breach of personal and private
data and can have many negative effects on the victims.

4 Survey

This section analyses the survey conducted to identify the user vulnerabilities that
could lead to privacy violation using smartphones. Additionally, we aimed to under-
stand how users feel about their privacy concerning smartphones. This survey has 202
responses from participants of different age groups, geographical locations, and
opinions on smartphones data privacy. We started with a question to determine the data
that participants find the most private to them. 151 participants (74.8%) consider
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passwords on their devices to be the most confidential data. Coming close to that
number, 103 participants (51%) declared photos and videos are most private to them.
90 participants (44.6%) find emails, and a total of 80 participants (39.6%) stated that
location is the most sensitive data to them, respectively. The remaining participants
have considered documents, banking details, messages, chat history, and contacts as
the most private data as shown in Fig. 1.

In the world of smartphones, the application level permissions could potentially
lure users into collecting their sensitive information. The second and third question was
targeted to understand the users’ interaction with the permissions required by the apps.
As shown in Fig. 2, 49% participants occasionally, 26.7% participants have never, and
24.3% participants make it a point to read all the required permissions before installing
or using an application on their smartphones. This finding is bothersome because only a
minority of the participants read all the permissions requested by an application before
installing it. This is probably because the permissions are too lengthy to read or the
need for the application is greater than data privacy or simply due to lack of knowledge.
Moreover as shown in Fig. 3, 62.9% of our participants had refused to install an
application when it asked for certain unrelated permissions. Of the remaining

Fig. 1. Data importance.
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participants, 23.8% have never, and 13.4% have refused to install an application once
due to the permission it requested, respectively.

The fourth and fifth question was targeted to identify the protection mechanisms
and precautionary measures undertaken by the users as a defense mechanism against
the privacy-violating Apps. As shown in Fig. 4, we are amazed to determine that
42.6% of participants have never used anti-virus and anti-malware applications on their
smartphones, 31.7% are currently using either anti-virus or anti-malware on their
devices, whereas 25.7% used to have one of those two types of applications but not
anymore since they uninstalled it. Moreover, as shown in Fig. 5, 60.4% participants

Fig. 2. Users knowledge.

Fig. 3. Application permissions.
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have not installed applications outside of Google Play Store or Apple App Store, while
38.6% has confessed to having installed applications outside of the certified application
installation platforms and trusted sources. This number is worrisome because partici-
pants open doors for many malicious applications that can invade their privacy.

5 Discussion

From the overall survey results, we observe that smartphone privacy issues occur due
to two major vulnerabilities (Human and Technology). The smartphone technology has
been developed to enable communication, collaboration and to assist users in a variety

Fig. 4. Using protection application.

Fig. 5. Trusted and untrusted applications
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of other everyday tasks. However, likewise any other technology, this technology can
and has been exploited for malicious reasons. The intruders such as hackers and
organizations are spying on user activities, collecting data for personal gains such as
advertisement, service improvement, and selling data. The smartphone users are vul-
nerable to various threats, and in most cases, they are unaware of the effects on their
data privacy. However, in certain cases, users indirectly or unintentionally allow access
to their sensitive data due to lack of awareness and knowledge of the smartphone
technology and the apps. Many of the users are not even aware and well informed of
using protection mechanisms such as anti-virus, anti-malware, and other anti-spyware
services. Furthermore, the users of smartphones are also not conscious of the per-
missions that apps require from them during the installation or execution time. In
certain cases, the users grant unwanted permissions to the Apps due to their need and
convenience to use the required features. The lack of care in granting permissions could
lead to privilege escalation, and users’ data privacy can be at risk. It is the necessity of
the moment for the researchers and developers to formulate solutions that could be used
to educate and protect smartphone users from potential threats and exploitation of data.

There are solutions developed to deal with issues regarding the required permis-
sions of a mobile application. When people download an application, they do not read
the app’s privacy policy because it is tedious and filled with complicated words that
they may not understand [23]. To address this issue, the mobile application market
should be plastered with application reviews that come from trusted sources. This will
give users a sense of relief knowing that their data will be secured from third-party
exploitation. Brands also serve their purpose by building a reputation of being
responsible for maintaining the privacy of user data so that users will not have any
qualms from downloading any mobile application developed by them. A balance needs
to be struck between users of apps who want their data to be secured and the app
developers who want to boost their revenue by using user profiles for advertisement
purposes [24]. To do this, a new model must be developed that will have two distinct
flows of information, one from the user to the developer and another from the user to
the advertisement network, both vice versa. Both developers and ad-networks will have
unique privacy requirements. The application developer has certain privacy require-
ments that work in conjunction with the application while the ad-network can develop
privacy methods that will fully aid the market reliant on advertisements. A solution to
privacy risks in the form of an anonymous identifier has been presented [25]. Block-
chain can also be used to protect data that users want to keep private [26]. The
blockchain system involves two main proceedings, the protection of users’ data and the
ability for services to retrieve the data after a verification process using digital signa-
tures. To better ensure that users are aware of the available mobile applications that
consist of effective privacy and security features, an app recommendation system is a
solution [27]. TaintDroid is a system designed to keep track of the usage of private data
by third-party applications that may or may not be suspicious on Android [32]. Data
from both reputable and non-reputable apps will be tainted. Whenever it is found that
the data has been shifted from 1 location to another, TaintDroid will create a log of the
event containing the details of the movement of the data, painting a clearer picture as to
which apps are credible and which are not.
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6 Conclusion

Cyber-criminals who are utilizing a highly sophisticated range of approaches and
destructive codes, are aiming conventional operating platforms such as iOS and
Android [33]. There is a legion of operating system versions in use to cater to the ever-
increasing number of smartphone users on Earth [34]. While conducting this research,
we realized that smartphone technology is a double-edged sword. It brings many
benefits and makes lives very convenient but also presents several risks to user data
stored within it. The privacy problems posed by smartphones are phishing attacks
through location tracking, racial profiling, user surveillance and controlling the
smartphone camera for spying purposes. Some solutions we have discovered include
increasing the number of trusted reviews for applications, blockchain security and app
recommendation systems. In our survey, we have discovered that fewer users read the
terms and conditions of the application before installation. Almost half of the partic-
ipants do not have antivirus or anti-malware apps on their phones, leaving them vul-
nerable to attacks. Finally, nearly 40% have downloaded an app from an untrusted site
increases the chances of compromising their phone because these applications might be
virus or worm infected.
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Abstract. Phishing attack has been considered as a major security challenge
facing online community due to the different sophisticated strategies that is
being deployed by attackers. One of the reasons for creating phishing website by
attackers is to employ social engineering technique that steal sensitive infor-
mation from legitimate users, such as the user’s account details. Therefore,
detecting phishing website has become an important task worthy of investiga-
tion. The most widely used blacklist-based approach has proven inefficient.
Although, different models have been proposed in the literature by deploying a
number of intelligent-based algorithms, however, considering hybrid intelligent
approach based on rule induction for phishing website detection is still an open
research issue. In this paper, a hybrid rule induction algorithm capable of sep-
arating phishing websites from genuine ones is proposed. The proposed hybrid
algorithm leverages the strengths of both JRip and Projective Adaptive Reso-
nance Theory (PART) algorithm to generate rule sets. Based on the experiments
conducted on two publicly available datasets for phishing detection, the pro-
posed algorithm demonstrates promising results achieving accuracy of 0.9453
and 0.9908 respectively on the two datasets. These results outperformed the
results obtained with JRip and PART. Therefore, the rules generated from the
hybrid algorithm are capable of identifying phishing links in real-time with
reduction in false alarm.

Keywords: Phishing website � JRip � PART � Machine learning �
Rule-based model � Rule induction

1 Introduction

The recent development in information technology coupled with the advancement in
Internet usage has created an ample of opportunity for online community to commu-
nicate and share varieties of resources. There has been an exponential growth in the
number of businesses and organization offering web services to improve their cus-
tomers’ experience. Many of these organizations provide online trading including sales
of goods and services over the World Wide Web (WWW) [1]. To access these online
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resources, users need to know their Uniform Resource Locators (URLs). URL is an
essential identification for all objects on the WWW such as audio, video, hypertext
pages and a host of other online resources. Nevertheless, despite the huge opportunities
offered by the Internet, accessibility to online resources may expose Internet users to
different forms of vulnerabilities and online threats. This can damage financial repu-
tation and lead to loss of private information through various malicious strategies that
may be deployed by hackers. Such strategies include the creation of phishing websites
to lure legitimate users. Thus, the suitability of the Internet as a channel for secured
online communication and commercial exchange posed a serious question. According
to Dhamija, Tygar [2], phishing is categorized as a form of online threat that involves
an act of impersonating a website or web resources of a reputable organization with the
aim of illegally obtaining user’s confidential information like social security numbers,
usernames, and passwords. Phishing links are sometimes referred to as malicious
URLs.

Attackers make use of malicious links in high magnitude to distribute malware over
the web and to hijack confidential information from Internet users. If successful, the
link can give partial or full control of the system to the attacker [3]. In recent years,
there has been an increase in the growth of cybercrime which needs to be critically
addressed by network information security authorities. Attackers have targeted many
sectors from e-commerce and banking to government, private and many more by
inserting malicious codes into a standard webpage to evade detection [4]. Timely
detection of such phishing URLs is of great importance in order to reduce the damage it
can cause to online community [5].

Early detection approach for phishing website was based on blacklist method,
which relies on repository of already classified websites. This approach suffers from
inclusiveness due to the fact that any URL or new URL that is not listed in the
repository might evade detection [5, 6]. Machine learning approaches have also been
deployed to build intelligent models that can separate phishing websites from legiti-
mate ones. For instance, Gupta [7] applied pattern matching algorithm based on word
segmentation to identify malicious URL. Thakur, Meenakshi [8] developed a system
for detecting malicious URLs in big data environment using JRip rule induction
machine learning algorithm. The detection and classification of malicious URLs in
cloud environment based on machine learning approach has been investigated by [9].
The authors proposed a method that is based on Markov decision process, Information
gain ratio and Decision tree to simultaneously analyzed malicious webpages. Although,
a number of studies have applied machine learning algorithms to develop suitable
models for phishing URLs detection, however, investigating hybrid predictive model to
effectively detect phishing websites still remain an open research issue. Thus, this paper
proposes hybrid rule-induction algorithm to address this research area.

The remaining parts of this paper are organized as follows: Sect. 2 discusses related
studies on phishing website detection; Sect. 3 focuses on the main methodology
deployed to develop the proposed hybrid rule-induction algorithm. Section 4 presents
the results obtained from the different experiments conducted in this study, and finally
Sect. 5 concludes the paper and presents future direction.
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2 Related Work

Rules induction technique is categorized into two, namely, direct and indirect tech-
niques. The direct technique involves rules generation directly from the data while
indirect technique deals with rule generation from another classification algorithm.
Vijayarani and Divya [10] examined the performance of three rule-based algorithms for
breast cancer and heart disease diagnosis. Formally, let k represent an observation from
the dataset, then an instance k can be detected by a rule r provided all the conditions in r
according to the value of the attribute pair can also be satisfied based on the corre-
sponding value of the attribute for instance k. Let C be a concept (i.e. decision) which
represents the consequent of rule r, then a rule set R is said to completely covered the
concept C provided every instance k an element of C has a rule r from R that covers k.
Furthermore, it can equally be said that a rule set R is complete provided R covers
every concept in the dataset [11]. Generally, rule induction algorithms belong to two
major classes: global and local. The global rule induction algorithms used the set of all
attribute values as the search space, while the local rule induction algorithms used the
set of attribute-value pairs to explore the search domain. Many rule induction algo-
rithms have been introduced over the years, which include Learning from Examples
Module, version 1 and 2 - LEM1 and LEM2.

This section discussed some of the existing research efforts for phishing URL
detection. In the model developed by Lee and Kim [12], the researchers examined the
malicious URL’s in a twitter stream. The study focused on exploring frequently shared
URLs to discover the suspiciousness of correlated URL redirect chains. The authors
experimented with various tweets extracted from the twitter timeline and a classifier
was built around them. Experimental result shows that their proposed classification
method was able to accurately detect suspicious URLs in a tweet. Spam message and
spam account detection models on Twitter have also been proposed in the literature
[13, 14]. Another model from Bhardwaj, Sharma [15] applied Artificial Bee Colony to
detect malicious URLs. The study was able to detect whether target website is genuine
or not with the notion that once a user is aware of the safety of any link they want to
click, then half of the problem is solved.

The use of lexical analysis has also been proposed in the literature for detecting
malicious web pages. In a research carried out by Darling, Heileman [16], lexical
analysis of URLs were used to classify malicious web pages. This approach is light
weight with the aim of exploring the best classification accuracy of a purely lexical
analysis that could be used in real-time. This approach is only based on lexical features.
A study on detecting malicious URLs on two-dimensional barcodes was conducted by
Xuan and Yongzhen [17]. Their model was based on utilizing a hash function. The
system was able to detect malicious URLs by first extracting the eigenvalues of
malicious and benign URLs. Using this approach, a black and white list library was
built. Safety tips were incorporated to the system for users according to the match rules
generated. Their experiment was able to detect malicious URLs in two-dimensional
barcodes. In the study conducted by Dewan and Kumaraguru [18], Facebook Inspector
is proposed to identify malicious posts on Facebook social network in real-time.
Dataset containing over four million public posts in news making event generated on
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Facebook were used. They figured out two set of malicious posts, the one that is based
on URL blacklists and Human annotations. These posts were run through a two-fold
filtering process and this is confirmed through a cross-validation process of the
supervised learning models. Using the developed models, a Facebook inspector was
built to detect malicious posts in real-time with accuracy of 80%. Abdelhamid, Ayesh
[1] proposed a technique based on associative classification to detect phishing websites.
In this study, a Multi-label Classifier based Associative Classification (MCAC) was
developed to test its capability for phishing detection. MCAC outperformed other
intelligent algorithms evaluated in this study. A number of features for phishing website
detection has been investigated in the study conducted by [19]. A study carried out by
Gupta [7] applied Boyer Moore string pattern matching technique for word segmen-
tation. In this study, the nature of the attack is detected as a phishing link, follows by
the use of real-time system to obtain the phishing links from the DNS server. Finally,
the word segmentation approach is used to identify malicious URL. A two stage
classification system for detecting malicious URLs has been proposed in the work of
[5]. The first phase was conducted with the aim of estimating the maliciousness of web
pages and then forward to the next phase to identify the malicious web pages.

Although several studies have investigated the possibility of detecting phishing
websites with each study proposing specific individual learning algorithm. However,
the investigation of hybrid methods for identifying phishing URLs still remains an
open research issue. Therefore, this paper proposes a hybrid-rule induction algorithm
that is based on the fusion of two widely used rule induction techniques: JRip and
PART. The proposed hybrid model guarantee promising results based on the different
experiment conducted.

3 Methodology

Rule induction belongs to machine learning domain where formal rules are induced
from a set of data instances. These rules represent patterns in the data or a scientific
model of the data. It is one of the most essential techniques in data mining and machine
learning, which is useful in extracting hidden patterns and relationships in a dataset.
The proposed hybrid rule-based model in this study combines rules induced by JRip
and PART algorithms as shown in Fig. 1. From this figure, data collected from dif-
ferent servers such as Yahoo, Alexa, Common Crawl, PhishTank and OpenPhish are
preprocessed in order to extract meaningful features that can be used for categorizing
phishing websites from legitimate ones. Features extracted from the data are provided
for rule induction using both JRip and PART algorithms. These rules are evaluated to
ascertain their applicability for the classification task. Rules from the two algorithms
are merged to produce hybrid rule-based model with strong capability to detect
Phishing URLs. The subsequent section discussed the datasets used for evaluating the
proposed hybrid rule-based model.
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3.1 Data Collection

This study analyzed two public datasets for phishing URLs detection in order to
evaluate the performance of the proposed hybrid rule-based model. These datasets are
available on the UCI repository. The first dataset, hereafter referred to as Phish-
ingDataset1, is available at “https://archive.ics.uci.edu/ml/machine-learning-databases/
00379/” which contains a total of 1353 URLs. Out of the 1353 URLs, 548 were
identified as legitimate URLs as provided from Yahoo website while 702 and 103
URLs were identified as phishing and suspicious respectively from PhishTank. This
dataset contains ten (10) features for analysis and was donated by [1]. The second
dataset, hereafter referred to as PhishingDataset2, is available at “https://archive.ics.uci.
edu/ml/machine-learning-databases/00327/”. This dataset contains 4898 phishing
URLs and 6157 legitimate URLs making a total of 11,055 URLs [19]. Table 1 shows
the description of the two datasets considered in this research.

3.2 Phishing Website Features

To develop effective classification model, it is essential to ascertain the features that can
guarantee the prediction of the class label with acceptable level of accuracy. This study
utilized 10 and 30 features from PhishingDataset1 and PhishingDataset2 respectively.
PhishingDataset2 contains all the features in PhishingDataset1 with addition of 20
features. Therefore, Table 2 shows the description of the features available in the two
datasets. Asterisk (*) in the feature name indicates the features that are available in
PhishingDataset1. This study uses the two datasets for developing the proposed hybrid
rule-based model because they have similar features for analysis.

Fig. 1. Proposed hybrid rule-based model for phishing URLs detection.

Table 1. Composition of the datasets used in this research.

Dataset name No. of
attributes

Attributes
characteristics

No. of
instances

Class distribution

PhishingDataset1 10 Integer 1,353 Phishing (702), legitimate
(548), suspicious (103)

PhishingDataset2 30 Integer 11,055 Phishing (4898), legitimate
(6157)
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Table 2. Features in PhishingDataset1 and PhishingDataset2

Feature name Feature category Description

*having_IP_Address Address bar This is one of the address bar features
whose presence in a URL may indicate
phishing attack. For instance, http://
128.87.2.100/crawl.html

*URL_Length Address bar If the length of a URL is long, this may
indicate phishing attack. Average URL
length of 54 is considered

Shortining_Service Address bar Address bar feature that indicates if a
URL is shorten or not. Shorten URLs
that link to long URL is considered
phishing

having_At_Symbol Address bar Address bar feature whose presence in
a URL indicates phishing attack since
@ symbol can cause a web browser to
ignore everything after @

double_slash_redirecting Address bar Address bar feature whose presence in
a URL, excluding the one that follows
HTTP, indicates phishing attack. For
instance, http://www.normalurl.com//
http://www.phishingweb.com

Prefix_Suffix Address bar Its presence in a URL indicates
phishing attack. This is usually
indicated with the use of dash (-)

having_Sub_Domain Address bar Multiple sub domains indicating
phishing attack. This is usually
indicated with the use of dot (.)

*SSLfinal_State Address bar URL without SSL indicated by HTTPS
is considered phishing while those
with HTTPS but with untrusted
certificate issuer is considered
suspicious

Domain_registeration_length Address bar If domain in the URL expires in less
than a year, the URL is considered
phishing

Favicon Address bar If the favicon displayed from the
domain is at variant from that in the
address bar, such URL is considered
phishing

Port Address bar If the open port on the server is not
within the preferred status, the URL is
considered phishing.

(continued)
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Table 2. (continued)

Feature name Feature category Description

HTTPS_token Address bar If HTTPS is added to the domain path,
the URL is considered phishing. E.g.
http://https-www.mypay-pay-
creditcard.com

*Request_URL Abnormal A link is considered phishing if the
percentage of Request URL is high.
This deals with the number of external
links embedded within the webpage

*URL_of_Anchor Abnormal The higher the number of URLs with
anchor, the more suspicious the URL
is

Links_in_tags Abnormal If the percentage links in tags such as
<meta>, <script> and <link> is high,
the URL is phishing

*SFH Abnormal If Server Form Handler (SFH) is
empty, blank or refers to a dissimilar
domain, the link is phishing or
suspicious

Submitting_to_email Abnormal If the URL uses mail() or mailto: to
submit user’s data, it is considered
phishing

Abnormal_URL Abnormal If the host name is not part of the URL,
the link is considered phishing

Redirect HTML/JavaScript If the number of redirect of a URL is
high such link is considered phishing

on_mouseover HTML/JavaScript If onMouseOver event causes the
status bar to change, the URL is
considered phishing

RightClick HTML/JavaScript Disabling right clicking is an
indication of phishing

*popUpWidnow HTML/JavaScript The presence of popup window with
text field is an indication of phishing

Iframe HTML/JavaScript The presence of Iframe is an indication
of phishing

*age_of_domain Domain If age of a domain is less than 6
months, the URL is considered
suspicious. This is extracted from
WHOIS

DNSRecord Domain Absence of DNS record through the
WHOIS query indicates phishing URL

(continued)
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3.3 Rule Induction Algorithms

As stated in the previous sections, this study considered two rule induction algo-
rithms: JRip and PART due to their simplicity and performance as reported in the
literature [20].

JRip
JRip is a rule induction algorithm introduced by William W. Cohen in [21]. JRip is an
implementation of a propositional rule learner that is based on a Repeated Incremental
Pruning to Produce Error Reduction (RIPPER). The algorithm provides an optimal
version for the Incremental Reduced Error Pruning (IREP) algorithm. This rule induction
algorithm directly extracts rules from the dataset based on propositional rule learning
approach. The algorithm executes four main phases: growth, pruning, optimization and
selection. The algorithm is described using the following pseudocode [20]:

Table 2. (continued)

Feature name Feature category Description

*web_traffic Domain If the website is not ranked among the
top 100,000 according to Alexa
database rank, the URL is suspicious

Page_Rank Domain PageRank is a normalized value from 0
to 1 to measure the importance of a
webpage. PageRank less than 0.2 is
considered phishing

Google_Index Domain Webpage that is not indexed by
Google Index is considered phishing
due to the short life span

Links_pointing_to_page Domain If the number of links pointing to a
webpage is less than 2, the URL is
considered phishing

Statistical_report Domain If a URL is ranked among the top in
the statistics from PhishTank or
StopBadware, the URL is considered
phishing

*Result Feature indicating the class
distribution. The value of 0 is
suspicious, 1 is legitimate and −1 is
phishing
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Algorithm 1. JRip rule induction algorithm
Input: Pos (positive instances), Neg (negative instances)
Output: RS -> set of rules

Module BUILDRS (Pos,Neg)
Pos=positive instances
Neg=negative instances
RS= { }
DL_LENGTH=Desc_length (RS, Pos, Neg) 

DOWHILE Pos is not { }
//New rule growing and pruning

        split (Pos,Neg) into (PosGrow, NegGrow) and (PosPrune, NegPrune) 
RL = RLGrow (PosGrow, NegGrow) 
RL = RLPrune (RL, PosPrune, NegPrune) 
add RL to RS 
IF Desc_length (RS, Pos, Neg) > DL_LENGTH+64 THEN

// For pruning the entire rule set. Exit when done
FOREACH RL R in RS

IF Desc_length (RS -> R, Pos, Neg) < DL_LENGTH THEN
remove R from RS 
DL_LENGTH = Desc_length (RS, Pos, Neg) 

ENDIF
ENDFOR

              return (RS) 
ENDIF
DL_LENGTH = Desc_length (RS, Pos, Neg)
remove from Pos and Neg all instances covered by RL
ENDWHILE

End BUILDRS 

Module OPTIMIZERS (RS, Pos, Neg)
FOREACH RL R in RS 

remove R from RS 
U Posval = instances in Pos uncovered by RS 
U Negval = instances in Neg uncovered by RS 
spilt (U Posval, U Negval) into (PosGrow, NegGrow) and (PosPrune, NegPrune) 
RepRL = RLGrow (PosGrow, NegGrow) 
RepRL = RLPrune (RepRL, PosPrune, NegPrune) 
RevRL = RLGrow (PosGrow, NegGrow, R)
RevRL = RLPrune (RevRL, PosPrune, NegPrune) 
choose better of RepRL and RevRL and add to RS 

ENDFOR
End OPTIMIZERS 

Module RIPPER (Pos,Neg, n) 
RS = BUILDRS (Pos,Neg)
repeat n times RS = OPTIMIZERS (RS, Pos, Neg)

        return (RS) 
End RIPPER

PART
Projective Adaptive Resonance Theory (PART) employed partial decision tree
approach to infer rules. The specific characteristic of PART is that the algorithm does
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not need to carry out global optimization strategy as in the case of RIPPER and C4.5 in
order to produce the appropriate rules [22, 23]. The algorithm description is as follows:

Hybrid Rule Induction Algorithm
The proposed hybrid rule based algorithm leverages the capabilities of JRip and PART
algorithms to generate decision rules for detecting phishing URL. The hybrid algorithm
is described as follow:

Algorithm 3. Proposed hybrid rule based algorithm
Inputs: Dataset S, with Pos and Neg instances

F1, F2, ParameterList
Output: RuleSet -> set of rules

JRipRuleSet = JRip(Pos,Neg)
PARTRuleSet = PART(S,F1,F2,ParameterList)
HybridRuleSet = JRipRuleSet U PARTRuleSet
HybridRuleSet = RemoveDuplicateRules(HybridRuleSet)

return (HybridRuleSet)

3.4 Evaluation Metrics

The study employs standard evaluation metrics to ascertain the performance of the
proposed approach. These metrics include the total number of rules generated by each
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rule induction algorithm, accuracy, Kappa statistics, Mean Absolute Error (MAE) and
Root Mean Squared Error (RMSE). Accuracy, Kappa, MAE, and RMSE are calculated
using the Eqs. 1, 2, 3 and 4 respectively. The number of correctly classified phishing
URLs denotes True Positive (TP) while the number of correctly classified legitimate
URLs represents True Negative (TN). False Positive (FP) denotes the number of
legitimate URLs that were identified as phishing and False Negative (FN) denotes the
number of phishing URLs identified as legitimate links. In Kappa statistic calculation,
Po and Pe are the probability of observed and expected agreement respectively. MAE is
calculated by dividing the sum of absolute errors by the number of samples used during
the training stage and similarly, RMSE is computed as shown in Eq. 4.

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð1Þ

Kappa ¼ Po � Pe

1� Pe

� �
ð2Þ

MAE ¼ 1
n

Xn
i¼1

eij j ð3Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

e2i

s
ð4Þ

4 Results and Discussion

To evaluate the performance of the hybrid model for phishing URL detection, different
experiments were conducted using PhishingDataset1 and PhishingDataset2 respec-
tively. All experiments were conducted using R statistical package and RWeka library.
R is an open source high-level programming language and software development
environment that is widely used for algorithm implementation, data analysis, model
development and numerical computation. The implementation of the rule induction
algorithms was carried out on Windows 8 operating system. The system has a random
access memory (RAM) of 4 GB and 2.40 GHz Intel Core i3 CPU with 1 TB Hard
Disk. Cross-validation based on 10-fold was utilized to check the behaviors of the
selected rule induction algorithms across the different phishing datasets.

4.1 Classification Performance Based on PhishingDataset1

This section discusses the results of the rule induction algorithms based on Phish-
ingDataset1. As shown in Fig. 2, the number of rules generated by PART algorithm is
more than the JRip. PART rule induction algorithm produced 41 rules based on
PhishingDataset1 while JRip produced 15 rules. The proposed hybrid rule induction
algorithm produced 55 rules. The top 10 rules generated by JRip and PART algorithms

Hybrid Rule-Based Model for Phishing URLs Detection 129



are shown in Figs. 3 and 4 respectively. From these tables, rule 7 of JRip and rule 3 of
PART are the same. The proposed hybrid rule induction algorithm removed duplicate
rules from the two algorithms to obtain unique rule set.

Table 3 shows that PART algorithm outperformed JRip according the results
obtained during the experiment on PhishingDataset1. Based on the standard evaluation
metrics employed in this study, PART produced accuracy, Kappa, MAE, and RMSE of
0.9364, 0.8874, 0.0689, and 0.1855 respectively as compared to JRip rule induction
algorithm with 0.9239, 0.8656, 0.0882, and 0.21 respectively. These results demon-
strate the superiority of PART algorithm over JRip for phishing URL detection.
However, as shown in Fig. 5 the proposed hybrid rule induction algorithm outper-
formed PART algorithm based on accuracy considered for performance comparison.
The hybrid rule induction algorithm achieved accuracy of 0.9453.
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Fig. 2. Number of rules generated by the rule induction algorithms based on PhishingDataset1

Fig. 3. Top 10 rules generated by JRip based on PhishingDataset1
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4.2 Classification Performance Based on PhishingDataset2

This section presents the results of the rule induction algorithms based on Phish-
ingDataset2. As discussed in Sect. 3.1, PhishingDataset2 is a dataset containing 11,055
samples, which is larger than the instances in PhishingDataset1. Similarly, according to

Fig. 4. Top 10 rules generated by PART based on PhishingDataset1

Table 3. Performance evaluation of JRip and PART on PhishingDataset1

Algorithm
JRip PART Proposed

Accuracy 0.9239 0.9364 0.9453
Kappa 0.8656 0.8874
MAE 0.0882 0.0689
RMSE 0.21 0.1855
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Fig. 5. Accuracy of the rule induction algorithms on PhishingDataset1
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the results in Fig. 6, PART algorithm produced more rules than the JRip algorithm.
163 rules were generated from PART algorithm while JRip produces 30 rules. The
proposed hybrid rule-based algorithm generated 191 rules. The top 10 rules produced
by JRip and PART based on PhishingDataset2 are shown in Figs. 7 and 8 respectively.
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Fig. 6. Number of rules generated by the rule induction algorithms based on PhishingDataset2

Fig. 7. Top 10 rules generated by JRip based on PhishingDataset2
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According to the results in Table 4, PART rule induction algorithm outperformed
JRip with accuracy, Kappa, MAE, and RMSE of 0.9823, 0.964, 0.0281, 0.1185
respectively while JRip algorithm produces accuracy, Kappa, MAE, and RMSE of
0.9547, 0.908, 0.0825, 0.2031 respectively. These results further guaranteed the suit-
ability of the proposed hybrid rule induction algorithm for detecting phishing URL
which achieved accuracy of 0.9908 on PhishingDataset2. Figure 9 shows the perfor-
mance accuracy of the three rule induction algorithms investigated in this research.

Fig. 8. Top 10 rules generated by PART based on PhishingDataset2
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Fig. 9. Accuracy of the rule induction algorithms on PhishingDataset2
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5 Conclusion

Phishing detection has been a major challenge to Internet users and the entire World
Wide Web (WWW) community at large. A number of strategies based on social
engineering have been deployed by attackers to successfully launch phishing attack.
This paper explored the possibility of detecting phishing attack at early stage using a
combination of rules generated from two widely used rule induction algorithms: JRip
and PART. The results of the various experiments conducted indicated that PART
algorithm is superior to JRip when it comes to phishing detection problem. Based on
two publicly available datasets for phishing detection, PART algorithm produces
promising results in terms of the standard performance metrics employed in this study
based on accuracy, Kappa, MAE, and RMSE. Therefore, by extension, these results
impacted positively on the proposed hybrid rule induction algorithm which fused the
rules from the two selected rule induction algorithms. Thus, the hybrid algorithm
proposed in this study outperformed both JRip and PART in terms of accuracy. In
future, the authors intend to explore phishing detection using adaptive machine
learning methods to address zero-day phishing attack.
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Abstract. Airport exercises and action plans have significantly improved in the
last two decades. They help in the development of the worldwide carrier
industry. The amendment of the tenets, controls and the deregulation of the new
aeronautics period in North America, Europe, Asia, and creative nations have
given movement development, enhancement and noteworthy decisions for
carrier travelers. In the course of the last few decades, airports have turned out to
be more required with more unpredictable tasks. In doing such, they have
fortified their capacity to center around and effect instead of productivity.
Various factors that can be considered for developing smart airports have been
studied so as to address the lackings. The main objectives of this study are to
improve the experience of travelers, to make new income streams and to
increase operational excellence and enhance security. This research identifies the
areas for different sectors supporting the airport management to provide better
smart services to the travellers leading to smart world.

Keywords: Smart airport � Smart city � Smart security � Internet of Things

1 Introduction

Variable fuel prices decline in demand, and all the global financial crisis have con-
tributed to the transformation of the aeronautical industry. From the airlines and their
international unions to the airports, the broad aviation ecosystem has been forced to
implement new strategies for staying today’s economic realities. A steep increase in oil
prices in 2008 caused unprecedented airline losses [1]. So that fuel costs increased by
up to more than 30% from 10% of operating expenses. Airlines, which had bought
future’s items, faced the enormous amounts of high fuel prices by a sudden price
drop. At the same time, business and personal travel were limited by the deterioration
of the economic situation. Supply over demand was aggravated by intense competition
among many airlines for the trip.

“The International Air Transport Association (IATA)” predicts a 3% drop in pas-
senger traffic in 2019. While a 5% drop in shipments. The prices were also over-
whelming when falling demand reduced prices. Only a few Airlines did not get an
effect. IATA predicted that airlines would experience net losses of more than $ 9 billion
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in 2019. The United States shipments account for about 80% of damage and perhaps
the worst disaster which was expected by 2020 [2].

The airlines supported an excellent business model while still were profitable.
However, dropping the number of passengers would have lower returns and revenue,
the impact would not be uniform in all airlines. Nevertheless, large corporations and
airline of origins and destinations would have a severe drop in recreational passenger
traffic by continuing the experience of the number of passengers dropping down [3].

Traffic and demand may eventually return to its first stage in the next three to four
years. As the IATA predicted, the four fundamental changes in the market are likely to
have irreversible and lasting changes. Demographic change, new corporate governance
conditions, emergence and maturity of communication technology create new patterns
that require new business models and strategies [4]. The complexity of the future
turmoil of this industry will raise the requirements and needs of the travellers who are
always striving and quickly getting adopted to the advanced technology in all the
domains. The customers expect real-time aircraft delay information, gates, and special
offers from airlines and airports at a more economical and fast pace. Passengers are
demanding workflow processes for the delivery of cargo, transportation, and person-
alized services with a higher level of expectation. This study discusses the evolution of
airports with a closer look [5].

1.1 Airport 1.0: Primary Airport Operation

In the airport phase 1.0, airports concentrate on the abilities that are needed to manage
efficient and safe landings, outbound flights and other airline operations. They provide
essential services, including the delivery of cargo, boarding passengers, security, lug-
gage removal and so on. The airports display evolved activities but do not pay enough
attention to the needs of the passengers. While there is always a broader strategy for the
airport [6].

1.2 Airport 2.0: Fast-Moving Airports

The highlights of these airports are that they are all around adjusted to natural changes
and their working pace is expanded. At these airports, operational technology has been
dramatically enhanced and implemented throughout business units and operational
environments. Business entities share data rapidly and flawlessly and empower quick
airplane terminal stations to react to ecological and operational changes fastly. By
utilizing a unified and shared administration system, these airplane terminal stations
frequently prevent the utilization of constrained use innovations. Rather, a huge air
terminal will share the genius presented interconnected engineering with administra-
tions in standard essential administration. The airports benefit from modest facilities
provided and video surveillance [7]. From business value, fast-moving airports offer
high-performance operations that can provide airlines with high speed and improve
passenger expectations. An example of these airports is “Pearson International Airport
Toronto”, “London Heathrow Airport”, “Changi International Airport”, “Hong Kong
International Airport”, and “McCarran International Airport (Las Vegas)”.
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1.3 Airport 3.0: Smart Airports

At these airports, the maturity of advanced technologies in the sensory analyzes is
steadily evolving. Systems are functioning on the digital platform that often converges
with an IP network with classes and in the whole ecosystem, such as airports, city
airports, airlines, ports, logistics, government departments, and other sectors, can have
a bandwidth Create high-speed traffic [8]. These are the digital networks of the nervous
system of the airports that touch and control each point of the interactions and illus-
trated in Fig. 1. Exchanging the information in the real time environment, deep-seated
cooperation, and the integration of extensive airport processes made these smart air-
ports to have improved the efficiency of operations, passenger services, and advanced
security capabilities. They have likewise upgraded their movement encounter by giving
a scope of customized administrations that can coordinate voyagers’ data and foresee
the administrations they require in various segments. Expansive incorporated between
line applications Littler units, fuel suppliers, prepping and other living community
accomplices have made new advantages all through the esteem chain [9].

The digital network can create real-time operations and integrate processes and
generate a new revenue stream. It will also improve the experience of the passengers.

2 Increasing Experience, Operations, and Values

Smart airports provide an excellent experience for passengers and the airport. Airports,
airlines, and partners use technologies, sensors, processors for airports 2.0 and 3.0, and
they always provide a framework for communication that can respond and analyze in real
time. At these airports, passengers are not checked in different parts, and their crucial
information comes in one section. Instead, there is an inclusive continuous connection
between the passenger and any place and at any time [11]. The airport may likewise work
past the physical limits to upgrade the experience of voyagers at all phases of their
excursion. For instance, the airport ought to give data relying on the parameters defined

Fig. 1. Smart airport [10].
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for the traveller to enable them to design their takeoff time and pick ending and different
administrations. Currently, some airports are offering Type 2.0 services. For example, the
“Baltimore Washington International Airport (BWI)” uses “Twitter” to alert you about
airport change, weather conditions, and flight status. While this is simple, innovative
work. The airport is trying to use social networks for air travel [12].

These new intelligent airport capacities will make another plan of action, including
better and more extensive incorporation and urban biological communities from
organizations and associations that altogether communicate with airports. As a result,
airport revenues from related departments and affiliates will increase. The increase in
these emerging commercial airports will attract new business customers in the new
sectors and may even create a brand-new service that delivers excellent services from
various industrial clusters with free zones. Accordingly, smart chains will expand their
values beyond the boundaries of traditional airports to the smart airport, which can
provide innovative services that can create value among business partners [13].

Smart city airports target lots of customers, including travellers, under-handed areas,
greetings part, and logistics companies. To do this, they need a broad approach. For
example, imagine a traveller arriving by air on an internal flight. He goes to the airport in
and meets his customer, a coordination’s organization situated in the city of the airport.
At all stages of his trip, information is provided in real-time and in person to give a
complete and uninterrupted journey from the airport to his workplace. By the use of smart
systems, integrated solutions, external and internal airport ecosystem partners, real-time
information on the travel status to provide better services, the trip would be more than
perfect. Alerts can also be sent to the hotels and the taxi services regarding the delay of
flights to enable them to render efficient services. With these facilities, these companies
can increase the delivery of services and improve the satisfaction of travellers [14].

With the evolution of airports, virtual airport service providers (VSPs) that integrate
value propositions into different markets for different customers, the service portfolio of
airports will also change (Fig. 2). Traditional airport service prototypes include IT
services, facility management and human resources that can be turned into specific and
advanced targeted services, for example, canny transportation, activity administration,
and that’s only the tip of the iceberg. This up and coming age of airport administrations
will produce new income streams for airports, and the part of administration devel-
opment will progressively be moved in focal airport tasks [15].

Fig. 2. Providing virtual services by airports [16].
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3 Opportunity: Turning Business Models into New Revenue
Streams

Revenues other than aviation, such as stop, land, unimportant deals, promoting and
sustenance and drink, have been a crucial part of the airport’s income for a considerable
length of time. The airline’s recent downturn has led airlines to rely more on revenues
other than aviation. Many airports get a more significant part of their income from these
sources. The airports combine creativity with good business. The industry is experi-
encing a new impetus, and new financial profiles, including plant revenue, multi-
million-dollar retail expansion, large industrial parks, and land. The development of
these sources of new income at airports could reduce airline costs. Competitive con-
ditions between airports would be created to attract passengers by providing air ser-
vices, which would benefit the entire community [17].

Figure 3 provides further details on revenue generation and the relative position of
strategies other than aviation based on the geographic location of airports. Accordingly,
there are noteworthy contrasts between income streams in various zones in retail and
auto stopping administrations. Airports will get significantly more income from parking
areas than central airports, which can undoubtedly exchange travellers starting with one
plane then onto the next. Smart airports can take advantage of this opportunity to
provide innovative services that enhance the well-being of customers. With this
incorporated esteem chain, airports and carriers can go through an offer and strategi-
cally pitching procedures and give more customized administrations to fulfill clients
and increment their income. Up-selling is one of the techniques where encouraging
customers to buy more expensive products. Cross-selling is also a technique in which
the customer decides to purchase related products, such as a warranty, etc. after the
customer chooses to buy the outcome [18].

Fig. 3. Percentage of non-aviation revenue by source and region [19].
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4 An End-to-End Framework for the Experience of Travelers

Airports can build their non-business income by growing administrations, for example,
retail, stopping, and lodgings. With a specific end goal to boost these administrations,
they must receive a client-driven approach, concentrating on expanding traveller
encounter. As airlines nowadays have a widespread relationship with the client, airports
must find ways to have a better travel experience for travellers [20].

Few leading airlines provide an innovative personal experience for travellers, at least
for their valued customers, with superior service delivery. With the decline in the econ-
omy and the need for security equipment, these airlines will take tolls to enhance the
quality and experience of travellers. Increasing security measures means that passengers
should be faced with long queues, missed connections, and gate changes. The propensity
towardmore significant aeroplane delivers more aircraft tasks. But it’s likely to cause a lot
of passengers in the gates andwhen boarding aeroplanes [14]. Peer-to-peer expanding the
services between passengers and airports has certain benefits such as:

• A more prominent capacity to up-offer and strategically pitch customized admin-
istrations in light of ongoing data and travel conditions, for example, giving auto
stopping too late entries or in benefits if there should be an occurrence of aeroplane
delay [21].

• Additional revenue through the provision of stores and pre-trip information
designed for purchases at airports, for example, providing discounts and availability
information for goods especially needed for destination or travel [22].

• The ability to utilize the combined knowledge of travellers regarding climatic
changes in the weather, congestion to improve the travel experience [23].

• Creating location-based exceptional services, including searching for ways to
transfer people at an airport at the right rate and minimizing delays, the ability to
provide reliable travel advice [24].

CRM (Airlines’ customer relationship management) Specifically, centres around visit
and up-offer and strategically pitch projects and highlights of different flight classes.
Often little effort has been made to manage and increase overall end-to-end travel for
passengers. Airports and airlines have a huge chance to fabricate a decisive and
coordinated understanding for explorers from the season of booking to movement
through airports until the finish of their trip. In creating such a journey for customers,
the role of airports should be shifting from passive landlords to active participants and
improve the travel ecosystem as a critical partner. To this end, a bonus system must be
built at the airports and airlines integrated. This superior passenger experience is the
key to the difference between airports and airlines, and it also improves the loyalty of
passengers [21].

As an example of the expansion of Cisco Services, IBSG has introduced five types
of smart services that airports can put at the top of their smart structure. The admin-
istrations utilize the developing innovation and systems administration capacities to
enhance the experience of voyagers, make new income streams, increment operational
magnificence and improve security. The needs of every airport rely upon their plan of
action. For example, retail revenue for hub airports is vital, and car park services at
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destination airports are of great importance. By giving top-notch explorers each or
these five focuses, airports can gain high incomes, decrease costs, and accomplish their
objectives [25].

4.1 Smart Transportation and Parking Services

Travel services in real time inform passengers of all travel problems and offer superior
facilities, including parking, changing the route. Smart transportation Administrations,
a touchy area variant, can track a traveller through the cell phone and illuminate the
explorer before movement, recommending the best course considering activity con-
ditions and flight conditions. Value-added services, including carriers and crew, can be
provided to the passenger. A travel guide gives details of flight status at all stages on the
smartphone and kiosks at the airport. The guide can also offer positioning services and
help to guide travellers to cross the airport to the gateways, retail offers, and hospitality
services [26].

4.2 Retail, Hospitality and Entertainment Services

Uncommon traveller retailers and visitor administrations can be offered through cell
phones from the basic client data available at the airlines. Based on the passenger’s
profile, the purpose of the flight (work, leisure, tourism, etc.) or the destination of the
passenger, offers can be announced. Smart advertising allows messages about desti-
nations or special conditions to the passengers at different locations. Also, advanced
promoting sheets can show travel data or primary data in a crisis. Retail deals to
retailers will expand agreements [27].

4.3 Smart Workplace Services

Telecommunication equipment is used to detect radio frequencies for tracking portable
apparatus. For instance, an airport can track wheelchairs by these frequencies to help
decrease the desires for their asking for travellers. A mobile and a specific locator can
tailor the correct data at the opportune time. Furthermore, effectively and rapidly
manage airport issues influencing travellers. This incorporates client connections,
support, and security issues [28].

4.4 Airport Smart Processes

Location-based services use details of the arrivals and destinations of travellers and,
along with location information and airports, will guide travellers to reduce stress,
minimize queues and increase retail sales. Check baggage tags based on airport fre-
quencies. It empowers the different proof of gear from a separation or outside of
anyone’s ability to see, making it less demanding to discover missing and dislodged
baggage, and give cutting-edge data to voyagers. Checking tickets without a queue
using tagged cards for tracking or using smartphones with activation codes will
increase the speed of the passengers to reach their flight. This can be done through tags
even from hotels [29].
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4.5 Smart Business Services

Smart airports provide business customers with a range of value-added services. These
administrations incorporate activity administrations and office administration and
security administrations. Likewise, in airport urban areas that attention particularly on
coordination’s suppliers, there is the chance to offer smart chain administrations.
Administrations for structures include: advanced signage loads up for promoting, crisis
circumstances and data for discovering headings, checking these in the lodging, office
or different structures remotely, continuous flight data in the airport urban areas and
focal mechanization of structures, observing and enhancing vitality utilization [30].
A very important aspect here is the role IoT is going to play with 5G to still more
provide better services as most of the organizations are moving towards industry 4.0,
i.e. digitization. And also the authors in [31] have proposed a framework considering
the challenges and factors influencing the security for smart cities with smart security
paying highest attention towards a safe environment.

5 High-Level Structure for Smart Airport Operations

Intelligent services that support efficient airport operations require a high-level struc-
ture. This structure is illustrated in Fig. 4 with the needs and opportunities in each area
of the airport, including flight areas, larger airports, and the urban airport environment
with the ability to integrate information and applications on the network.

At the highest level, the smart airport landside meets the needs and opportunities to
change the experience of the passengers.

Fig. 4. Structural resources for high-level smart airports [1].
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The feature layer captures important topics that meet the needs and opportunities in
each of the airport districts. These creative services include empowerment throughout
airport operations and business units to give better experience for travellers. The data
layout outlines important topics for content and support deals [21]. This layer includes
airport operations and data companies as well as information gathered about travellers
from all angles, landslides, and canals throughout the journey. The data layer also
covers extensive and expanding web 2.0 data, including social networking services.

In the next layer, applications that manage data and support capabilities include:

• An example of next-generation applications and optional tools that improve the
interactive experience of travellers [32].

• Collaboration programs that enable real-time interactions between all stakeholders.
• Content management to coordinate the upcoming events.
• Smart business to support the continuous improvement of the Smart Airport

experience using intellectual resources and newer areas such as social media.
• A series of integrated applications, including intelligent interaction manager that

can predict and feel the needs of passengers and respond to them.

Business applications include airport applications, integration and mainstreaming.
Examples of these include noise reduction, performance management, cost manage-
ment, and gate management. Hardware, tools, and software-level services make up the
foundation of the higher layers.

6 NFC Mobile Benefits for Air Travel

This section aims to explain the advantages of mobile NFC services based on the work
done by the GSMA on NFC services and IATA work to advance the operations of the
air travel industry [33].

The objective is to determine how NFC Mobile services based on the UICC can be
used for airline industries and improve the convenience and facilities of travel for
valuable customers. The UICC is an open source platform with standards that provide
multiple NFC services to the customer [34]. Also, it allows space for fair competition
between service providers to be created on a joint application. The advantage of this to
the customer is that they can choose between services and service providers.

6.1 GSMA’s Role

GSMA is a global trading community that has more than 750 GSM mobile operators in
more than 200 countries and has over 200 manufacturers and suppliers in the world [35].
GSMA’s primary goals is to make sure that the services are available globally in an
efficient way through portable devices and play a role in improving the nation’s economy
by their customers satisfaction, which in turn provides new business opportunities for
operators and their suppliers. MNO’s cooperation ensures the expansion of mobile NFC
services between mobile operators and other sectors involved in this industry [36]. Thus,
it improves interoperability and leads to follow common acceptable standard through out
the globe and prevents market segregation. Currently, more than 61 organizations from
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the largest MNOs in the GSMA Pay-Buy-Mobile project collaborated to expand a public
view based on the UICC, NFC mobile services. They provide over 50% of the global
GSM market and are handling more than 1.5 billion customers [37].

6.2 IATA’s Role

Aviation is a standout amongst the most unique enterprises in the world. The Inter-
national Air Transport Association (IATA) is the business association of this industry
[36]. For over 60 years, IATA has extended the norms that have made a worldwide
industry. Today, IATA’s main goal is to give, oversee and work the aircraft business
administrations. Its individuals incorporate around 230 carriers and 93% of worldwide
air traffic arranging that offers 2.4 billion travelers [37].

6.3 Performance

IATA tries to improve industry understanding among chiefs and bring issues to light of
the advantages that flight has for national and worldwide economies [38]. It likewise
battles for the interests of aircrafts around the globe to challenge unreasonable laws and
charges, account controller and endeavors to direct sensible costs.

6.4 Governance

IATA likely helps aircrafts by disentangling forms, expanding traveller comfort,
lessening costs and improving effectiveness. Likewise, security is the main need of
IATA and intends to additionally improve wellbeing benchmarks, specifically through
the IATA Safety Inspection (IOSA) [39]. Also, another essential concern is limiting the
effect of aeronautics on the earth. IATA budgetary frameworks broadens support in
transport and expand travel industry income [40].

6.5 Added Values

For customers, IATA has simplified the carrier and cargo functions at a low cost.
Travellers can book a ticket, pay for it and also get a voucher for different airlines to get
added benefits. IATA plays the role of an agency between airlines and travellers and
serves as cargo agents through the services of the official agency and centralized
financial systems [38]. Group of vendors of different industries along with the service
providers supported by IATA render their expert services based on their specilizations.
For government point of view, IATA makes sure that they make more extended and
better decisions in terms of maintaining the airline industry.

7 Conclusions

Nowadays, many airlines and airports fail to meet their customers’ expectations. This
failure is not easy to reconstruct and requires order, investment and a deeper under-
standing of the demands of travellers with respect to population, behaviour, requirements

Smart Airports: Review and Open Research Issues 145



and needs [39]. Profound understanding amongst carriers and aeroplane terminals can
give a more total and robust recommendation for passengers, which covers the whole
adventure rather than the airports by allowing the airlines to share the passengers
information with the airports. While sharing traveller data via aircraft does not look an
exceptionally great arrangement, but rather it will give a full knowledge into the
necessities of the voyager and will enable them to outline and convey new items and
administrations which urge the traveller eagerness to pay [40]. The “Cisco Business
Solutions Group (IBSG)” trusts this will make a noteworthy open door for income,
development and aggressive position [41].

The results of this study increase the knowledge of intelligent airports, recognition
of brilliant airports advancement, and support the utilization of innovations as per the
feasible improvement paradigm. However, this study has some limitations, since the
smart airports’ applications are limited, it might impact the inspiration of speculation
given prioritization which appears the requirement for specialized and monetary
achievability contemplates. Moreover, the administrations are yet not supporting the
brilliant aeroplane terminals, its control, and purchaser and maker’s rights. Therefore, it
could be a future study concern about smart airports implementation.

While this innovative approach has clear benefits for travellers and their experiences,
they need to update airport infrastructures such as NFC gateway readers or payment
terminals. Additionally, at the time of writing this article, the financing industry stan-
dards have not been fully launched, that is why the costs and challenges, the exact details
of the aviation industry and business need to allocate credit for this technology and its
application in the aviation industry.
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Abstract. Remote sensor networks are a flexible innovation that deals the
capacity to observe thorough actual occurrences as well as a wide-range envi-
ronment where physical frameworks are considered unsuitable and costly. This
study presents the context-aware based remote sensing network (remote or
wireless sensor networks or WSN uses alternatively in this paper) for indoor
ecological observing at home. Indoor environs atmosphere as well as stability
among occupant’s well-being and predicting plants are the principles of this
proposed framework. The introduced framework comprises of various sensor
gadgets simultaneously evaluating temperature, relative humidity via mobile
sensors, illumination, carbon dioxide CO2, oxygen O2 and benzene C6H6 levels
in separate spaces. This study also exhibits the framework structure, the context-
aware lifecycle and the context modeling and reasoning architectures for
observing the environment.

Keywords: Pervasive � Context-aware � Wireless sensor networks (WSN) �
Remote sensor � Acquisition � Reasoning � Schema � Node �
Air quality monitoring (AQM)

1 Introduction

In 1988, the main innovation officer of Xerox’s Palo Alto Research Center, Mark
Weiser, has initially instituted the frame of ubiquitous computing. At that time, the
advancements in this domain have proceeded for more than 25 years. In the middle of
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this duration, one term in the IT industry has turned into the fundamental style, i.e.,
“Pervasive Computing,” that has the aim of computing gadgets being accessible
everywhere at any time. These gadgets, as a feature of our day-to-day lives, enable us
to associate with overall systems without any limits and also aims to furnish us with
fastening as well as a safe and secure approach to an abundance of data and its
directions [1].

An innovation that develops from its sources as scholastic research to a market
reality is term as pervasive or ubiquitous computing. This term is not a smooth one
and still means distinctive things to various individuals. Pervasive computing, for
instance, is about portable information and facilitate the users with providing such
networks that allow roaming possibilities. More of it, a space of context-aware envi-
ronments where humans communicate with their everyday devices to make the envi-
ronment contextual [2]. All these territories are centered in one Pervasive computing
but for sure, pervasive computing in about three core ideas. First, it concerns the
portable gadgets from an individual’s point of view and perception for utilizing them to
act on the environment. Second, it concerns how applications are made and conveyed
and to empower the achievement of such undertakings. Third, it relates to the sur-
roundings and how it is upgraded by the development and the fact of appearing
everywhere at any time with multi-functionalities. Currently, pervasive computing is
more a virtual imagination than the recent innovations. This imagination remains so far
as humans keep on viewing handy computing gadgets as smaller than normal work
areas, applications as expert programs that keep running on these gadgets and their
surroundings as a virtual galaxy that a client enters to implement an action and leaves
when the action is done.

Away from the large fixed screen displays and consoles, the interaction between the
physical and electronic world through original correspondence has become advanced
and embodied along with regular objects such as dresses, rooms, furniture, artistries
and so on so forth with the transformation of “invisibility.” The artifact is to facilitate
these interconnected daily objects to weave them into surroundings even deprived of
knowing the existence. Every one of these perceptions presents genuine difficulties to
the applied designs of processing, and the related building disciplines in software
engineering. Pervasive computing adapts all these circumstances [3].

Even so, Weiser’s article evoked genuine emotion that depicted another model for
communication between computer and human with having modern difficulties as well
as give inspiration for new prototype and designing actions [4]. It opened up new
doors by demonstrating how little, specific gadgets could assume a job in more
prominent frameworks for individuals who work in equipment structuring. For analysts
working in distributed structures, it made new difficulties of scale and revolving the
focus on the reciprocal concerns of choosing strategies. At that point, an energizing
vision for an extensive variety of software engineering has stepped into research zones
famously termed as “Ubiquitous computing” instead of another subject in itself, it
provided another way to deal with an extensive variety of research areas with new or
old ones.
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1.1 Technology Review

A phenomenal chance for bringing up pervasive computing is due to the astonishing
progress of portable, distributed computing, wearable, and smart gadgets. Lately, we
have envisioned a massive intensification in smartphones, tabs, pads and so forth [1].
While these gadgets are outfitted with numerous CPUs, storages and connectivity gears
as well as embedment of GPS or any other sensors.

The third trend in computing [5] which is alluded to as “Ubiquitous Computing” or
“Pervasive Computing” has the tendency of turning up the developments, for example
on-going shrinking of every object, the expansion of capabilities as well as execution
speed [6], lessen the power request and reduction of creation and implementation
expenses of innovations, has been portrayed by this no ending trend [7].

The previous term is utilized when the prominence is on the chance of people to
approach computing and to use various processing gadgets from anyplace, whenever,
and in any shape, additionally nomadically, on the other hand the last term is utilized to
direct that computing is undetectably inserted in the whole thing in a comprehensive
network. These are considering as making: (a) a sort of computational reasoning,
(b) another connection concerning with people, data as well as properties [8], (c) not at
all comprehended financial effects, societal or single influences and (d) another cir-
cumstance for framework, element and administration engineers and creators.

2 Background Study

A networked of all home electronic apparatuses yet to come soon like phones, coolers,
clothe washer as well as computers. Beforehand ACs/heaters were commanded by an
on its own, settled or manual indoor regulator would now be able to be overseen by a
smart, intellectual command via distant competences [9]. In recent times, the utilization
of inhabited atmosphere with expanding expectations for affording mental comforts is
growing pervasive. Regulating and observing such indoor atmospheric environments
signifies an essential undertaking with the objective of guaranteed appropriate opera-
tions and living spaces to individuals.

The thoroughly perceiving of indoor atmospheric conditions that comprise on
temperature, CO2, humidity, pressure, and all others are not being easily examined or
measured. A genuine danger to our wellbeing and personal satisfaction is none the
other than toxic air. Estimating such toxic atmosphere is indeed noticeable all around
the globe for what we inhale and offering the outcomes to our associates is a vital phase
in expanding communal attentiveness for making a perfect surrounding. Generally,
toxic air estimations are directed utilizing costly observers at settled areas. These
estimations are somewhere deficient in giving exact ongoing toxic air data in the vast
majority of the profoundly contaminated streets [10]. It is an alluring approach for
ongoing estimations to have the capacity to examine and recognize worrying levels of
toxins rapidly. The pervasiveness of advanced mobile phones with web network and
expanded accessibility of individual air monitoring sensors give a one of a kind chance
to create toxic air sensible network of clients for gathering and sharing constant air
contamination information.
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2.1 Context-Aware in Ubiquitous Computing

To upgrade the urban effective working or timely mannered administration to provide
effectiveness, and supportability, the context-aware systems have incredibly fulfilled
personal satisfaction. For sure, context-aware applications possess numerous urban
applications that are capable of implementing such technologies.

Such areas may be associated via wire, or remote systems are capable of gathering,
practicing, and investigating around real-time information. Concerning urban life in
connection to the basic frameworks and procedures to cause interpretations, e.g.,
ecological conditions, 4-D or 3-D locomotion, areas or occasions for taking of pre-
dictions step towards implementation of them are needed to appear in a group of
context-aware structures, podiums, and applications over a few spatial meters.

One of the significant part to build frameworks for such savvy or urban ecological
areas comes under the term of “Context-Aware Computing.” Its vital role [11, 12] in
assisting decision making is to approach context data in such smart urban
applications/structures. It seems progressive that urban conditions dependent on
context-aware mechanisms will be typical in urban communities soon to help urban
standards from numerous points of view [13].

Paper [14] spoke to the idea of existing WSN devices, gas devices, and soil
monitoring screens were utilized for air pollutants observing based on real-time mea-
surements. Java and a toolbox module were used for obtaining sensor information. It
gathers the non-meaningful sensor information, explain, excerpt the IAQ data and
places them in the sensor data center. The goal that HVAC regulator can access the data
by reading daily basis to intrigued IAQ considerations via IAQ factors that are dis-
tributed in Context-Aware Framework. Air pollutant Quality directory was computed
to realize the wellbeing effect of air contamination on the natural surroundings. Trials
were done by utilizing the created indoor air toxins quality observing framework under
various ecological conditions. The framework carried on according to the real cir-
cumstance and sufficiently gathered measures of continuous air quality information.
With the end, the goal is to keep up great indoor air quality record; we mean to build up
a DCV framework for occupants in which HVAC regulator algorithm will keep air
contaminations inbound. It is required to build a tenant’s wellbeing level with vitality
investment funds.

The new development in remote sensor equipment made great feasibility to observe
the indoor as well as outdoor surroundings of a premises [15]. The article also presents
the three distinct goals: (i) the processing and transmission of signals generated from
sensors are being customized by these remote sensors and are proficiently fulfilled by a
freely available OS, and via particularly remote sensor equipment based computing
language, (ii) next, it includes the handling of indicators generated by remote sensor
peripherals. At this point by the help of java coding, the remote recipient’s conveyed
notifications were decoded and sent via PC’s sequential ports for keeping them in a
record. This may provide the recognition of the vital data sections that are expected to
utilize the information, and (iii) last but not the least; the information needs a smooth
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surface for the assessment is also provided by this observing framework. A client can
extract some particular records by providing basic factors, for example, a spatial sensor
or correct time of information. It is foreseen that this exploration will show the
capability of utilizing remote sensor systems for checking different premises.

A study in [16] portrayed different ecological conditions like humidity, temperature
or light is quantified based on TinyOS by implementing nesC language along with SHT
15 remote component as well as photovaristor sensor. This framework gathers, sends
and naturally command the information. It also showed the proficient execution of the
framework as the client can collect accurate information about the atmosphere with no
ambiguity.

ZigBee remote sensor system is posed in [17] for observing the greenhouse
atmosphere while conducting the measurements of air moist, CO2 and temperature
values via oretical exploration and exploratory test technique to guarantee framework
proficiency. It also facilitates the interconnection of connected nodes with the system,
arranges system maintenance as well as a facilitator of hypothetical information and
real-time conditions. The framework is turned out to be strong, dependable, and simple
for client formation. These days the environmental difference on the planet provoked
numerous impacts, for example, ice breaking over the ocean, warm winds, and the
heated temperature of lakes or other factors.

Paper [18] proposed a framework that supports in observing such environmental
changes that gather real-time information and provide provision of location inquiry
based on collected data. They manufactured a framework for climate observing and
organizing the location-based demands to deal with keeping remote information. They
reserved the received information in different portions by scheming them via timestamp
method based on variations in the assisted values. It also shows the updated infor-
mation if any occurs. They control the portion based strategy to retain the information
stream and diminishing the spared dataset with no damaging information. From the
question result, the precision of the framework is enhanced, and the strategy that
utilized can diminish expense.

3 Challenges of Pervasive System

The “innovation that vanishes” nearly and effortlessly coordinated with consumers,
having immersion abilities into computing and in communication has been entitled as
“Pervasive or Ubiquitous Computing.” Such kind of innovations fundamentally pro-
vide portability; as roaming is a basic feature in our daily life span or else, a consumer
will be intensely conscious of the innovation by its nonexistence while on the go.
Henceforth, Pervasive or Ubiquitous Computing incorporates portable computing with
a lot of advances as outlined in the Fig. 1, a couple of challenges standing up to the
structure of pervasive computing are mentioned below:
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Transformation of UI. The coordination of wide-ranging gadgets; including tiny
sensors to hand-held, pads or even computer units, altogether with distinct VDUs sizes,
is counted as one of the features of ubiquitous computing framework. In the perception
of framework engineer’s, they pursue such kind of applications that work adequately
within the mixed environs, and every element could be governed by consumers having
no physical troublesome forced by dimensions. For instance, modest gadgets suggest
small demonstrations as well as the finest user interface structure on such a miniature
unit necessitates the consumers to explore a sequence of the brisk set of menus. Normal
involvements outline such kind of issues with PDAs, frequently stacked with highlights
however not once be used, for the reason that they are covered with the unpredictable
interface.

To create user interfaces depend on dynamic nature as well as adaptive capabilities
of the desired VDUs dimensions, would enable application novelists a much adaptable
methodology. Four parts: UI detail dialect, shared device protocol [20], apparatus
connectors and the realistic UI generator are expected to fabricate such a framework
being extracted by Personal Universal Controller toolbox.

In Ubiquitous Computing conditions, the scope of desire display sizes is more
projecting as compare to ordinarily personal computers; subsequently, if the product
items keep working on in such situations, the marketplace and possible incomes will be
extensively bigger. Though, critical programming obstacles are static in making models
as well as essential instruments to create or demonstrate material to the consumer.

Fig. 1. Taxonomy of computer systems research problems in pervasive computing [19]
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Effectual Usage of Smart Areas. The viable utilization of smart areas that might be
an encased region like conference area, hallway or might be a clear wide region like
plaza or enclosure. A smart area ties two present-awaited disconnected universes by
implanting computing structure into building structure [19]. The combination of these
universes empowers detecting and being regulated by each other. For instance, in a
room dependent on a tenant’s electronic profile, a change of warming, freezing as well
as illumination levels can be programmed. Additionally, conceivable impact on others
is—programming on a consumer’s PC may act diversely relying upon where the
consumer is presently positioned. Savvy may likewise spread out to singular articles,
regardless of wherever positioned in a keen area or not.

Imperceptibility. The Weiser’s model is ample vanishing of pervasive technology at
the end of the consumer’s perception. A sensible guess to this model is insignificant
consumer diversion. If pervasive environs constantly encounter consumer desires and
once in a while gives him wonders, it enables him to communicate nearly at an intuitive
stage [21]. In the meantime, a small portion of expectation might be fundamental to
evading huge, repulsive wonders far ahead.

Limited Adaptability. The force of communication between consumers’ PC domain
and their environments increases due to the complex evolution of smart areas. All these
have serious data transfer capacity, vitality and diversion suggestions for a versatile
remote consumer. This issue additionally obscure due to the existence of extensive
consumers [22]. Therefore, adaptability in the widest think, in pervasive systems is
considered a serious issue. Physical separation has been overlooked in past adaptability
experiments – a document server should deal with as numerous consumers as expected
under the circumstances of though the consumers are positioned nearby or far away.

In pervasive computing the circumstances are quite distinct in manner, the firmly
united connections need to decrease as a single step ahead, on the other hand, together
the consumer as well as their system will be overpowered via faraway collaborations,
assumed to be somehow significant for them [23]. Despite it, a remote gadget consumer
not at all near to home will, in any case, produce approximately faraway collaborations
accompanied by significant to them, the prevalence of his communications will be a
neighborhood.

Accustoming Dissimilar Domains. The speedy of pervasive development into the
foundation will fluctuate significantly upon numerous non-specialized aspects, for
example, administrative foundation, financial terms, and industrial impacts. A constant
entrance is only be accomplished in past eras. In the meantime, there will endure
enormous contrasts in the smartness of various conditions. What is accessible in a very
much prepared summit room, workplace, or lecture hall might be more advanced as
compared to different areas.

This extensive unique scope of smartness can be shocking to a consumer, bringing
down the objective of making pervasive innovation undetectable. One approach to
decreasing the measure of variety perceived by a consumer is to, let his individualized
system area reward for imbecilic surroundings. As a slightly model, a framework that is
fit for a separated task can veil the nonappearance of remote inclusion in its condition.
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4 Proposed Methodology

The proposed framework comprises of two sections. The initial section controls the
environment of the indoor territories including the light, temperature, pressure, and
humidity that identifies air toxins and sends cautions to the person. The second section
is to predict several indoor plants that are capable of decreasing pollutions present in
the indoor air at some degree. This will enable us to connect with indoor atmospheric
situations and living space comfort.

The proposed system comprises of different sensor gadgets set in the indoor ter-
ritories such as a terrace, lounge, and kitchen and resting regions. In this framework,
the system uses a set of sensors that enable us to analyze multiple parameters. The
demonstrated arrangement gives checking of surrounding humidity, temperature,
pressure (gathered from mobile sensors), illumination, and carbon dioxide (CO2),
benzene (C6H6) and oxygen (O2) gas levels.

The inspiration driving creating such a system is that the situation of the present
atmosphere portrayed by its dehydrated and exceptionally warm weather conditions,
which leads to an increase in the level of global warming. This way, there is a need to
give a cutting edge framework that is rapidly adaptable, user-friendly and effortlessly
saving executing time. The principal objectives of the proposed concept are to give an
appropriate and pleasurable indoor atmosphere, lessen the air toxins, increment the
indoor air quality, and to simplify the process of preserving the air conditions. These
objectives were put into activities by accomplishing the targets of the concept that
includes; building a smooth indoor atmosphere, structuring an independent or intuitive
nurturing plants framework, actualizing sensors that screen the plants, adjusting the
indoor environment, and installing a notification scheme (Fig. 2).

Fig. 2. System architecture
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5 Implementation

Sensory information commencing the physical domain is the prime as well as note able
dependencies of any smart atmosphere. Such information is being originated by using
numerous sensors depending on a particular method or procedures in different spreader
areas [24]. Small miniature devices that are used to take ecological parameters like
temperature, moisture, sunlight, pressure, CO2, C6H6, O2 gases and so forth, comprises
of numerous cheap, moderate message passing small remote gadgets that team up to
construct a remote system.

To gather information about various circumstances from the environment such type
of remote sensors are installed into the real domain by providing compact detecting
near real environs.

A centralized node is responsible for information analysis as well as decision
making on the gathered information from numerous sensors. A typical design of a
wireless sensor network is exhibited in the below Fig. 3, through which information is
being provided to the consumers. On the other hand, sensor devices may experience
numerous confines, and the most commons are infrequent power points, insufficient
memory or constrained execution capacities.

Sensors are extensively installed in numerous WSN systems. Therefore numerous
different concerns with them, for example, versatility, information consistency, robust-
ness or significant controlling, as well as effective many routing methods. Regardless of
all these restrictions, for numerous ecological observing systems,WSN is still considered
as the fundamental framework. In this proposed work, the implementation part is further
divided into sub-parts, to have the thoroughly understanding of its execution.

The mounting of the sensor is dependable on the indoor structure. For instance, the
space is separated by segment dividers from floor-to-ceiling with an average extension
of 1.2 to 2.4 m then the analysis zone is just that of the space or room.

Fig. 3. Hierarchical view of indoor AQM
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5.1 Architecture

The proposed system incorporates the following components as multiple sensors are
equipped in different spaces for monitoring of humidity, air toxic, gases and temper-
ature values: (i) central node, (ii) multiple air toxic measuring sensors and (iii) infor-
mation acquiring and preparing and a communication component.

Detecting Nodes: Multiple nodes are deliberated and executed to achieve pollutant
detection via cheap hazardous gas sensors along with acquiring of temperature, pressure
and humidity data. Gas detectors are utilized to guarantee the contamination discovery,
C6H6 detection, CO2 and O2 detections. In the meantime, temperature, pressure and
humidity data are attained by using consumer’s mobile phones. Self-contained sensors
like illumination, temperature, pressure, and humidity are equipped within a large
system with additional equipment of gas detectors, e.g., C6H6, CO2 or O2.

– CO2: We used BME680 for estimating CO2 levels that use dispersion valuation of
range, from 0–2000 ppm with a precision of 50 ppm or three percent of sensing or
either greater.

350–1,000 ppm Concentrations involved indoor spaces with great air interchange
1,000–2,000 ppm Illnesses of tiredness as well as bad air
2,000–5,000 ppm Nuisances, drowsiness, and motionless, smelly air. Bad concentration,

carelessness, amplified ECG and minor motion sickness possibly be
existed

– Surrounding Temperature: The temperature sensor is a silicon bandgap type having
the scope of −20 ºC–60 ºC with the precision of ±0.5 ºC (±1 ºC close lower/upper
closures of scope).

– Comparative Moisture: The moistness sensor is having a scope of 0–100% relative
humidity with an exactness of ±2% humidity from 20–80% relative humidity
(±4% outer this scope).

Fig. 4. Atmosphere observing via WSN
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– Oxygen: Typical O2 is roughly 75–100 mm of mercury (Hg). Qualities below
60 mmHg typically show the requirement for additional O2. Ordinary heartbeat anal-
yses more often than not go from 95–100%. Qualities below 90% are observed as low.

– Benzene: Indoor dimensions of benzene in a home environment and workplaces
without solid indoor bases like; oil cookery, warming ovens are commonly under
15 lg/m3 every 24-h, which are thriving under the most minimal stages demon-
strating a sign of unfriendly wellbeing impacts. Rising high peak in the scope of
100–200 lg/m3 is due to the usage of either fragrance scorching or food preparation
without vents with twenty-four-hour heights having 10–50 lg/m3 scope. Benzene
has been connected to unsteadiness, shocks, faintness, retching, cerebral pain as
well as laziness subsequently to abnormal states in the scope of 700–3000 ppm
[25]. Impacts after sub-constant to unending experiences at very low; i.e., <1 ppm
incorporate dynamic worsening including bone marrow harm, variations in flowing
platelets and modified invulnerable reaction.

This particular structural design enables us to design separate sensor devices,
depend on the specific area. The proposed application is being accessed via a local API
system that uses different algorithms for numerous sensors. All the parameters are
estimated once at regular intervals.

This paper also tries to notice different hacks and splits that may run periodic
interrupts, however security remains a bit of hindsight in an obvious set of applications
that make it worse as a result of installing tiny gadgets. Hence, middle ware is a
solution that helps to reduce such intrusions and protect the gadgets as well as system
while preventing them from such interpolations that turns into the form of great
obstruction to originality is among the core challenges (Table 1).

Disposition of Sensors: The proposed system consist of multiple sensors (of each gas)
are dispersed on the single story of the building (3 to 5 ft above the floor). Set of
sensors are positioned in different areas, e.g., lounge, living room, kitchen, and
restrooms. Ad-hoc based sharing is structured to accomplish an effective information
passing mechanism. Information passing among the sensors is empowered amidst
small scale of span at the standard period of interims. The disposition range for the
placement of sensors varies from 5 to 10 m relying upon the closeness of wireless LAN
that affect or degenerate sensors motion.

Table 1. Components of context acquisition process in context-aware application

Context acquisition process
Based on
responsibility

Based on frequency Based on
acquisition

Process based
on source

Push Instant (for poisonous gases) Direct sense Middle ware
Interval (for non-poisonous gas and
mobile sensors)
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The center node is constantly assembling every information that is being generated
by all sensors. All physically generated information by every single sensor is accessible
by a collaborative User Interface simultaneously.

Data Analysis: The essential purpose of the proposed system starts with the observing
of air pollutants. The excessive energy consuming sensors are typically considered
tricky while monitoring toxic in the air and therefore have undesirably influence on
sensor duration. This article tries to solve such issues by using implanted BME680
ecological sensor technologically advanced for portable applications as well as wear-
ables having functionalities of size and low energy consumption [26] for the evaluation
of indoor air pollutants.

They are dynamic, thin, extensive battery life without repairing (for a short time)
capabilities that are persuasive characteristics of any wireless sensor network appli-
cations. The article also possesses the concept of delivering immediate information of
temperature, pressure, and humidity by using mobile sensors which helps assess the
indoor air observing proficiency after some time.

5.2 Context Modelling and Reasoning

After the context acquisition described in Sect. 5, the acquired data afterward will be
modeled using database schema with SQL-Query by applying rule-based reasoning. In
this paper, the context reasoning is implanted via particular as well as a complete
context reasoner at the server side, whose vital role is to execute cognitive jobs because
of the distinct areas of sensory devices. The requisition of rule-based thinking
methodologies for preparation of context information or knowledgeable rules is
required. All the information and rules are explicit to specific areas with separate
environments. The provisioning of such thinking over a spread area, there is a need to
prototype a model as well as deduce the information and logic associated with overall
areas.

This paper proposed a hierarchical structure for context thinking that provides
adaptability as well as expandability. A middleware as an individual context medium –

at a low level, is implemented to realize the noticeable actions that are taking place in
the relating areas. Then the context manager as a high-level reasoner concludes the
actions identified with numerous factual areas in particular or distinct spaces. In this
manner, the purpose of context thinking is being circulated in the overall system with
an increase of adaptability of the framework and reduce the centralized breakdown, and
extra load as the amount of cognitive work is divided among numerous reasoner inside
various framework portions dependent on their specific logic. The context elements or
particular actions generated by any sensor in a specific area becomes the input of high-
level reasoner. Sometimes the outcomes generated from top level would become inputs
of low level to enhance their thinking condition. The term “circumstance” in this
proposed study is a type of realized context element outcome via any two of reasoner in
our thinking structure. For example, the high concentration level of toxic gases inside
the house is an individual area circumstance (Fig. 5).
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The practical illustration of this thinking structure shown in Fig. 4. Every reasoner
depicts and executes rule-based prototype and devices. A single circumstance can be
followed or anticipated via one single thinking prototype or their mixture specified the
particular circumstance delivered by the application. Concurrent information is gath-
ered from overall factual places employing the context information facilities in the
indoor environment. The explicitly generated information is stored in the context data-
center for further processing by the thinking model at any stage. The unstructured
information is first tested and then kept in the data-center for any specific prototype,
and afterward utilized to develop as well as periodically upgrade prototype measurable
factors. The outcome circumstances of thinking prototype are openly stated to appli-
cations at any time or kept in unusual circumstance product stacks in the context data-
center for further inquiries. Context data-center presented in Fig. 4 is typically orga-
nized in a distributed fashion. The presented framework depicts the execution of rule-
based thinking mechanism for the top level reasoner [28]. This dimension of thinking is
acknowledged as judgment rules, a vital role of the application semantic (Table 2).

Fig. 5. Structure of context reasoning [27]

Table 2. Mapping of context life cycle for developing context-aware application

Context acquisition Context
modeling

Context
reasoning

Context dissemination

Based on responsibility – “push” Database
schema

Query and
rule-based
techniques

Ubicomp User Interface
(UUI) subscriptionBased on frequency – “instant” (for

poisonous gases) and “interval” (for non-
poisonous and mobile sensors)
Based on acquisition process – “Direct
Sense”
Based on source– “Middleware”
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6 Conclusion

In this paper, we introduced a simultaneously working remote sensor network estab-
lishment for indoor atmosphere checking. The introduced system incorporates diverse
sensors situated in rooms, living areas, and kitchen and resting regions. Fully supported
sensors are integrated to evaluate the effectiveness of the proposed framework, realize
inhabitant well-being. The future work incorporates the expansion of the system with
new hubs to cover more space in the house or vicinity.
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Achieving Fairness by Using Dynamic
Fragmentation and Buffer Size
in Multihop Wireless Networks
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Abstract. Wireless Networks are error-prone due to multiple physical
changes including fading, noise, path loss and interferences. As a result,
the channel efficiency can be severely degraded. In addition, in saturated
multihop wireless networks, nodes with multiple hops away from the
destination suffer additional throughput degradation signified by high
collisions resulting in high packet loss. It has been shown that packets
fragmentation and buffer size play an important role in improving per-
formance. In this work, we propose a technique to dynamically estimate
appropriate buffer size and fragmentation threshold for individual nodes
across the network in reference of their locality from the gateway and
on their traffic load. The results show that nodes far from the gateway
incur significantly higher throughput. The technique also results in bet-
ter fairness across all nodes. Furthermore, it enhances the total network
throughput while lowering the end to end and MAC delays.

Keywords: 802.11g · Wireless multihop networks · Throughput ·
Fairness · Fragmentation · Buffer size

1 Introduction

CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) [10] pro-
tocol used in Wireless Multihop Wireless (WMNs) have been studied mostly on
single hop networks, however, their performance on multihop networks is still
debatable.

In WMNs the throughput between sender and receiver stations in MWNs
depends on several factors. Among them, their location from the gateway, their
transmission power, and interferences [17]. In addition, the end to end through-
put decreases further more in congested networks.

The work in [28] showed that 802.11 MAC protocol does not work well in
MWNs. In [21], the authors showed that, in large ad-hoc networks, if the dis-
tance between sender and receiver grows the nodes capacity decreases rapidly.
The authors in [8] studied TCP performance over MWNs. They showed that

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

M. H. Miraz et al. (Eds.): iCETiC 2019, LNICST 285, pp. 164–177, 2019.

https://doi.org/10.1007/978-3-030-23943-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23943-5_12&domain=pdf
https://doi.org/10.1007/978-3-030-23943-5_12


FBET 165

when load increases, links in these networks exhibit high packets drop rate due
to increased link contention. As indicated in [12], in WMNs higher rate nodes
are adversely influenced by other nodes with low rates thus decreasing their
throughput. In addition, they also decrease the entire network throughput.

Research showed that packet size highly affects the network performance
[1,25]. Although, researchers [4,5,19,24,26,29] have conveyed the impact of frag-
ment sizes on the entire network, not much is found on the impact of the frag-
mentation and packet size on the fairness problem on these types of networks.

In this work, we introduce a Fragmentation and Buffer Size Estimation Tech-
nique (FBET) capable of assigning dynamically appropriate fragments and buffer
sizes to various stations in the network depending on two main factors: their posi-
tion in distinction to the gateway and their traffic load. Once these two factors
become known, FBET then uses them to estimate the blocked and relayed traffic
probabilities of each node across the network using Erlang-B [7]. Furthermore,
FBET generates fragmentation thresholds and buffer sizes for individual nodes
based on the estimated probabilities. Last, FBET sends the suggested values
back to the nodes so they can dynamically adjust their attributes. We show that
by using FBET, we reduce the unfairness problem, and increase the throughput
of underprivileged nodes. Additionally, FBET enhances the network throughput
and lowers the end to end and MAC delays.

This article is organized as follows: in Sect. 2, we briefly review previous work
done in this area. Section 3 explains the network model and the methodology of
the problem. Section 5 presents the simulation outcomes. Last, Sect. 6 examines
future work, open questions and the conclusion.

2 Previous Work

The authors in [19] proposed dynamic fragmentation scheme to enhance through-
put. The technique was able to increase the network throughput. However,
the work only considered uniformly distributed networks where the hidden and
exposed nodes problem does not exist. The authors in [23] were able to improve
fairness in MWNs by assigning various contention window sizes to stations
depending on their rates.

The authors in [27] introduced a protocol that enables stations to find alterna-
tive routes to various access points depending on their traffic loads. The protocol
however suffered multiple shortcomings as noted in the paper.

The authors in [9] proposed a distributed link layer method on top of the
TCP to attain fairness between TCP streams in mesh networks.

In [5], the authors proposed various adaptive fragmentation algorithms able
to change the fragmentation size dynamically based on the channel quality in
wireless networks. The network throughput was improved but the effect of the
proposed algorithms was not studied on individual nodes.

In [20], the authors showed that packet size customization in the application
layer may highly increase the channel utilization for wireless networks under
harsh conditions.
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The authors in [29] created mathematical models, with unlimited traffic
loads, to calculate the network throughput in 802.11b using Markov chain. They
used in their work packets fragmentation method.

Chang et al. [4] presented an algorithm capable of selecting optimal size pack-
ets based on the dynamic channels. The algorithm showed substantial through-
put increase.

The paper in [24] introduced an analytical model of the work of 802.11 MAC
taking into consideration hidden terminals and interferences. They concluded
that by using optimal fragment size, the throughput could be increased signifi-
cantly.

The authors in [6] discussed a phenomenon they called “symmetrical unfair-
ness”. They noticed that stations with the same distance from the gateway also
experienced throughput discrepancies. They then presented a distributed rout-
ing method capable of enhancing symmetrical unfairness while preserving the
overall throughput of the network.

In [18], the authors investigated the advantages and disadvantages of various
queuing mechanisms to study the fairness in MWNs.

They observed that without a MAC layer that differentiates priorities, the
ideal bandwidth utilization can not be obtained.

Bisnik et al. [2] demonstrated that the largest attainable throughput in ad
hoc networks is highly affected by the node distance, its traffic load and its
interferences.

In [11], the authors pertained mathematically the existence of deprivation in
a simple line topology of two nodes.

In [22], the authors proposed a rate-limiting technique to those nodes closer
to the gateway to achieve fairness in MWNs. Their proposal however involves
complex computing.

In [13], the authors proposed a method that assigns various contention win-
dows to nodes based on their location from the gateway and on their interfer-
ences. However, the method showed only slight improvement in the context of
throughput and delay.

In [14], the authors showed that better fairness is achievable by choosing
appropriate packet and contention window sizes.

The authors in [16] proposed a distributed scheme to allow nodes to collect
information about their neighbors enabling them to make a better decision on
staying or leaving the channel.

3 Methodology and Network Model

The authors in [15] studied the throughput decay in a simple linear network
of size four. They used Erlang-B to compute the traffic blocking probabilities
among nodes in mesh networks. Erlang [3] is a unit of traffic used in telephony
as a measure of offered load on telephone circuits or switching. The telephone
circuits used in Erlang are comparable to the number of channels available to
nodes in a network to transmit their traffic. The blocking probability is shown in
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Eq. 1, assuming Pb is blocking probability, m is the number of channels and ρ is
traffic load in Erlang. This probability represents the possibility that a customer
is denied service due to lack of resources.

Pb =
ρm

m!

/
m∑

j=0

ρj

j!
, 0 < ρ < 1 (1)

The authors also computed the blocking and relay probabilities for individual
nodes as shown in Fig. 1. In this linear network, it was assumed that node 1 is the
gateway and does not send traffic, only nodes 2, 3 and 4 send traffic. Additionally
nodes 3 and 4 forward traffic coming from nodes along the path to the gateway.
The computations are represented in Eq. (2)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Pb(2) = 3 ρ+2 ρ2+ρ3+1
3+5 ρ+3 ρ2+ρ3

Pb(3) = 2+2 ρ+ρ2

ρ2+2 ρ+3

Pb(4) = 2+5 ρ+3 ρ2+ρ3

3+5 ρ+3 ρ2+ρ3

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Pt(2) = 2+2 ρ+ρ2

3+5 ρ+3 ρ2+ρ3

Pt(3) = 1
ρ2+2 ρ+3

Pt(4) = 1
3+5 ρ+3 ρ2+ρ3

(2)

where the number of channels m is assumed to be 1. Thus the relayed probability
is given by Pt = 1 − Pb.

Fig. 1. A Simple linear MWN

4 Fragmentation and Buffer Size Estimation Technique
(FBET)

As discussed in Sect. 2, appropriate packet fragmentation and buffer size have
positive effect on performance in MWNs. That is because large packets have a
better chance of being corrupted and dropped out in congested networks and
where interference is factor. Inspired by this phenomenon, we want to be able to
award nodes, with multiple hops away from the gateway, with smaller fragments
and larger buffer sizes. The intuition behind this idea is as follows: smaller size
packets have higher chances to be delivered and in case the transmission fails,
nodes are provided with larger buffers to be able to store these packets and
retransmit them at a later time. However, we need a to be able to properly
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estimate these values. One way to do so, is by using the probabilities discussed
above. These values without doubt will give us a clearer insight into the degree
of throughput disparities between various nodes. Since the equations were gener-
ated on a linear network of size four, we decide to use similar scenario as shown
in Fig. 2 to test our technique on.

The fact that the unfairness problem manifests mainly in high traffic net-
works, we compute the blocking probabilities given a high load of ρ = 0.9. The
values returned for mobile node 0, mobile node 1 and mobile node 2 are: 0.91,
0.82175 and 0.56750 respectively. Thus, their relay traffic probabilities are: 0.093,
0.178 and 0.432 respectively. The computed values confirm the claim stating that
individual nodes’ throughput decreases exponentially with the number of hops
away from the gateway under heavy traffic. These values are subsequently nor-
malized and used to estimate the fragments and buffer sizes of nodes as described
later. In our work, F denotes the default fragment size and B is the default buffer
size. In addition, F (i) and B(i) represent the fragment threshold and buffer size,
of node i, respectively. The Fragmentation and Buffer Size Estimation Technique
(FBET) is described in Algorithm 1.

Algorithm 1. Fragmentation and Buffer Size Estimation Technique (FBET)
Assumption 1. Nodes are aware of their location from the gateway

Assumption 2. Nodes send their traffic load periodically (every window time T ) to
the gateway

1: Nodes relegate their location to the gateway
2: for each T do
3: Nodes consign their traffic load to the gateway
4: Calculate Pt(i) ∀ i {where i is the number of stations}
5: Send F and B to the node with Pt(min) { the node with minimum relay traffic

probability}
6: Calculate R(i)= Pt(i)/Pt(max) {normalize relayed values}
7: Calculate F (i)= F/R(i) and B(i)= B*R(i) ∀i s.t Pt(i) �= Pt(min)
8: Send the computed values back to the nodes
9: end for

We claim that the gateway is able to implement FBET. Once the nodes
send their locations and traffic loads, the gateway will be able to estimate the
appropriate fragmentation thresholds and buffer sizes and sends them back to
the nodes.

5 Simulations Results

We apply FBET on the linear network shown in Fig. 2. The number of
nodes generating traffic is 3. We assume that mobile node 3 is the gateway.
mobile node 0, mobile node 1 and mobile node 2 generate traffic. In addition,



FBET 169

mobile node 1 and mobile node 2 relay their neighbors’ traffic it to the gate-
way. Thus, mobile node 1 generates its traffic and forward mobile node 0 traf-
fic. The same way, mobile node 2 sends and forward both mobile node 0 and
mobile node 1 traffic. We assume that the gateway does not generate any pack-
ets and it serves as a router enabling traffic to flow in and out the network.

Fig. 2. Multihop wireless network

We call the default scenario Default and the scenario that we implement
FBET on, is called Frag. The buffer size B of all nodes in the default network
is set to 1024000 bits and all nodes’ default fragmentation threshold F is set to
256 bytes.

For both scenarios (i.e. networks),we use Riverbed Modeler (version 17.5)
simulator to assess the conduct of FBET. we utilize IEEE 802.11g protocol.
We presume that the traffic is homogeneous. In addition, we also assume that
the traffic and the packet size are exponentially distributed. The simulation
time is set to 55 min. Table 1 shows other attributes we use in our simulation.

Table 1. Both networks simulation attributes

Attribute name Value

Data Rate 5.5 Mbps

Inter arrival time 32 ms

Packet Size 2048 Bytes

On Time 100 s

Off Time 0.01 s
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Additionally, Table 2 shows the fragments and buffer sizes obtained by FBET.
All other attributes not-shown here are left unchanged (we use the default values
set by the simulator).

Table 2. Buffer and fragment sizes returned by FBET.

Nodes Buffer sizes (bits) Fragmentation
thresholds (bytes)

mobile node 0 1024000 256

mobile node 1 422039 621

mobile node 2 222126 1181

As shown in Figs. 3, 4 and 5, mobile node 0 when implementing FBET
is able to send ≈21% more compared to its counterpart in the default net-
work. mobile node 1 also sent about 10% more and mobile node 2’s sent traffic
decreased by about 7.5%.

Figures 8 and 7 clearly show better fairness when using FBET. The overall
throughput is also increased by ≈24% when using FBET as shown in Fig. 6. The
traffic sent using FBET increases by ≈11% and the received traffic also increases
by ≈8%.

The end to end delay and the MAC delays are both lower when implementing
FBET as shown in Figs. 9 and 10 respectively.

Last, Tables 5, 4 and 3 summarize the major findings described in this Section.

Table 3. Ratios of sent and received traffic across all nodes

Nodes Default network Network with
FBET

mobile node 0 0.43 0.52

mobile node 1 0.557 0.56

mobile node 2 0.73 0.68

Table 4. Overall network performance when Using FBET

Network parameters Measurement

Throughput ↑ 24 %

Traffic Sent ↑ 11%

Traffic Received ↑ 8%

Delay ↓ 50.32%
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Fig. 3. mobile node 0 Traffic Sent

Fig. 4. mobile node 1 Traffic Sent



172 J. Hoblos

Fig. 5. mobile node 2 Traffic Sent

Fig. 6. Throughput w and w/o FBET
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Fig. 7. Traffic Sent by all nodes using FBET

Fig. 8. Traffic Sent by all nodes in the default scenario
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Fig. 9. End-to-End delay in networks w and w/o FBET

Fig. 10. MAC delay in both networks w/ and w/o FBET
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Table 5. Individual nodes throughput when using FBET

Nodes Traffic sent
using FBET

mobile node 0 ↑ 21 %

mobile node 1 ↑ 10%

mobile node 2 ↓ 7.5%

6 Conclusion and Open Issues

Nodes in WMNs suffer from throughput degradation relatives to their locality,
interferences and traffic load. To enhance fairness, we propose FBET, a tech-
nique capable of estimating fair packets fragmentation thresholds and buffer
sizes for all nodes proportional to their physical location and their traffic load.
We show that FBET increases fairness and network throughput. It also lowers
the end to end and MAC delays. The findings are promising but need further
investigation. We acknowledge that FBET was implemented on a simple net-
work of four nodes and needs to be tested on more complicated networks. We
also assumed that the nodes are immobile in the network. However, we believe
that FBET can be equally implemented on mobile nodes. Since we assume that
nodes periodically send their estimated traffic loads to the gateway, they can
send their new location, if changed, at the same time. One limitation of FBET
is the computation complexity required to be done by the gateway. Analysing
the time complexity is part of our future work. In addition, we will be testing
FBET on larger, more realistic networks where mobility is also supported.
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Abstract. The journey of data from the state of being valueless to valuable has
been possible due to powerful analytics tools and processing platforms. Orga-
nizations have realized the potential of data, and they are looking far ahead from
the traditional relational databases to unstructured as well as semi-structured
data generated from heterogeneous sources. With the numerous devices and
sensors surrounding our ecosystem, IoT has become a reality, and with the use
of data science, IoT analytics has become a tremendous opportunity to perceive
incredible insights. However, despite the various benefits of IoT analytics,
organizations are apprehensive with the dark side of IoT such as security and
privacy concerns. In this research, we discuss the opportunities and concerns of
IoT analytics. Moreover, we propose a generic data science methodology for
IoT data analytics named as Plan, Collect and Analytics for Internet-of-Things
(PCA-IoT). The proposed methodology could be applied in IoT scenarios to
perform data analytics for effective and efficient decision-making.

Keywords: Internet-of-Things � Data science � Analytics � Big data

1 Introduction

There was a time when data communication was a challenge between human beings
but nowadays due to revolutionized development in the world of standards and network
protocols, communication and data exchange has been possible even among the
devices/sensors [1]. These devices represent anything literally from our ecosystem such
as a wearables accessories, t-shirts, automobile, keychain, sphygmomanometer, chair,
game console, air-conditioner, refrigerator, projector, boiler, smartphone, plants, ani-
mals, application platforms, humans beings, and bots “connected with smart sensors”
to name a few [2–5]. The communication and data generated by these devices (things)
come under the world of Internet-of-Things (IoT). Kevin Ashton coined the word IoT
in 1999, and its advancement has been directly proportional to the advancement in the
internet technology [2]. According to Gartner, there will be 25 billion internet-
connectedwired and wireless devices by 2020 and those devices will generate data that
could be collected, prepared and analyzed to undertake intelligent decisions [6].
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IoT platforms have been deployed in various domains including healthcare, agriculture,
military, food processing sector, energy, security surveillance, and environmental
monitoring [7–9]. For example, IoT applications are already serving the community in
the weather forecast, monitoring the health and well-being of individuals [10]. The data
generated in an IoT environment are processed instantly to enhance the effectiveness
and improve the efficiency of the entire service domain. Using IoT applications such as
Lenovo smart shoes, one can track and monitor fitness data [11]. Furthermore, the
electrical appliances including refrigerators and washing machines can be controlled
remotely using IoT. The surveillance cameras installed for securitypurpose could be
remotely monitored [12].

Since data plays an integral role in an IoT environment, IoT data could be con-
sidered both as a diamond and as dust. Diamond if it is effectively treated using state-
of-the-art data science methodology, tools, algorithms and techniques whereas dust if it
is improperly or inappropriately analyzed. An IoT system should be able to gather raw
data from various networksources and analyze it to produce knowledge. The field of
data science could make IoT platforms more intelligent. Data science is amixture of
diverse scientific domains. Itusestechniques such as data mining, machine learning and
Big Data Analytics (BDA) to identify new insights and patterns from data [1].
Therefore, IoT BDA aims to assist organizations in achieving abetter understanding of
data, thus leads to effectualresults that could benefit their business processes [13].
However, likewise any technology, IoT has its limitationsbecause IoT devices generate
and collect a huge amount of personal data whose management poses severe legal and
ethical issues related to security and privacy. The objective of this paper is to enlighten
the role of data science in IoT. In order to contribute to the domain of data science and
IoT, we have proposed a data science methodology. The proposed methodology will
assist the data scientists to perform an accurate analysis of telemetry to seek effective
insights and undertake smart decisions. This paper is structured as follows:the rela-
tionship between IoT and data scienceis discussed in Sect. 2. Section 3 contains the
discussion on the opportunities of data science and IoT. The concerns of IoT are
discussed in Sect. 4. We have discussed the stages of the proposed methodology with
details in Sect. 5. Finally, we have discussed the future direction of this research in
Sect. 6.

2 The Amalgamation of IoT and Data Science

Huge amount of data have been generating from IoT devices such as RFIDs, sensors,
satellites, business transactions, actuators (such as machines/equipment fitted with
sensors and deployed for mining, oil exploration, or manufacturing operations), lab
instruments (e.g., high energy physics synchrotron), smart consumer appliances (TV,
phone, etc.), and social media as well as clickstreams [14]. Figure 1 illustrates the
landscape of IoT and Data Science, in which various applications such as smart
transportation, smart home andsmart grid, generate data using embedded sensors and
objects. These generated data are transferred via networks and stored in the cloud for
processing using numerous big data technologies. The data scientists use BDA
applications with well-defined data science methods to analyze volumes of structured
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and unstructured data with various characteristics generated from IoT devices[15].
BDA is used to extract information that assists in identifying trends, discovering
correlations, predicting patterns and undertaking effective decisions [16]. However,
since IoT data is mostly collected from sensors, it is different from normal big data
regarding characteristics such as extreme noise, heterogeneity, and expressevolution. In
2030, the number of sensors will increase by 1 trillion that would eventually upsurge
the big data [8, 17].

3 Opportunities of IoT and Data Science

IoT is one of the most vital domains of next-generation technology that is obtaining
huge attention from the industries widely [18]. IoT technologies offer enhanced data
collection, enabling real-time responses, improving the access and control of devices,
increasing efficiency and productivity, and connecting technologies [19]. IoT can be
considered as a deployment of smart devices which uses data and connectivity [20].
The devices are connected and communicated with each other, and the IoT tech-
nologies integrate the collected data from the devices with customer support systems,
vendor-managed inventory systems, business intelligence applications, and business
analytics tools [18]. The integrated IoT devices produce a huge amount of data rapidly.
Hence, data science can play a substantial role in IoT to extract useful information for

Fig. 1. IoT and data science.
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pattern recognition, trend prediction, and decision-making. Following are some of the
opportunities that require IoT and data science to develop more benefits for industry
and academia.

3.1 Big IoT Data and Business Analytics

The enormous volume of data is generated by actuators and sensors embedded in IoT
machines and devices. This huge amount of data can be transmitted into business
analytics and intelligence tools to improve the accuracy of decision-making outcomes.
Analyzing markets trends and conditions, and customer behaviors can help business
organizations to detect and solve their business issues and increase the level of their
customers’ satisfaction. Business analytics technologies can be integrated with IoT
devices such as wearable health monitoring sensors [18]. This integration provides real-
time decision-making possibilities at the source of data. For instance, the health data
collected via sensors and monitoring systems such as Humana’s Healthsense
eNeighbor® remote monitoring system which reports changes in normal activities of its
members using in-home sensors can provide opportunities for healthcare providers to
analyze the collected data and monitor patients far more regularly and efficiently [18].

3.2 Monitoring and Control System

Monitoring the environmental conditions, the level of energy consumption, and even
the performance of equipment require IoT technologies to collect data from available
sources and data science to extract useful information for automated controller and
managers to monitor the performance and changes of the related objects. Advanced
technologies such as smart grid and smart metering offer higher productivity and lower
costs by exposing operational patterns, optimizing operations and predicting future
changes and trends. One of the well-known IoT monitoring and control Systems is a
smart home technology. In this technology, the main intentions are to save energy and
also to protect family and property. For instance, the Verizon Home Monitoring and
Control network developed remote control applications for home automation using a
special wireless communications technology. Users of the applications can monitor and
control IoT enabled devices via smartphone, tablet or a computer. They can control the
climate, adjust the lights, lock and unlock the doors, manage security systems. The
applications also send event notifications to the users automatically. All these func-
tionalities are not possible without analyzing the received data from IoT devices.
Another edition of this story is happening in smart cars where IoT technologies are
used to monitor and control various parts of smart cars [18].

3.3 Collaboration and Information Sharing

Different types of information sharing can be occurred using IoT technologies. This can
be categorizedin human-to-human, human-to-things, things-to-human, and things-to-
things. For example, in the human-to-human category, communication and sharing
information occurs commonly when a manager assigns a task to staffs using IoT
enabled mobile devices. When alerts from sensors embedded in a machine are sent to
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the person in charge of informing about an event like dropping the temperature of the
machine, a things-to-human type of information sharing has been happening. Now a
user can send a command to the system and react to the alert as a human-to-things type
of collaboration. Sending raw information from a complex machine to a normal user
may cause a wrong interpretation. So, the data collected from IoT-enabled devices must
be analyzed to take proper actions.

3.4 E-commerce

The real value of IoT for e-commerce platforms is the delivery of intelligent visions
which provides new business outcomes. The future of retail is claimed to be e-commerce
and shifting to online shopping and marketing is getting the attention of the customers
regarding offering more benefits to them. Hence, it is necessary for retailers to adjust
their business strategies to embed new technologies such as IoT into their system.
Certainly, IoT and big data perform a key role in this ongoing technological disruption.
The generated data require to be analyzed to come up with new solutions to improve
their business and increase their annual profit. Simultaneously, they should not under-
estimate the vital impression of their data contribution to gain more benefits by looking
for a customized and improved users’ shopping experience [20].

3.5 Smart Learning

Activities and behavioral data can be collected from digital sources using IoT devices
in various platforms such as social media and online shopping systems. These web-
based behavioral data are recorded in different forms such as transactional purchase
information or cookies data. IoT devices can observe consumers’ habits, preferences,
tendencies, and their environments using data science. These IoT enabled devices can
learn from the patterns and outcomes extracted from the analytical processes that data
science can apply to IoT data. It offers opportunities to markets, providers, and websites
to learn more about consumers’ needs and interests. This learning process is based on
consumers’ behaviors in the physical world as opposed to the strictly online world [18].

4 Concerns of IoT: Security and Privacy

Sincetelemetry travels viaseveral hops in a network, a strong encryption mechanism is
essential to guaranteedata confidentiality, integrity, and availability. Moreover, the
Machine-to-Machine (M2M), Cyber-Physical Systems (CPSs) and Wireless Sensor
Networks (WSNs) have progressed as essential components for IoT. Therefore, the
security issues related to M2M, CPS,and WSN are rising in relation to IoT. The whole
deployment architecture needs to be secured from attacks, which may obstruct the
services provided by IoT as well as may pose a threat to privacy, integrity and con-
fidentiality [12]. IoT can bring opportunities for major industries such as healthcare,
military, energy, and e-commerce, etc. These opportunities for IoT could also be an
encouragement for the hackers to steal a wealth of data generated from IoT sensors due
to political and commercial interest [21, 22]. The security of IoT sensors could be
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violated that could lead to a breach of service integrity [12, 23]. The IoT sensors could
retrieve numerous data including the personal information of the users because those
sensors can be integrated into a wide variety of things in our entire ecosystem. The
hackers could launch a variety of identity theft attacks on the vulnerable IoT devices for
malicious purposes. The ownership of personal data is another concern especially when
data is collected without the awareness of the users or with their awareness but without
the knowledge of how the data related to them is going to be used and who stays the
owner of the data? The European Commission also has doubtsregarding data ownership
[24]. These challenges related to IoT security and privacy remain the open areas of
research. However, efforts have been reported in research and industry standards to
make IoT a secure, reliable and trusted platform. Standardization organizations such as
IETF and IEEE are also focusedonstrengthening IoT security by developing necessary
communication technologies. These technologies are imperative to enhance IoT relia-
bility and power efficiency. IoT has an extraordinarycapability for flexibility and scal-
ability. One of the main goals is to ensure theavailability of authentication mechanisms
tothwart any attacks, which could compromise the integrity of dataand services [23].

5 PCA-IOT: Data Science Methodology for IoT Analytics

Although the IoT and data science are frequently discussed research topics nowadays,
to the best of our knowledge and findings, we could not find any paper with the
systematic description and application of a data science approach to performing ana-
lytics on telemetry. To fulfill the gaps, in this paper we have provided a generic data
science methodology named as Plan, Collect and Analytics for Internet-of-Things
(PCA-IoT) as shown in Fig. 2. The proposed methodology could be applied in IoT
scenarios to perform data analytics for effective and efficient decision-making. PCA-
IoT initiates with the planning of the project, and it traverses through the collection and
analysis of telemetry and ends with the reporting of analytical insights and actions.
However, the entire methodology is completely iterative, i.e., there is a possibility to
switch backward and forward from one stage to another. For example, a data scientist
could switch from analytics to plan stage to modify the initial strategy after the pre-
liminary visualization results. The detailed steps of each stage of the methodology are
discussed in the following sub-sections.

5.1 Plan

Since every project has a certain set of goals to achieve, it is imperative for the project
to start with the analysis of the requirements. All the stakeholders of an IoT project
especially those who require an analytical solution must be involved in the planning
stage to ensure that their requirements are being properly understood and analyzed.
Furthermore, the main stakeholders such as the domain experts must be involved in
every cycle of the project to provide domain knowledge and review and revise the
continuous progress as well as the direction of the project to perceive valuable insights
and to obtain the required solutions.
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After the successful gathering and analysis of the requirement, a data scientist
can formulate the preliminary analytical approaches using statistical techniques and
machine learning algorithms to address the problem. With the preliminary findings,
team of data scientists, domain experts and appropriate entities from the side of project
sponsor could work together to identify and undertake decision on the selection of most
suitable analytics tools to be used, algorithms techniques to be applied, the type of
models to be generated, and the hosting platform such as in-house or cloud infras-
tructure. For instance, if the goal is to estimate the relationship between independent
and predictor variables, data scientists may choose to generate a regression model. In
the planning stage, it is also important to identify the sources of IoT data because
telemetry generated from unknown or unreliable sources may lead to inaccurate and
invalid analysis.

5.2 Collect

Due to rapidly expanding volume and velocity of telemetry, it would be feasible to
perform IoT analytics using third-party cloud services such as Amazon IoT core, IBM
Watson IoT, and Azure IoT hub. The gathering of telemetry could initiate after the
successful completion of the activities defined at the planning stage. The communi-
cation between the IoT hub, i.e., IoT data sources takes places via the gateway which
manages all active device connections and implements semantics for multiple protocols
to ensure that devices can securely and effectively communicate using various proto-
cols such as MQTT, CoAP, WebSockets, and HTTP. Furthermore, the gateway could
apply rules and restrictions to the incoming data using SQL-like statements. A rule can
be applied to data from one or many devices. For example, the gateway may filter-out
and reject data from certain sensors of the IoT network, or it may accept only certain
types of data from specific sensors. The gateway bridge publishes all device telemetry

Fig. 2. Data science methodology for IoT analytics (PCA-IoT).
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to the cloud that can then be consumed by downstream analytic systems using stream
or batch processing.

5.3 Analytics

The data scientist would apply batch-processing techniques to analyze telemetry when
analytics takes place on blocks of data that have already been stored over a period. For
example, processing all the transactions that have been performed by a major financial
firm in a week. However, stream processing will be feasible if real-time analytics is
required such as fraud detection and live application monitoring. In an IoT environ-
ment, both types of the processing could be useful depending on the requirements and
nature of the project especially related to the type of analytics required. Batch pro-
cessing best fits in the situations where generating real-time analytics results are not the
priority andmore importance is given to the processing of large volumes of data than to
getting fast analytics results. Streaming processing of telemetry can be performed using
platforms such as Apache Kafka, Apache Flink, Apache Storm, Apache Samza, etc.
whereas batch processing could be performed using Hadoop. Since the sensors can
generate inappropriate or null data values, the next step would be to pre-process the
telemetry using typical data science approaches such as removing duplication, filter
unwanted outliers, handling missing data, etc. Unlike manual data processing in tra-
ditional data analytics systems, in an IoT analytics environment, data processing is fast
and automated by writing well-defined program codes. During the analysis of data, if
data scientists identified that the data needs to further pre-processed, they will switch to
pre-processing before performing the analysis. The prepared data is then analyzed
using various machine learning and statistical techniques to generate models by con-
sidering the steps decided in the project plan. Finally, the models are visualized to
perform various analytics such as descriptive, predictive and prescriptive. Due to real-
time analytics, organizations, individuals or governments can undertake efficient as
well as effective decisions using telemetry.

6 Future Direction

Likewise, any technology such as cloud, big data, and fog computing, etc., IoT has a
bright and dark side. However, the research world is currently focused on eliminating
the concerns related to IoT to make it as a trusted, reliable and secure platform to seek
incredible insights. The research in the field is rapidly increasing, and we could predict
that it will continue because data is of high value for the organizations and IoT is the
major source for gathering and generating volumes and variety of data. The relation-
ship between the IoT and data science is eternal because to convert data into diamond,
analytical approaches are required. However, there are several opportunities to con-
tribute to the areas of IoT and data science. New systems are required to guarantee the
security and privacy of users’ data and trustworthiness of IoT sensors. Apart from the
developments in the world of technology, there is a need to establish new policies,
standards, and guidelines for the entire IoT ecosystem to achieve the trust of all the
users and to make IoT analytics an opportunity for all types of organizations.

A Data Science Methodology for Internet-of-Things 185



References

1. Mahdavinejad, M.S., Rezvan, M., Barekatain, M., Adibi, P., Barnaghi, P., Sheth, A.P.:
Machine learning for internet of things data analysis: a survey. Digit. Commun. Netw. 4(3),
161–175 (2018)

2. Ashton, K.: That internet of things. RFID J. 22, 97–114 (2010)
3. Atzori, L., Iera, A., Morabito, G.: The internet of things: a survey. Comput. Netw. 54(15),

2787–2805 (2010)
4. Mulligan, G.: The Internet of Things: here now and coming soon. IEEE Internet Comput. 14

(1), 35–36 (2010)
5. Weber, R.H.: Internet of Things-New security and privacy challenges. Comput. Law Secur.

Rev. 26(1), 23–30 (2010)
6. Ray, P.P.: A survey on Internet of Things architectures. J. King Saud Univ. Comput. Inform.

Sci. 30(3), 291–319 (2018)
7. Da Xu, L., He, W., Li, S.: Internet of things in industries: a survey. IEEE Trans. Ind. Inf. 10

(4), 2233–2243 (2014)
8. Li, S., Tryfonas, T., Li, H.: The internet of things: a security point of view. Internet Res. 26

(2), 337–359 (2016)
9. Yuehong, Y.I., Zeng, Y., Chen, X., Fan, Y.: The internet of things in healthcare: an

overview. J. Ind. Inf. Integr. 31(1), 3–13 (2016)
10. Rouse, M., Wigmore, I.: Internet of things (2016). http://internetofthingsagenda.techtarget.

com/definition/Internet-of-Things-IoT
11. Heater, B.: Lenovo shows off a pair of intel-powered smart shoes (2016). https://techcrunch.

com/2016/06/09/lenovo-smart-shoes/
12. Khan, M.A., Salah, K.: IoT security: Review, blockchain solutions, and open challenges.

Future Gener. Comput. Syst. 82, 395–411 (2018)
13. Marjani, M.: Big IoT data analytics: architecture, opportunities, and open research.

Challenges 5, 5247–5261 (2016)
14. Ranjan, R., Thakker, D., Haller, A., Buyya, R.: A note on exploration of IoT generated big

data using semantics. Future Gener. Comput. Syst. 76, 495–498 (2017)
15. Rollins, J.B., Lin, P., Aklson, A.: Data Science Methodology (2017). https://cognitiveclass.

ai/courses/data-science-methodology-2/
16. Golchha, N.: Big data-the information revolution. Int. J. Adv. Res. 1(12), 791–794 (2015)
17. Chen, M.: Related Technologies in Big Data, pp. 11–18. Springer, Heidelberg (2014)
18. Lee, I., Lee, K.: The internet of things (IoT): applications, investments, and challenges for

enterprises. Bus. Horiz. 58(4), 431–440 (2015)
19. Weinberg, B.D., Milne, G.R., Andonova, Y.G., Hajjat, F.M.: Internet of things: convenience

vs. privacy and secrecy. Bus. Horiz. 58(6), 615–624 (2015)
20. Rottigni, R.: Users’ Advantages of Big Data and IoT in E-Commerce (2018). https://

readwrite.com/2018/06/05/users-advantages-of-big-data-and-iot-in-e-commerce/
21. Medaglia, C.M., Serbanati, A.: An overview of privacy and security issues in the internet of

things. In: Proceedings of 20th workshop on digital communications (2010)
22. Christoph P.M.: Security and Privacy Challenges in the Internet of Things. Electronic

Communications of the EASST (2009)
23. Aakanksha, T., Gupta, B.: Security, privacy and trust of different layers in Internet-of-Things

(IoTs) framework. Future Gener. Comput. Syst. 2019, 3 (2018)
24. Janecek, V.: Ownership of personal data in the Internet of Things. Comput. Law Secur. Rev.

34, 1–14 (2018)

186 S. N. Brohi et al.

http://internetofthingsagenda.techtarget.com/definition/Internet-of-Things-IoT
http://internetofthingsagenda.techtarget.com/definition/Internet-of-Things-IoT
https://techcrunch.com/2016/06/09/lenovo-smart-shoes/
https://techcrunch.com/2016/06/09/lenovo-smart-shoes/
https://cognitiveclass.ai/courses/data-science-methodology-2/
https://cognitiveclass.ai/courses/data-science-methodology-2/
https://readwrite.com/2018/06/05/users-advantages-of-big-data-and-iot-in-e-commerce/
https://readwrite.com/2018/06/05/users-advantages-of-big-data-and-iot-in-e-commerce/


FinTech



A Comparison of the Different Types
of Risk Perceived by Users that Are Hindering

the Adoption of Mobile Payment

Laure Pauchard(&)

Solent University, Southampton SO14 0YN, UK
4paucl31@solent.ac.uk

Abstract. Recent research has established that the risk perceived by users is
one of the main reasons why, despite offering numerous benefits, the worldwide
adoption of mobile payment remains surprisingly low. This pilot study aims to
establish more specifically what types of risk have a negative effect on the
adoption of mobile payment by proposing a new research model solely focused
on the risk dimension. The model is composed of 6 types of risk that were
extracted from the existing literature investigating mobile payment adoption.
A 5-point likert scale-based questionnaire was used to collect sample data to test
the model. The data was subsequently analysed by conducting a reliability
analysis of the scale and a regression analysis aiming to quantify the effect of the
variables on the users’ intention to use mobile payment. The results of the study
suggest that Security Risk is the highest deterrent, followed by Financial Risk,
Social Risk, Privacy Risk and Time Risk while Psychological Risk was not
found to have any negative effect on the users’ Intention of Use. These findings
potentially have implications for stakeholders such as mobile phone manufac-
turers and banking organisations as testing the research model on a larger
sample of data would identify more precisely what aspects of mobile payment
should be improved to increase its appeal to consumers. Furthermore, the pro-
posed model can assist further research aiming to identify what features could
reduce the risk perceived by potential mobile payment users.

Keywords: Mobile payment adoption � User acceptance � Hindering factors �
Perceived Risk

1 Introduction

Several innovative payment technologies have been developed within the last thirty
years, including contactless credit cards which have become extremely popular and are
now overtaking traditional payment methods. Mobile payment is a notable example of
a new payment technology which is gaining popularity among users as it takes
advantage of the ever-increasing number of mobile phone owners [23, 24]. Mobile
payment is defined [7] as a purchase of a good or service performed by a mobile device
using a mobile communication network. Different types of technologies have been
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designed to perform mobile payment including near field communication (NFC) [3],
magnetic secure transmission (MST) and sound base waves technologies. Mobile
payment technology offers many benefits for both users and merchants including
convenience, mobility, quicker transactions and lower costs [14]. Consequently, mobile
payment was expected to become the preferred payment method by the end of the
decade [13]. However, research has shown that the world-wide acceptance of mobile
payment remains very far from the booming success it was predicted to reach [8]. For
instance, the adoption of mobile payment is particularly limited in Western Europe [25]
although most of the adult population owns a smartphone.

As a result, research on mobile payment has focused on trying to identify the
hindering factors of its adoption. As demonstrated recently [20], several studies have
established that the risk perceived by users is a major barrier to their acceptance of
mobile payment technologies. Furthermore, [8] the risk perceived by users has been
found to diminish the positive impact of the benefits they perceive. However, research
has been inconstant as to what types of risk are included in the broad definition of
Perceived Risk and as a consequence, the results of recent studies are not easily
comparable. This pilot study aims to address this gap by extracting the different types
of risk identified in recent research in order to measure and compare their effect on the
consumers’ intention to use mobile payment.

2 Background

While research aiming to analyse users’ attitude towards innovative technology has
been based on a variety of models throughout the last decade, mobile payment adoption
studies have mainly focused on two particular behavioural intention models: the TAM
and UTAUT models [4, 15].

The acceptance model was developed by Davis et al. in 1989 to measure the
acceptance of information technologies (IT) and information systems (IS) [18]. It was
initially composed of two main constructs: Ease of Use and Perceived Usefulness but
was later adapted to the study of mobile payment adoption and now includes additional
variables such as compatibility, social influence and risk perception depending on the
needs of the research. [15]

The Unified Theory of Acceptance and Use of Technology results from the com-
bination of the TAM with seven other models and was designed by Venkatesh et al. in
2003 [26, 27]. The UTAUT was initially composed of three main constructs (Expected
Performance, Expected Effort and Social Influence) but was also flexibly modified with
the addition of relevant variables to suit recent studies on mobile payment adoption [1].

More specifically, in studies investigating the relationship between risk perception
and mobile payment adoption, research models have mainly included two variables:
Intention of Use and Perceived Risk.
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The variable Intention of Use was derived from the Theory of Reasoned Action and
the Theory of Planned Behaviour which argues that individuals’ actions are decided by
their intention to act [2]. Previous studies on social behaviour have demonstrated that
Intention of Use is a reliable variable to predict user behaviour. This justifies why
Intention of Use has been consistently selected as the dependent variable in research on
mobile payment adoption [17].

The variable Perceived Risk in research on payment technology acceptance was
defined by Gupta and Kim [11] as “a consumer’s perception about the uncertainty and
the adverse consequences of a transaction performed by a seller”. Several researchers
including Yang et al. [30] and Schmidthuber, Maresch and Ginner [25] have demon-
strated that Perceived risk has a negative effect of the users’ Intention of Use.
Nonetheless, the definition of Perceived Risk greatly varies from one paper to another.
Some studies broadly define perceived risk as the expectancy of loss while many others
include different types of risk within the main variable Perceived Risk. For instance,
Ma et al. [16] included Financial Risk and Information Risk in Perceived Risk while
Hongxia, Xianhao and Weidan [12] only mentioned Security Risk in their definition of
Perceived Risk.

Although all those variations of Perceived Risk relate closely to the fear of a
negative outcome, they do not refer to the same aspects of mobile payment and can
therefore not be compared or addressed the same way. As a result, it was suggested that
the individual testing of each different type of risk as well as a comparison of their
effect would be relevant to better understand how mobile payment is perceived and
increase its appeal to consumers.

3 Research Method

3.1 Research Model

Most recent studies on mobile payment adoption were based on the TAM or the
UTAUT model and included the test of constructs such as Perceived benefits, Per-
ceived Usefulness and Perceived Risk against the variable Intention of Use. This study
proposes a new research model based on the TAM, solely focused on the risk
dimension to study the impact of different types of risk perceived by users on their
intention to use mobile payment.

The main variable Perceived Risk was divided into 6 constructs which correspond
to the different types of risk that have been extracted from previous studies investi-
gating the relationship between risk perception and mobile payment adoption. Since
recent research has already demonstrated the hindering effect of these constructs, 6
hypotheses were formulated to assume their negative relationship with Intention of
Use. This research model provides an opportunity to reinforce or challenge the findings
of previous studies while allowing a comparison of the different types of risk to
establish which one is the greatest deterring factor.

A Comparison of the Different Types of Risk 191



The first three constructs identified are Perceived Time Risk, Perceived Social Risk
and Perceived Psychological Risk which were established by Cocosila and Trabelsi [5]
following an investigation of user views on contactless payment via smartphones.
Perceived Time Risk corresponds to the perception of users that they may waste time if
they subscribe to mobile payment services. Perceived Social Risk refers to their fear of
facing judgement or disapproval from their social circle. Finally, Perceived Psycho-
logical Risk is the general feeling of anxiety that users might experience regarding the
decision of using mobile payment. The findings of Cocosila and Trabelsi [5] estab-
lished a negative relationship between those variables and Intention of Use. The fol-
lowing hypotheses could therefore be formulated for this study:

H1. Perceived Time Risk has a negative effect on Intention of Use.
H2. Perceived Social Risk has a negative effect on Intention of Use.
H3. Perceived Psychological Risk has a negative effect on Intention of Use.

The 4th construct identified, Perceived Privacy Risk, stems from the combination of
constructs identified in different studies which were named differently but essentially
described the same concept. Ma et al. [16] describe it as Perceived Information Risk
while Cocosila and Trabelsi [5] and De Kerviler, Demoulin and Zidda [8] call it
Perceived Privacy Risk. Ooi and Tan [19] also include a similar construct named
Privacy Concern. All these variables were described as the fear of losing control over
one’s personal data and were therefore combined into one construct: Perceived Privacy
Risk. Surprisingly, only 50% of those studies demonstrated a negative relationship
between Perceived Privacy Risk and Intention of Use. In order to test this construct, the
following hypothesis was formulated:

H4. Perceived Privacy Risk has a negative effect on Intention of Use.

The 5th construct identified is Perceived Financial Risk which was defined by
Liébana-Cabanillas, Sánchez-Fernández and Muñoz-Leiva [15] and De Kerviler,
Demoulin and Zidda [8] as the users’ expectation of financial loss. Precedent research
in mobile payment adoption has established that this construct has a strong negative
effect on the users’ Intention of Use which justifies the 5th hypothesis:

H5. Perceived Financial Risk has a negative effect on Intention of Use.

Finally, the last construct identified is Perceived Security Risk which was defined by
Hongxia, Xianhao and Weidan [12] as the fear that a dangerous outcome might result
from the use of mobile payment. They argue that this construct is particularly relevant
since the investigation conducted by iResearch company in 2009 showed that 48% of
phone users refuse to use mobile payment due to security concerns. Consequently, the
following hypothesis was formulated:

H6. Perceived Security Risk has a negative effect on Intention of Use.

The final research model that was designed for this study following the proposed
hypotheses can be found in Fig. 1.
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3.2 Data Collection

An online survey was conducted to collect data from December 10th 2018 to January
3rd 2019. The survey was based on a questionnaire using a 5-point Likert scale ranging
from “strongly agree” to “strongly disagree”. This can be justified by the qualitative
nature of the question as risk perception is concerned with opinions and therefore
requires a metric scale that can measure intangible variables [31]. Furthermore, online
questionnaires using 5- or 7-point Likert scales have been broadly used to collect data
for the study of mobile payment adoption [20].

The questionnaire used to test the model was designed by combining and adapting
questionnaire items from existing literature to fit the research model. The survey was
split into two parts: the first part investigated the demographic characteristics of the
respondents while the second part measured their opinions about statements directly
linked to the constructs tested.

Each variable was tested via 3 statements in the questionnaire with a similar
meaning but phrased differently. Cresswell [6] argues that testing a variable using
several similar items reduces the risk of bias and allows a better reliability of the scale.
The statements were randomly placed in the questionnaire to avoid redundancy for the
respondents.

SOCIAL 
RISK

TIME 
RISK

PRIVACY 
RISK

SECURITY 
RISK

FINANCIAL 
RISK

PSYCHOL. 
RISK

INTENTION 
OF USE

Fig. 1. Research model
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A questionnaire summary including all the questionnaire items can be found in
Appendix B. Due to time and cost constraints, the questionnaire-based survey was
delivered online only via Google Form which provided the opportunity to collect data
efficiently and quickly [22].

3.3 Data Analysis

Respondent Profile Analysis. Once a sufficient number of questionnaires were col-
lected, a profile of the respondents was established in order to identify any unbalanced
characteristics that could influence the results of the test [10]. The respondents were
then split into two categories: those who use mobile payment and those who do not use
it. Since the study is trying to establish what factors are deterring consumers from
starting using mobile payment, the answers of respondents who are not currently using
mobile payment only were used to test the model.

Reliability Analysis. The program SPSS was chosen to conduct the statistical analysis
of the data due to the high number of features it offers and to avoid costs [29]. Prior to
analysing the data, a test of reliability of the scale was performed by calculating the
Cronbach’s Alpha coefficient. Reliability refers to the consistency of results produced
by a measure: if the reliability of a measure is high, the results are more likely to be
accurate and repeatable under consistent conditions [17]. Tian and Dong [28] argue that
the Cronbach’s alpha coefficient analysis is the most common reliability test for likert
type scales. It aims to verify the internal consistency of the questionnaire by measuring
whether similar scores are produced by items testing the same construct.

Regression Analysis. Due to its suitability to small sample sizes, a structural equation
modelling (SEM) approach has been favoured to analyse data in recent research on
mobile payment adoption [21]. For this pilot study, the relationship of the variables was
established by performing a regression analysis. This method aims to measure the
direct effect of independent variables on a dependant variable by calculating the path
coefficient beta.
The value of the coefficient beta ranges between 0 and 1; the bigger the coefficient is,
the higher the effect of the variable is. Additionally, a positive deviation path coeffi-
cient indicates that the independent variable has a positive effect on the dependant
variable while a negative coefficient indicates a negative effect. This statistical analysis
also produces the indicator p which establishes the significance of the relationship. The
relationship is considered significant when p < 0.05 with the significance level being
represented as follows: *p < 0.1 **p < 0.05 ***p < 0.01 [17].

4 Results

4.1 Data Sample

A total of 33 questionnaires were received among which 1 was invalid, leaving a total
of 32 valid questionnaires. The characteristics of the sample can be found in Table 1.
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The profile shows that the gender of the respondents is relatively equal between
male (56.3%) and female (43.8%). While all the respondents are older than 18, the
24-31-year-old category (43.8%) seems to be more represented than the other age
categories. This unbalance can be considered acceptable as the majority of technology
users tend to be relatively young [16]. However, 90.6% of the respondents indicated
they had been in further education which is a strong unbalance compared to the general
population and could potentially affect the reliability of the results. Lastly, all the
respondents own a mobile phone and the majority of them (93.7%) carry out purchases
at least once a day which seems plausible. This suggests that most of the respondents
are potential candidates for mobile payment. However, only 37.5% of them use mobile
payment which confirms the claim that it is not widely adopted by users.

The questionnaires of the respondents who do not use mobile payment only were
used for the next stage of the research as this study is focusing of the factors that are
deterring consumers from using mobile payment. A final total of 20 questionnaires
were included in the statistical analysis.

4.2 Reliability Analysis

The assessment of reliability of the scale is necessary to ensure that the results are
accurate and would be found consistently if repeating the experiment. It is agreed that if

Table 1. Profile of respondents

Characteristics of the sample (N = 32)
Item Type Frequency Percentage

Gender Female 18 56.3
Male 14 43.8

Age Under 18 0 0
18–24 7 21.9
24–31 14 43.8
31–38 5 15.6
Above 38 6 18.8

Education High School 0 0
College 3 9.4
University 13 40.6
Master/PhD 16 50

Owns mobile phone Yes 32 100
No 0 0

Purchase frequency Once a month 2 6.3
Once a week 12 37.5
Once a day 9 28.1
Several times a day 9 28.1

Uses mobile payment Yes 12 37.5
No 20 62.5
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the value for the Cronbach’s alpha coefficient is equal or greater than 0.7, it indicates
that the scale is sufficiently reliable to be used [28].

The coefficient is determined by calculating the covariance of answers for items
related to the same variable. As can be seen in Table 2, the results of the Cronbach’s
alpha coefficient are all above 0.7 which indicates a sufficient reliability of the
questionnaire.

4.3 Regression Analysis

Table 3 shows the results of the regression analysis that was conducted on the answers
of respondents not using mobile payment. The standardised coefficient beta quantifies
the relationship on the tested variable with the dependant variable Intention of Use.

The results indicate that 5 out of the 6 tested constructs have a negative relationship
with the dependant variable Intention of Use while one construct, Psychological Risk,
has a positive relationship. The beta coefficients are respectively −0.216 for Privacy

Table 2. Reliability analysis results

Cronbach’s alpha coefficient Number of elements

Intention of use 0.855 3
Privacy risk 0.824 3
Security risk 0.862 3
Financial risk 0.858 3
Social risk 0.861 3
Time risk 0.718 3
Psychological risk 0.750 3

Table 3. Regression analysis results

Model Non standardised
coefficients

Standardised
coefficient
Beta

T
value

Sig.

Coefficient
beta

Standard
error

1 Dependant
variable: intention
of use

5.455 1.783 3.060 0.009

Privacy risk −0.172 0.227 −0.216 −0.757 0.462
Security risk −0.319 0.339 −0.318 −0.938 0.365
Financial risk −0.226 0.284 −0.285 −0.797 0.440
Social risk −0.108 0.219 −0.154 −0.493 0.630
Time risk −0.021 0.230 −0.022 −0.092 0.928
Psychol. risk 0.057 0.284 0.076 0.199 0.845
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Risk, −0.318 for Security Risk, −0.285 for Financial Risk, −0.154 for Social Risk,
−0.022 for Time Risk and 0.076 for Psychological risk.

The significance indicators are greater than 0.05 for all the variables which indi-
cates that the relationships are not significant at this stage. However, the statistical
significance of results cannot be calculated accurately if the size of the sample is too
low [9]. In this case, only a small sample of data was collected due to this pilot study
being primarily focused on the research model rather than on the results. The signifi-
cance of the relationships can therefore not be calculated until a full-scale study is
conducted.

5 Discussion

5.1 Analysis

As can be seen in Fig. 2, the results of the study suggest that each type of risk tested
has a hindering effect on the users’ intention to use mobile payment except from
Psychological Risk.
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PRIVACY 
RISK

SECURITY 
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FINANCIAL 
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RISK
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OF USE

-0.154-0.022

-0.216

-0.318

-0.285
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Fig. 2. Research model results
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Social Risk and Time Risk have a small to moderate negative effect on the users’
intention to use mobile payment. This partially supports the findings of Cocosila and
Trabelsi [5]. However, the results also show that Psychological Risk has a positive effect
on their intention of use which contradicts their results. Overall, this suggests that H1
and H2 are verified while H3 is not. Privacy Risk has a relatively higher negative effect
on the users’ intention to use mobile payment which corroborates the findings of several
researchers including De Kerviler, Demoulin and Zidda [8], Cocosila and Trabelsi [5]
but contradict the results of Ma et al. [16]. Nonetheless, these results support H4.
Security Risk and Financial Risk both have a substantial negative effect on the users’
intention to use mobile payment according to the results. This does not only verify H5
and H6 but also supports the results of multiple studies including the papers of Liébana-
Cabanillas, Sánchez-Fernández and Muñoz-Leiva [15], Hongxia, Xianhao and Weidan
[12], De Kerviler, Demoulin and Zidda [8], Yang et al. [30] and Ma et al. [16].

As can be seen in Table 4, it can be concluded that 5 out of the 6 proposed
hypotheses have been verified.

This research model does not only aim to clarify the definition of Perceived Risk
but also allow a comparison of the effects of the different types of risk perceived by
users on their intention to use mobile payment. This provides an opportunity to
establish what types of risk specifically have the highest hindering effect on mobile
payment adoption.

As can be seen in Fig. 3, the results of this study indicate that Security Risk is the
type of risk that has the highest negative effect on the users’ Intention of Use, followed
closely by Financial Risk which is the second most hindering type of risk. Privacy Risk

Table 4. Hypotheses testing results

Hypothesis Path Result

H1 RISK ! IU Supported
H2 SOCIAL RISK ! IU TIME Supported
H3 PSYCHOLOGICAL RISK ! IU Unsupported
H4 PRIVACY RISK ! IU Supported
H5 FINANCIAL RISK ! IU Supported
H6 SECURITY RISK ! IU Supported

0

0.1

0.2

0.3

0.4

Security Risk Financial Risk Privacy risk Social Risk Time Risk

Effect on Intention of Use

Fig. 3. Comparison of the effects of each type of risk on Intention of Use
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and Social Risk respectively rank 3rd and 4th with a more moderate effect while time
Risk seems to have the lowest negative effect.

These results do not match the findings of Cocosila and Trabelsi [5] who compared
Time Risk, Social Risk, Psychological Risk and Privacy Risk and established that
Psychological Risk was the most hindering factor followed by Privacy Risk, Time Risk
and finally Social Risk.

However, it corroborates the findings of Hongxia, Xianhao and Weidan [12] and
Ma et al. [16] who respectively established that Security Risk is the greatest hindering
factor and that Financial Risk has a higher negative effect than Privacy Risk.

To summarise, the results of this study have shown that 5 out of the 6 types of risk
identified have a negative effect on the users’ Intention of Use and are therefore
hindering mobile payment adoption. Financial risk, Security Risk have a relatively
strong negative effect; Privacy Risk and Social Risk have a moderate negative effect
while Time Risk has a minor negative effect which corroborates the results of several
studies. However, psychological risk was not found to have any negative effect on the
Intention of Use which contradicts the results of Cocosila and Trabelsi [5]. Finally, a
simple comparison of the beta coefficients suggests that Security Risk has the highest
hindering effect, followed by Financial Risk, Privacy Risk, Social Risk and finally
Time Risk.

The findings of this pilot study have several implications for stakeholders within
the mobile payment industry including mobile phone manufacturers, retailers and
banking organisations. The ranking of the different types of risk perceived by users
should be used to effectively prioritise the aspects of mobile payment that need
improving. The primary focus should be to implement stronger security mechanisms to
increase the safety of mobile payment and thus reduce the risk of dangerous outcomes
and financial loss such as hacking, identity theft and financial fraud. Additionally, the
marketing of mobile payment should aim to increase mobile device owners’ confidence
by showing that security is one of the main priorities of the mobile payment industry.
Finally, further effort should be made to increase transparency regarding how the data
of mobile payment users will be used and protected.

6 Limitations

Although this study proposes a valid research model, the data sample used to test the
constructs was not substantial enough to give accurate results. It is therefore suggested
that this research model should be tested on a larger sample of data to verify these
findings. Cocosila and Trabelsi [5] suggest using the So per size sample calculation to
estimate the required size for the sample. A larger sample will also allow an accurate
analysis of the significance of each relationship calculated. Furthermore, the larger the
data sample is, the better the population is represented. For instance, the characteristics
profile of the sample indicated that more than 90% of the respondents had been in
further education which does not necessarily reflect the population of the UK and
constitutes a risk of bias.

Another major limitation of this study which may affect the accuracy of the results
is the possible confusion of respondents regarding the definition of mobile payment.
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3 respondents were informally questioned after completing the survey to discuss the
clarity of the test, 1 of the respondents explained that they confused mobile payment
with the action of purchasing an item or service on the internet from their mobile
phone. This suggests that some of the answers may have been biased due to respon-
dents misinterpreting the subject of the questions. It is therefore suggested that a brief
definition of mobile payment should be added to the questionnaire to ensure all
respondents understand what mobile payment refers to and thus improve the accuracy
of the results.

Finally, although the findings of this study bring further insight into the issues
associated with mobile payment, they do not provide any solution to improve them. It
is therefore suggested that further research aiming to establish what features or security
mechanisms can reduce the risk perceived by potential users would be beneficial to
further increase the appeal of mobile payment. Additionally, mobile payment accep-
tance could be further understood by studying the effect of demographics on the types
of risk perceived.

7 Conclusions

A new research model including 6 constructs was proposed to investigate the effect of
different types of risk perceived by mobile device users on their intention to use mobile
payment. A quantitative empirical study was conducted to verify the proposed research
model by collecting data via a 5-point likert scale-based questionnaire and conducting a
regression analysis to quantify the relationships between the model constructs. The
results suggest that Security and Financial Risk are the first and second highest areas of
concern for potential users of mobile payment. Privacy and Social Risk also seem to be
moderate deterring factors while Time Risk has a minor negative effect on their
intention to use mobile payment. Psychological Risk on the other hand was not found
to have any hindering effect. However, this study presents a number of limitations such
as the size of the data sample and the lack of clarification on mobile payment within the
survey. It was therefore suggested that the research model should be tested on a largest
sample using an improved questionnaire to verify the accuracy of the results.
Nonetheless, the findings of this study provide the mobile payment industry with an
interesting insight into the perceptions of mobile device users which can be used to
increase the appeal of mobile payment. Finally, new areas of study investigating
potential solutions and user demographics were suggested to further increase the users’
willingness to adopt mobile payment.
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Abstract. Customer satisfaction influences the profitability of organizations and
can keep competitive advantages. One of the critical factors in customer satis-
faction is the availability of a quality scale that measures the service. The service
quality aims to ensure that the service delivered meets customer expectations.
However, with the popularity of using mobile devices, there are many electronic
businesses shifted to mobile platforms. Mobile platforms have unique features
that differ from Personal computers, such as mobility, portable, wireless. Mobile
business is a category of business development refers to new business platforms
that enabled by using the technology of wireless and mobile devices. In this case,
measuring of service quality of the mobile business is necessary nowadays to
ensure the delivered services with the best quality. Due to the lack of a com-
prehensive framework to evaluate service quality at the mobile business, the
business sector uses electronic service quality measurement to evaluate mobile
business services, which results in difficulties in identifying accurate results.
Using the theoretical base model of offline service quality “SERVQUAL” and the
online service quality model “E-S-QUAL,” the researchers were able to propose
a framework of service quality to evaluate the services provided through mobile
commerce. The proposed service quality framework is consisting of six dimen-
sions that are application design, reliability, responsiveness, trust, efficiency, and
system availability. The proposed service quality framework helps business
providers for better development of business strategies and leads for best cus-
tomers’ expectations due to the compatibility of the proposed model with the
unique features of mobile devices with considerations of the environment of
business sectors.
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1 Introduction

The development of ICT has influenced many sectors. Mobile commerce (or Mobile
business) is one of these sectors that take attention from researchers practitioners to
develop it according to business requirements. The technology of m-commerce pro-
vides smart functions and services to meet end-users expectations with attention to
service quality and usability’s features (Safieddine 2017). Mobile commerce consid-
ered as an extension of Electronic Commerce (Ghazali et al. 2018) which referred to
monetary value’s transactions conducted through mobile devices over a wireless
internet connection (Taylor 2016). The popularity of using smartphones among the
public, encourage business sectors to use mobile technologies as a platform for busi-
ness transactions such as providing business services and selling goods (Lin et al. 2016;
Santos 2003). Mobile commerce offers the feature of ubiquity, which allows users to
reach the information through the smartphones connected with wireless connection
regardless of locations (van der Merwe and Bekker 2003; Zhou 2011).

Delivering best service quality through m-commerce to end users is a crucial
strategy for business improvement and success with results in understanding end users’
expectations and best business profits (Salo and Karjaluoto 2007; Su et al. 2008; Zheng
et al. 2015). Measuring service quality at m-commerce requires to identify the
dimensions’ characteristics of service quality with considerations of unique features of
the mobile device and the context of the business sector (Ghazali et al. 2018; Jimenez
et al. 2016; Safieddine 2017).

There were many of online service quality evaluation scales that proposed at dif-
ferent fields, but it is difficult to use these models for evaluating the service quality at
m-commerce (Choi et al. 2008; van der Merwe and Bekker 2003; Yang et al. 2006).
Using different models at m-commerce leads for more complexity and wrong evalu-
ation data (Casaló et al. 2007; Ghazali et al. 2018; Safieddine 2017; Zeithaml 2002;
Zheng et al. 2015). However, the main research gap of this paper focused on lack of m-
commerce service quality measurement which leads business providers to face issues
when launching services into the mobile platform.

Thus, it is necessary to investigate the context of mobile commerce by identifying
the service quality dimensions that can improve the business relationship with cus-
tomers by analyzing and answering the following questions:

1. What are the unique features of the mobile business?
2. What are the service quality’s critical dimensions of mobile business?
3. How can service quality influence mobile business?

However, to overcome this issue, the current research aims to analyze and study the
service quality context and features of mobile commerce according to offline and online
theoretical models. The first model is an offline service quality measurement scale
called “SERVQUAL” proposed by the study of (Parasuraman et al. 1988). The second
theoretical base model is online service quality measurement scale called “E-S-
QUAL”, which was proposed by the study of (Parasuraman et al. 2005) which aimed to
evaluate the service quality through electronic forms and it focuses on both system and
service attributes based on four primary service quality attributes.
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This paper consists of five main sections. The first is a general introduction of the
discussed topic. The second section is a literature review that is discussing the main
relevant area of the topic that is the concept of service quality, electronic service
quality, and mobile commerce. The third section is the research methodology. The
fourth section proposed the framework for m-commerce service quality by analyzing
the relevant dimensions supported by theoretical models of service quality. The fifth
section is the research implications and future research, and the last section is the
conclusions of the research.

2 Literature Review

2.1 Service Quality

The Service Quality (SQ) is a concept used as an evaluation scale that measuring of
organizations’ performance in terms of effectiveness and efficiency (Santos 2003;
Stamenkov and Dika 2015). It gets attention from researchers and practitioners a
variety of fields, including business and marketing. The competitive among organi-
zations leading them to employee service quality to differentiate their performances
from other organizations (Ribbink et al. 2004; van der Merwe and Bekker 2003). It
means the best service quality provided by organizations leads toa good reputation that
results in high profits (Choi et al. 2008; Santos 2003). In the literature of marketing, the
general concept of service quality associated with consumer perception of service, the
privilege of product, and consumers’ satisfaction. (Stamenkov and Dika 2015; Yang
et al. 2006; Zhou 2011). The author (Rust and Oliver 1994) describes the concept of
service quality as the overall customer’s satisfaction based on delivered services from
organizations or service providers. Therefore, the general concept of service quality is
common among the definitions which measuring the quality of service by comparing
the current performance of delivered services with the expectations of the end users
(Parasuraman et al. 1988).

Measuring service quality at offline services differ from online services (electronic
services). Most popular service quality measurement scale at offline services is the
model of “SERVQUAL”. It proposed by (Parasuraman et al. 1985). This model aims
to study the expectations of customers and the service performance’s evaluations
from different aspects related to service quality. This model consists of ten dimen-
sions that cover the attributes related to service delivery to customers in terms of
quality. The model was developed later in order to measure the two main areas of
offline service quality that are the expectations and perceptions based on customers
view (Parasuraman et al. 1988).

2.2 Electronic Service Quality

With the development of ICTs, the business service uses the technologies as a channel
to deliver their business online to consumers. The website is widely used by the
business sector in different fields such as online banking, online payment, and online
tickets reservations. There were many of e-service quality evaluation scale proposed by
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different studies i.e. e-commerce S.Q. that consisting of four main dimensions designed
to evaluate the quality of electronic commerce by evaluating the attributes of website
(Liu and Arnett 2000). The author (Yoo and Donthu 2001) proposed an e-service
quality’s model called “SITEQUAL” that focused on “online retailing” based on four
main dimensions that are “ease of use, aesthetic design, processing speed, and
security”.

The well-known e-service quality model is “E-S-QUAL”, which proposed by
(Parasuraman et al. 2005) contains four main with a total of (22) measured factors. The
four main dimensions are “Efficiency”, which measures the satisfaction of end users in
term of accessing and using the website. The second dimension is “Fulfillment”, which
measures the availability of items at the website and delivery of the items to the
customer. The third dimension is “System Availability”, which measures the overall
technical functions of the website. The last dimension is “Privacy”, which measures the
level of protecting the customer’s information at the website.

However, there were many of e-service quality models developed to measure the
satisfaction of customers through online services, which enable the organization for
more improvement weather a technical or service delivery process, to meet the
expectation and increase the satisfaction’s level of end users.

2.3 Mobile Commerce

Mobile commerce (MC) is a dynamic business opportunity that has unique features to
enhance transactions (Safieddine 2017). The concept of MC considered as a business
giant due to its ability to reducing costs with increasing and extending the organiza-
tions’ profit (Cristobal et al. 2007; Gotzamani and Tzavlopoulos 2009; Safieddine
2017). Mobile commerce is an extended type of electronic commerce (Ghazali et al.
2018; Safieddine 2017). The authors (Ribbink et al. 2004; Taylor 2016; Zhou 2011)
considered that the transactions at mobile commerce are similar to those who pro-
ceeded at electronic commerce. The significant differences between electronic com-
merce and mobile commerce are the technology used, the kind of business provided,
and kind of business model represents (Bhatt and Emdad 2001; Kong and Mayo 1993;
Yang et al. 2006). Using smartphones devices encourage business sectors to the use the
technologies of mobile commerce due to an effective and efficient way to deliver the
business services to end users with saving costs and fewer efforts. MC supported by the
variety of advanced techniques such as voice, live chat and live video, which helped
business providers and customers for more interactivity and portability. Mobile
banking, online shopping, bills payment, are some examples of services provided via
mobile commerce platforms, which enable consumers to perform the transactions from
anywhere and anytime using smartphones connected with wireless internet connections
(Deb and Agrawal, 2017; Salo and Karjaluoto 2007; Shao et al. 2009; Wang and Li
2012).

Study of (Taylor 2016) stated that the applications of mobile commerce are nec-
essary to be simple and easy to use since the education level among consumers is
different which required an easy and straightforward m-commerce application to enable
them using these types of business services. The main success of mobile commerce
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mainly depending on consumers buys. Thus, the business’s provider focuses on these
categories of consumers who are using smartphones’ technologies.

However, to ensure continues uses of mobile commerce, it is the responsibility of
business’ provider to guarantee the best level of service quality through m-commerce,
which required a particular service quality framework that can analyze and understand
the consumers of mobile commerce.

3 Research Methodology

The service quality dimensions of mobile commerce extracted from previous studies at
the area of offline and online service quality. This helps to gain in-depth knowledge of
nature and concept of the dimensions associated with service quality. The study uses
the theoretical models of “SERVQUAL” by (a Parasuraman et al. 1988; Parasuraman
et al. 1985) and the model of “E-S-QUAL” by (Parasuraman et al. 2005), that enhanced
the current research for constructing m-commerce service quality model. The evalua-
tion process of the proposed sub-dimensions performed by investigating the mobility
characteristics of m-commerce with consideration of the two mentioned theoretical
base models. The proposed sub-dimensions are compatible with the basic concept of
offline and online service quality models and developed a new model for mobile
platforms that meets the requirements and characteristics of business sectors. However,
this research uses the systematic literature review that enables researchers to tabulate
the data and conduct the analyses.

4 Proposed Service Quality Measurement Scale for Mobile
Commerce

The first proposed dimension for mobile commerce is “application design”, which
refers to overall design appears at the application. This dimension is consistent with the
model proposed by (Parasuraman et al. 1988) in term of tangibility. The overall design
of mobile business affecting online marketing satisfaction of end users which causes
continues using such m-business in the future. The building of a great and interactive
interface of m-commerce is a challenge for the service provider since this stage is
essential to get an initial acceptance of end users toward m-commerce application.
When the application building of interactive elements such as (processing stage,
loading and uploading level and time remaining, confirmation of sending and receiving
of transactions). These examples are easy to mention at m-commerce, but when there
are some interactive elements for each transaction, there will be a satisfaction for m-
commerce application (Ghazali et al. 2018). The dimension of “application design” can
measure the criteria of usability of such m-commerce application, information archi-
tecture, interaction design, wireframe, and visual design (Khoi et al. 2018). In this
regards, including the dimension of “application design” into m-commerce service
quality, due to its essential that affecting customer perceived S.Q.

The “reliability” considered as a basic service quality dimension at the model of
“SERVQUAL”, which measures the service performance in term of “dependability,
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consistency, and accuracy” (a Parasuraman et al. 1988). Other studies in the field of
computer technology such as (Cox and Dale 2001; Lu et al. 2009; Ribbink et al. 2004;
Zhu et al. 2002), stated that the performance and consistency are basic dimensions of
service quality, which is associated with providing best protection to end users against
risks at electronic services. In term of the mobile business, the end users are performing
their transactions online from issuing the order until received the necessary service
(Chiu et al. 2017). In this case, the end users are expecting that the business providers
are providing the services with the best reliability, which means that the business
provider is taking care of service provision, solving issues faced by end users about
services and prices. Therefore, the dimension of “reliability” is necessary to be included
at the proposed service quality scale of mobile commerce, which can influence the
perceived S.Q.

Responsiveness is one of service quality dimension included at SERVQUAL. It is
defined as the desire of employees to serve consumers and dealing with their com-
plaints (Parasuraman et al. 1988). The study of (Santos 2003) stated that the dimension
of “responsiveness” aims to measure the ability of an organization to serve consumers
and the way of dealing with consumers in case of a problem. The revolution of ICT has
to influence the business context to merge the technology with services affecting
providing the business through online and mobile platforms. It is critical for business
sectors to understand the needs and expectations of end users and adopt modern ICT
systems to provide more effective and efficient services (Safieddine 2017). Using the
latest technologies in the business sectors can develop the strategies of business and
respond quickly to end users with taking care of the expectations and quality of service
provided to the audience. Taking action to any issues through mobile business quickly
and positively means that the service providers are meeting the quality criteria of
responsiveness. Therefore, “responsiveness” affecting perceived service quality and it
is essential to include at the S.Q. Measurement scale of mobile commerce.

The fourth dimension is “trust” which is a basic component of SERVQUAL service
quality model. The “trust” is associated with providing the best level of confidence at
electronic services by taking consideration of security and privacy (Wei et al. 2009).
The trust considered as a complex phenomenon due to associated with many other
factors. It has been studied and analyzed from different fields of study such as man-
agement (Dirks and Ferrin 2002), marketing (Kumar 1996) and sociology (Strub and
Priest 1976). The previous studies of trust argued that it has an essential impact on the
success of the personal relationship. In this case, the concept of the dimension of trust
is essential to evaluate at mobile commerce in order to increase the relationship
between the service provider and end users. The studies of (Khoi et al. 2018; Lin et al.
2018) suggested that trust is a success element when considering the transaction based
online platforms. The weak trust associated with m-commerce may affect the success
and continues uses of m-commerce transactions. The “trust” affecting the user’s
acceptance of electronic services, which required to translate it into actual processing of
electronic transactions. Therefore, trust can influence m-commerce service quality
which is vital to include at the service quality model.

The dimension of “efficiency” refers to measuring the satisfaction of end users in
term of accessing and using the website, which is a key dimension at the S.Q. model of
“E-S-QUAL” that proposed by (Parasuraman et al. 2005). At the context of mobile
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commerce, the efficiency of mobile commerce application assists consumers inuse
mobile commerce in a simple way, well-structured steps, with minimum input
requirements required by consumers. These criteria enhanced consumer’s satisfactions
toward m-commerce and encouraged them for continues use. Mobile devices have
unique features that differ from other devices, i.e. personal computer. In this case, there
are limitations of end users to perform transactions through m-commerce applications
such as touch screen, small screen and keyboard keys (Deb and Agrawal 2017; Ghazali
et al. 2018). The processing of transactions through m-commerce applications should
be simple and take less time when comparing to performing such transactions through a
personal computer. Efficiency at m-commerce increased the quality of the application
and encouraged public for more using of this platform.

The last dimension is “system availability”, which describes the overall website’s
technical characteristics and it is part of “E-S-QUAL” (Parasuraman et al. 2005). In
term of mobile commerce, ensure availability of m-commerce services affecting con-
sumer’s satisfactions toward such services, which affects the reputation of the service
provider (Phong et al. 2018). The reasonability of business provider in term of system
availability is to ensure that the m-commerce application is working properly and
update the necessary technical functions to meet the requirements of service delivery
mobile (Khoi et al. 2018; Lin et al. 2018). Some technical issues can be detected by end
users, in this case, it is important to allow end users to report on such issues to enable
business providers regularly updating the application to meet end users expectations
and ensure the satisfaction of them. Hence; the dimension of “system availability” has a
relationship with perceived service quality at m-commerce.

However, Fig. 1 illustrates the proposed dimensions of the m-commerce service
quality framework which mapped according to the theoretical base model of offline
service quality “SERVQUAL” and the online model of e-service quality measurement
scale “E-S-QUAL”.

Fig. 1. Proposed service quality model for mobile commerce.
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5 Research Implications and Future Research

A service quality framework for m-commerce constructed for use by researchers to
conduct further investigation and research. The current paper created a comprehensive
m-commerce service quality framework as a base that guided business providers for a
better understanding of their consumers through mobile platforms. It helps business
providers to evaluate their business service through m-commerce to understand the
consumer expectations and for more development on their business strategies. The
proposed model consists of six sub-dimensions that cover the critical quality aspects in
the context of mobile commerce. Business providers can conduct regularly quality
evaluation process of m-commerce application by asking the end users of m-commerce
to evaluate the application before closing it. End users are the key to improving in any
fields; therefore, the proposed model is designed to evaluate m-commerce based on end
users opinion. However, future researches can be conducted to test the ability of m-
commerce framework.

6 Conclusions

In this paper, the service quality dimensions for mobile commerce have been analyzed
and presented based on the offline service quality model of “SERVQUAL” and online
service quality model of “E-S-QUAL”. It founds that the unique features of mobile
commerce are ubiquity, reachability, personalization, flexibility, and dissemination.
The proposed model for mobile commerce consists of six dimensions which are the
application design, reliability, responsiveness, trust, efficiency, and system availability.
This model is useful for evaluating the service quality at mobile commerce which is
more useful to identify the strongest and weakness steps at the service delivery process.
It enhanced the business sector to understand the expectations of consumers for more
development of their business strategies.

Finally, the proposed model consists of the most related dimensions that can be
measured based on end users, which meets the basic concept of measuring service
quality. Mobile business is a unique environment that requires continues development
in terms of development, improvement and updating the criteria of customers’ satis-
faction. The proposed sub-dimensions are analyzing according to the context of mobile
business which can be measurable by evaluating e-questionnaire to collect the data
from targeted end users.
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Abstract. The usefulness and importance of sentiment analysis task is
a widely discussed and effective technique in e-commerce. E-commerce
is a very convenient way to buy things online. It saves a lot of time that
is usually spent traveling and buying by visiting the shops. E-commerce
provides an efficient and effective way to shop sitting right in front of
one’s computer/mobile at home. For a given product, sentiment analy-
sis captures the users views; their feelings and opinion related to that
product. The reviews are categorized into three basic classes i.e. nega-
tive, positive, and neutral. This paper focuses on Urdu Roman reviews
that are obtained by one of the most famous and accessed e-commerce
website of Pakistan–Daraz.pk. There are total 20.286 K reviews which
are annotated into three classes by three different experts. Vector space
model, a.k.a bag of word model is applied for feature extraction which
are later passed to Support Vector Machines (SVM) for sentiment clas-
sification. Experiments are conducted on MATLAB Linux server. The
dataset is kept public for future use and experiments.

Keywords: Roman Urdu · Sentiment analysis · Opinion mining ·
SVM · E-commerce · Reviews

1 Introduction

Internet has widely become user centric. People are busy in sharing their views by
using different platforms. Similarly, online shopping has also become very com-
mon and one of the most convenient ways to shop. Products are being purchased
online avoiding the real hectic process to visit the shops in person. Customers
get the products at their door step and secure payment is made online conve-
niently. Whenever a people plan to buy a product, they tend to read product
respective product reviews provided by other people who have already used the
same product. Online reviews provide a way to check product popularity and
usefulness prior to buying.

People show their positive or negative attitude towards the products through
their comments below the product description. Products are getting hundreds of
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reviews online affecting the overall perception of the company and their products.
We examine the reviews of DarazPK and observe that in Pakistan, customers
conventionally post the comments either in English language or Roman Urdu
language. Roman Urdu, Urdu being native language of Pakistan, is widely used,
making it easy for people to correctly express their feelings. Daraz.pk is an e-
commerce website which brings all the cultural aspects of Pakistani nation along
with its products. The products being sold belong to the interests of Pakistani
customers.

Various other e-commerce sites are available targeting Pakistani users such
as symbios.pk, homeshopping.pk, shophive.com, ishopping.pk, and 24hours.pk/.
These sites either do not have an option to review the products, hence, unavail-
ability of review data, or the reviews are not filled by the customers most of the
times. Daraz.pk is the most commonly used site therefore, the reviews are being
filled and thus data is available.

This research deals mainly with sentiments analysis on Pakistani products
based on comments/reviews in English and Roman Urdu languages. Reviews are
mainly either positive, negative, or neutral and they determines and examines
the user perception assisting the sellers to increase and enhance their products
availability and quality hence, affecting online shopping positively.

In Pakistan business ideas has completely transformed and people prefer to
buy items such as electronics, ladies clothing, gents wear, kids wear, accessories,
home appliances, etc. online.

Roman Urdu language is being used now a days. Mostly in Pakistan and
India, people express their words by typing in roman Urdu. Even now a days
social sites are based on reviews that comprises of Roman Urdu texts. If a per-
son buy any product online, he/she shares the sentiments by writing in their
own native language. In English Language the sentiment analysis has been well
explored. In every area research has been done any analyzing the sentiments.
Machine learning and lexicon based learning has been done at great extent.
These can be used in Roman Urdu reviews. Arabic language is vast language
and being used in Arab countries. This language has achieved its goals by analyz-
ing the sentiments in Arabic texts. Many research works has been done in Arabic
language [1,9,12,20]. Persian language is the old language and the first language
in Muslim World which was in competition with Arabic Language. Persian has
a very good history in Persian literature. Many great poets has also written in
Persian script. Sentiment analysis has been discussed and experimented in Per-
sian language [6,16,25]. Local languages have also been making use of sentiment
analysis to analyze the user opinions. For example, Pashto language sentiment
analysis [19] and Sindhi language sentiment analysis [3,4] are making use of
sentiment analysis approaches.

Roman text is usually very challenging to process. Roman Urdu has no stan-
dards and no rules therefore, understanding such language is not so easy. For
example word Mein means I/Me, and can be written in various ways such as,
Mn, Me, Main, Ma, Men, M, etc. Non-standard word forms make it difficult to
process and understand. Further discussions are given in the sections to follow.

http://symbios.pk
http://homeshopping.pk
http://shophive.com
http://ishopping.pk
http://24hours.pk/
http://Daraz.pk
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Section 2 discusses the related work, Sect. 3 provides the methodology of the
framework, and Sect. 3 discusses the experiments and results of the system.

2 Related Work

The aim of sentiment analysis and opinion mining is to differentiate a user
like/dislike review on a particular product. Big data was collected from amazon
and reviews. Recommendation system was used to check the users reviews prior-
ity and qualitative analysis was done to check sentiment analysis on large data
reported by [30] Bootstrapping method was used to extract adopter information
reviews from site. Maximum likelihood was used to check reviews and matrix fac-
torization for recommendation of product [32]. Data collected from amazon and
drawn a distribution curve of the products. Products were divided into categories
like product category, number of product, review of product and mean of product.
Compared the models and at last proved their work by lemma, proof of proposi-
tion and proof of corollary [15]. Gathered data from different platforms which were
available easily. And four types of platforms were identified and experimented. A
survey was done using Qualtrics, a questionnaire. Data was displayed in the form
of table and compared the result [18]. Sentiment analysis was done and the reviews
were extracted by preprocessing method, then part of speech tagging was applied
and feature score was calculated using opinion mining [24]. Amazon data was col-
lected and positive and negative reviews were extracted. Reviews were tested by
test classifier. Logistic regression and L2 regularization was used as baseline of
classifier. Drawn ROC curve, F1 measure was also calculated, also measured preci-
sion and recall, unigram, n-gram, and histogram [7]. Web crawler (web spider) was
used to extract data and collect them from amazon. Locospider was used as a web
crawler. Data pre-processing (including segmentation, POS tagger), text analy-
sis (labeling noun, phrases, feature detection), multiple linear regression was used
[10]. Data was collected from regarding the reviews of products from cnet.com,
ciao.co.uk and shopping.yahoo.com. Three classifiers were used and discussed,
1: Passive Aggressive algorithm 2: Language Modeling, 3: Winnow Classifier. N-
gram was also used and high order n-gram improves the performance of classi-
fiers, especially negative instances [11]. Online product reviews data was gathered
from amazon. Analysis was done for sentences and reviews with hopeful conclu-
sion. Reviews were about electronics, book, beauty and home and were catego-
rized into tables. Negatives phrases were separated. Sentences were divided into
tokens and POS tagger was applied. Histogram was drawn, F1 measure was cal-
culated and ROC curve was shown. Application used is scikit-learn, python open
source. Models used were Nave Bayesian, SVM, and Random Forest [13] Polarity
of texts was found. They trained the model depending on bootstrap aggregating
algorithm and state of art model. This improved F measure result. SentiME sys-
tem was developed. Stanford sentiment system was used to classify the sarcasm of
sentences. Cross validation test was done. Sentiment analysis, precision and recall
was measured [28]. Data was gathered about product reviews from Twitter. Opin-
ion lexicon dictionary was used to find polarity of words either positive, negative

http://cnet.com
http://www.ciao.co.uk
http://shopping.yahoo.com
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or neutral. Twitter has its own features like emoticons, abbreviation, hashtags etc,
this creates less recall for lexicon based method. Classifier was built to find posi-
tive, negative or neutral words. Sentences were detected like declarative sentences,
interrogative sentences and imperative sentences. Hashtags words like # fail was
included in their lexicon. Score equation formula was used to collect the scores.
POS tagger was used for comparative sentences like iPhone is better than Sam-
sung. And also used pearson chi square test for identifying the indicators. F mea-
sure, recall and precision was used for evaluation measure [31] Aim was to perform
replication using webis source code to see if it produces comparable result. Eval-
uated sentiMe on amazon reviews. Semantic evaluation was done. Positive, neg-
ative, or neutral words were separated from twitter reviews. Top scoring system
between 2013–2015 on semEval was discussed in paper. F score was used to com-
pare the pre trained model and retrained model. Selected linear averaging func-
tion because it predicts in a very simple way [27]. Twitter is popular communi-
cation platform. Blogs were create to communicate between users for variety of
topics. Data was collected from twitter API v1.0 and corpus of tweet was related
to Justin Bieber brand. Sentiment analysis was done. POS tagger, negative sen-
tences and positive sentences were separated, n-gram was applied. Also focused
on sad and happy emoticons because users also comment through their emotions.
DAN2 architecture was also discussed and SVM was also implement and at last
by comparing the results of DAN2 and SVM, it was concluded that DAN2 pro-
duces better recall [14]. Sentiment analysis on twitter to check the reviews on dif-
ferent topics. Sentences polarity was measured including subjective or objective.
Emoticons are used to differentiate between positive or negative tweets. Opinion
mining was also done. Experiments were performed (NaveBayes algorithm with
supervised classification and it was then displayed with map SOM method). Vec-
tor space model was applied (stemmer or stopper process). TF/IDF was also cal-
culated at the end [23]. There is a gap between description and review of a prod-
uct because mostly customers buy a product by reading the reviews written by
early users. Data was collected from 63 participants (male/female) both. HOM
(high order mean) was calculated and shown by graph (description and experi-
ence rating). Online consumer rating and WOM was also discussed [29]. Emotions
help a lot in purchasing any product from online stores. Emotions express positive
or negative sentiments. Cognitive appraisal theory is discussed which shows that
some sentiments are linked with reliability, and some are allied with unreliability.
Latent semantic analysis (LSA) was used. Also discussed Tobit regression for ana-
lyzing the model [2]. Objects with high rating provides much information about
the product. Data was about 4000 books from amazon.com and data was extracted
from it. Sentiment polarity was done to check the positive or negative language in
text. Feature based sentiment analysis was applied (to check subjectivity or objec-
tivity of sentences) [17]. Customers share their views in their native language. In
this paper Roman Urdu and English views were extracted using easy extractor
software. Extracted data was then filtered in WEKA2. Also used three different
algorithms Nave Bayes algorithm, decision trees, and KNN. And in the end the
results of each algorithm was compared. Which has showed that nave Bayes pro-

http://amazon.com
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vides good result as compared to decision tree because of its simplicity and easyuse
[8]. In this paper the authors have first created a dictionary for Persian words. They
have added persian words in it which was the difficult task of their work. Sentiment
analysis was done to check the positive or negative reviews by the viewers. Data
was collected from the most visited website digikala by using web crawler.dataset
contains reviews about different products with different categories. Preprossesis-
ing was done by spell checker, lemmitizer, pos, stop words removal etc. they have
also used various classification methods like F measure, Bayesnet, KNN, LibLin-
ear, SMO. Results were matched with each classification method. Persian reviews
are analyzed just like other languages. FarsNet is the first Persian WordNet con-
taining Persian words, its latest version is also available for researchers. Words
are first matched in the dictionary and then the extraction is done. The authors
have used n-gram, bi-gram, uni-gram methods, TF/IDF, precision and recall. And
in the end they have just compared the results [5] Just like other languages Chi-
nese language reviews are also analyzed by the researchers. They have collected
the mobile phone reviews from a known website, www.360buy.com. Java crawler
was created to find negative and positive reviews. Then preprocessing is done and
Boolean weighting is done to calculate feature weight of the products. Authors
have used statistical machine learning methods to find online Chinese reviews.
They choose ICTCLASS system for word segmentation and POS tagging. Used
DF/IDFalgorithm for their experiment onChinese reviews.At last compared their
results and showed it through graph and charts [33] Based on multilingual senti-
ment analysis. Viewed and worked on different languages like Chinese, English,
Spanish, German, Swedish, Romanian, French, Japanese. Investigated both lexi-
con and corpus based approaches. lemmatization, tokenization, POS tagging, F-
measure, unigram, bigram, n-gram, is done and compared. Translation from lan-
guages (formal to informal) is also done and results are compared. References from
various papers have been pinpointed in their works. Which has helped them a lot.
Authors have looked at wide range of tools and methods used in sentiment analysis
[21] Sentiment analysis was investigated and reviewed. Total number of published
papers on sentiment analysis and number of citations for that papers. Tools used
in that papers are analyzed and compared with others. Publications on Sentiment
analysis started from 2004. And today it is one of the fast growing field in research
area of computer science. Top most cited papers are also discussed. Positive, nega-
tive reviews, their polarity, languages, citation, everything has been deeply studied
and compared. Qualitative and quantitative analysis has been done. The top most
citation from scopus and google scholar and publication venues area also discussed
and shown in table. Different areas of research has been discussed like languages,
Humans(emotions, interaction, language, behavior etc), tools (nlp, machine learn-
ing etc). 20 most cited papers per year in scopus and google scholar has been high-
lighted and their work has been discussed. How sentiments are analyzed, which
tool to use, polarity checking, preprocessing etc. and it has been observed that with
the passage of time citations have been increased per year. And it might increase
in next few years too [22].

http://crawler.dataset
www.360buy.com
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Table 1. Review Dataset description. Total 20285 reviews.

Review sentiments Training set instances Test set instances

Neutral (N ) 7119 1780

Positive (P) 4880 1220

Negative (E) 4228 1058

Total 16227 4058

3 Methodology

This section explains the methodology for experiments and data generation.
Different query terms are used on DarazPK portal and then the reviews of the
users are stored in raw text file. The products used for the reviews are listed in
the Table 1.

Reviews are represented by vector space model (VSM), a.k.a bag of word
model. In VSM, each review is represented by the normalized frequency of
the words, known as term frequency (TF), from the set of a vocabulary
(V = {v1, v2, . . . , vd}) by its weight (W = {w1, w2, . . . , wd}); inverse document
frequency (IDF) is widely used to find the weights W.

The basic flow of the system is shown in Fig. 1.

Daraz.pk 
Reviews 

Collection

Data Pre-
processing

Feature 
Extraction 

(Bag of 
Words 
Model)

Feature 
Weighting 

TF-IDF

Classification 
(SVM)

Fig. 1. Basic flow of the framework

There are total 20285 reviews which are denoted by R = {r1, r2, . . . , rn},
where n = 20285. Three post graduate students, who have sufficient knowledge
of sentiment analysis, are requested to label each review with either of following
sentiments S = {N ,P, E}; Neutral (N ), Positive (P), or Negative (E). Finally,
each review ri is labeled as s ∈ S if two of the students voted as s. So, the
representation of reviews R is extended as R = {(r1, s1), (r2, s2), . . . , (rn, sn)},
where si ∈ S. Each review ri ∈ R is feature vector, a.k.a bag of word, which is
R

d dimensions, where d indicates the number of words.
There are total 13662 words taken into account during the experiments.

To generate the vocabulary, 25 thousand reviews are randomly crawled from
Darazpk, frequency of each word is computed and all words present in at least
80% of the reviews are removed (marked as stop words), such as ‘a’, ‘aaaaa’, and
‘yar’. Once the vocabulary is chosen, then TF-IDF is applied.
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Since, the reviews are mostly short sentences, comprises of few words; that
makes ri very sparse. For example, some of the reviews contains only two words
such as ‘Bahtareen hai yar’ which is labeled as P, in English its mean ‘its won-
derful buddy’, where the word ‘yar’ (in English buddy) is treated as stop word
and removed.

Support Vector Machine (SVM) classifier is used with two kernels: linear
kernel and cubic kernel. SVM is inherently a binary classifier. To enable SVM to
classify multiple classes, one of the following two approaches are used, namely;
(i) one-vs-one (OVO) (ii) one-vs-all (OVA). OVA trains, for q different classes,
(q > 2,) q different classifiers. For each class i, it assumes i as positive and
the remaining as negative. In case of sentiment analysis, for the sentiment E
recognition, there will be 65% which give more weight to negative instances.

Commonly, OVO approach is better in accuracy than OVA [26]. q(q − 1)/2
binary classifiers are trained in case of OVO approach. In case of sentiment
analysis of Roman Urdu would have three distinct binary classifiers. The decision
to label the given instance rj is taken using the ensemble/voting approach. rj is
fed to 21 various binary classifiers, and the label showing the highest frequency
selected. Approach of OVO is used in this paper.
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Fig. 2. SVM accuracy on whole dataset. (a) shows the Linear kernel, and (b) shows
the cubic kernel.

4 Experiments and Results

Figure 2 shows the accuracy of SVM on whole dataset; dataset is not divided
into training set and test set. In literature, cubic kernel out performs linear
kernel in multi-class classification, but in current situation, it is just marginally
better. In both kernels, the accuracy of sentiment N is very high, whereas the
sentiment E remains challenging. It is because there are number of ways to show
negative feelings for any product, where natural intelligent person can identify
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Fig. 3. SVM accuracy using cubic kernel. (a) shows the training set accuracy, and (b)
shows the test set accuracy.

but it remains very difficult for artificial intelligent algorithm, unless complex
and advance algorithms are not applied such as semantic analysis using natural
language processing.

Figure 3 shows the accuracy of cubic kernel, when the dataset is split into
training set and test set; 20% of each sentiment are randomly selected from
the main dataset and labeled as test set, and the remaining 80% is labeled as
training set. It is quite interesting to observe that neither of the kernel over
fits the data, in case of facial expression recognition cubic kernel over fits the
training set [26]. It is also interesting to observe that N has highest accuracy and
also it has highest false positive scores against rest of the sentiments. Mostly, in
live implementation of sentiment analysis on any application, if the score of any
unknown reviews is low, then that review should be treated as neutral unless
manually reported as negative by any user. In our experiment, this constraint
is already intact. The dataset is available publicly online1 for future use and
research. The source code can be provided if requested to the corresponding
author.

5 Conclusion

This paper classifies the reviews on DarazPK, an e-commerce portal, into three
different classes which are widely known as sentiment analysis. More than 20 K
reviews are obtained and annotated by experts into three classes. The dataset
is later divided into two sets; training set (80%) and test set (20%). Vector
space model is used for feature extraction. Different kernels of SVM are used for
classification. Cubic Kernel achieves highest accuracy on given dataset.

1 http://www.maheenbakhtyar.com/links.

http://www.maheenbakhtyar.com/links
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23. Mart́ınez-Cámara, E., Mart́ın-Valdivia, M.T., Urena-López, L.A., Montejo-Ráez,
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Abstract. The modern portfolio theory targets to achieve a safe investment
while extracting maximum profit. Its use in exploring export opportunities is
undocumented. Traditionally, the gravity model of trade is widely used to cal-
culate trade flows while the prediction of trade flow was based on application of
time-series prediction algorithms on historical trade data. The proposed research
introduced the risk involved in the trade opportunity as a quantitative factor
determined by product complexity and gravity model of trade, while predicting
the optimal export commodities to maximize profit and minimize risk.
Improvement in trade prediction accuracy using portfolio optimization methods
as compared to other previously documented methods is also reported. The
results indicate MSE of 0.161 and 0.239 using Black Litterman model and
CAPM against 1.226 and 1.026 using the traditional Holt and Grey models
respectively. The results are supplemented by the level of risk attached to each
commodity, to classify the optimal products for export investment.

Keywords: Export prediction � Portfolio theory � Product complexity �
UN COMTRADE data �Gravitational theory � Textile � Black-Litterman model �
Trade forecasting

1 Introduction

Countries do not remain in isolation, they import commodities to fulfill their require-
ment which are not produced or in the shortage, and in return they export the
commodities/goods which are surplus. Exports of a country are proportional to its
economic development and GDP. In order to analyze exports trade data is standardized
using the Harmonized Systems (HS) of tariff nomenclature to globally standardize a
trade item into number and name to classify the product.

Risk is considered a major component in trade analytics [1]. World Trade Statistical
Review 2018 [2] by World Trade Organization (WTO), while forecasting an
improvement in trade flows warned for the inevitable consequences in case of trig-
gering of the risk factors. At macro-level, trade risks include national policy changes,
tensions between countries, military conflicts etc. These risk factors lead to weak
investment spending and consequently lowered world GDP.

Risk is directly related to Product complexity [3] due to the disruption cost of
complex items. It has direct and indirect impacts on trade. Dominik et al. [4]
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documented the linear relationship between the product complexity and economic
development of the country. Product complexity therefore, poses a more serious risk
for developing countries. As we increase the product complexity of a product, we also
tend to increase the life cycle cost of that product. The increase in the direct costs due to
the increase in product complexity was also documented [5]. The more complex a
certain product the costlier and complicated it becomes, which increases the direct costs
associated with production and development e.g. time, product analysis etc. GDP of
trading countries and the distances between them, explained in the gravity model,
define the factors which determine the trade flow between the countries [6]. This was
first displayed in 1962 by Jan Tinbergen, who suggested that the span of reciprocal
exchange streams between any two nations can be approximated by utilizing the
‘gravity equation’. Relative size is dictated by the present GDP, and financial vicinity is
controlled by profession costs that the all the more monetarily “distant” the more
prominent the trade costs, similarly role of gravity model was defined by different
researchers [7, 8] to consider the impacting factors of trade.

The objective of this research was to identify the gaps in the current export
investment model of all commodities especially textile industries and introduce a more
robust framework which quantitatively evaluates the risk factors involved in trade of
specific sector and optimize the system which maximize profits and minimize risk. The
modern portfolio theory explains the optimal portfolio concepts that investor will invest
on the basis of maximizing their profit for their selected tolerated level of risk to
determine the suitable commodities with their weightage in a portfolio. The Fig. 1
explains how the optimal portfolio works. Along the line of the curve the ideal risk
portfolio is depicted which shows a perfect trade-off between risk and returns.

The modern portfolio methods used in this research are Markowitz portfolio [9],
CAP M. [10] and Black-Litterman [11] model which incorporate qualitative and
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quantitative analysis on the dataset extracted from UN comtrade [12]. The database is
from United Nations international trade statistics. Annual international trade statistic
data including details of commodities category with partner country are provided to
United Nation static division (UNSD) by more than 170 countries. It is the biggest
repository of international trade data. Comtrade data by clause 3 & 16 of United Nation
department of economic and social affairs statistic division are permissible to use in
research. It contains more than 3 billion trade data record since 1962.

The rest of the paper is classified as follows. Brief background research is provided
in Sect. 2 that overviews the related work. Section 3 presents the proposed algorithm
used on the dataset. Results and implementation are discussed in Sects. 4 and 5 gives
the analysis of results and future work.

2 Background/Related Work

Uribe et al. [13] did an informational approach to forecast of inter-regional trade flows.
They used RAS method for trade flow analytics to project features for trade flow
forecast of the years 1938 to 1960. Xia et al. [14] worked on China export by using holt
model on trade data. They worked on the export of garments & textile products to
provide the forecast of textile industry with MAPE of 13.25-34.99. Xie et al. [15]
introduced genetic algorithm to optimize Grey modeling to predict the aggregate
volume of trade. They presented a technique in view of hereditary calculation to
optimize parameters of grey model GM (1, 1) through genetic algorithm. Kong et al.
[16] worked on the long-term export prediction of textile industry and discovered the
market of clothing still developed quickly in three to five years. Dabin et al. [17] took
the trade data of Hubei province of China to forecast custom export and showed
increased accuracy of holt model than the traditional econometric model.

In this way researchers [18, 19] forecasted trade data by using different models
defined above to increase the prediction accuracy or defining the future potential of the
trade commodity. Different researches [3–5] defined the role and impact of product
complexity and gravity model [6] on trade. Currently, no published work was available,
which could define the opportune commodities for investors to invest with control on
the risk parameter. The major factors which are used to calculate the export opportunity
include trade data, government policies, gravity equation and product complexity.
Expert opinion has a major role to forecast trade of a country. Several researches [20–
22] provide theoretical parameters like demographic change, investment, technology,
energy and other resources, institution etc. strongly impact on trades. For this problem
we used an approach to multiplex all the factors and utilize modern portfolio theory and
Black-Litterman model to incorporate expert opinion based on commodity complexity,
gravitational theory, law, government policies etc. with past data to present a unique
idea to forecast trade and find opportunities for capitalist to invest in trade and gain risk
control returns.

Prediction and Optimization of Export Opportunities 225



3 Proposed Algorithm

In the proposed work Markowitz portfolio optimization [9] and Black-Litterman model
[11] was utilized from the perspective to calculate expected return and risk related to
each commodity of export using trade data, gravitational theory and product com-
plexity data for the expert to incorporate their views in a model for better accuracy and
minimum risk. Figure 2 shows the conventional forecasting model and the proposed
model shown in Fig. 3 has classified the trade optimization and asset allocation into 2
main categories. The quantitative method incorporates the algorithms which only use
the historical trade data to make asset allocation and risk calculation whereas the
quantitative method additionally also employs expert opinion in the form of a numeric
matrix to add the expert views in the algorithm.

3.1 Markowitz Portfolio Optimization

We used Markowitz mathematical framework to diversify investment and finding
opportunities in different trade commodities to boost the profit and having the infor-
mation of risk involved to each trade commodity, to assist investors in decision making
of investment to gain high returns and defined risk. The overall return of the portfolio is
calculated by Eq. (1), there are N commodities. rct is the return at time t on an
investment in a commodity C; dct is the rate of return of commodity C at time t and Wc

the weightage of investment.

R ¼
X1
t¼1

XN
c¼1

dctrctW ð1Þ

R ¼
XN
c¼1

Wc

X1
t¼1

dctrct

 !
ð2Þ

Rc ¼
P1

t¼1 dctrct is the return of cth commodity, Therefore

R ¼
X

XcRc ð3Þ

In this equation Xc and Rc are independent. Since XC � 0 for all C and RXc ¼ 1
for maximize return.

Data 
Acquisition 

Filtering 
Required 

Data

Forecasting 
Model Prediction

Fig. 2. Conventional forecasting model
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XK
a¼1

Xca ¼ 1 ð4Þ

For several investments amount a ¼ 1; . . .; K for maximum returns. The expected
value or µ(mean) [23] of X defined by Eq. (5) where X be the random variable of finite
number value x1; x2; . . .; xN , the probability that X = x1 is and X = x2 is p2.

E = p1x1 þ p2x2 þ . . . þ pNxN ð5Þ

The Variance of X is defined by Eq. (6).

Quantitative analysisQualitative 
Analysis

Fig. 3. Proposed algorithm of overall system
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V ¼ p1ðx1 � EÞ2 þ . . .þ pNðxN � EÞ2 ð6Þ

Where V is the average square deviation of
p
X from its µ mean, we can calculate

standard deviation as r ¼ p
V and the coefficient of variation, r=E. Suppose

Y1; Y2; . . .; YN are a number of random variables, If Y is the weighted sum of Yi then,

Y ¼ a1Y1 þ a1Y1 þ . . .þ anYN ð7Þ

EðYÞ ¼ a1EðY1Þþ a2EðY2Þþ . . .þ aNEðYNÞ ð8Þ

Equation (8) is expected value of the weighted sum of random variable, proof 6 for
variance; we define co variance rij between Yi & Yj in Eq. (9).

rij ¼ E Yi � E Yið Þ½ � Yj � E Yj
� �� �� � ð9Þ

The co-variance between two random variables is equal to the correlation qij times
the standard deviation of two variables

rij ¼ qijrirj ð10Þ

Correlation coefficient qij measures the relative co-variance between the com-
modities returns. The range of ratio is limited by +1.0 and −1.0, qij = +1.0, −1.0 & 0.0
positive, negative and zero Correlation which means at the same span of time returns
on two commodities try to move in same direction, opposite direction and independent
accordingly. Variance of weighted sum calculated by Eq. (11):

V Yð Þ ¼
XN
i¼1

a2i V Wið Þþ 2
XN
i¼1

XN
i[ 1

aiajrij ð11Þ

We know Yi is rii therefore,

V Yð Þ ¼
XN
i¼1

XN
j¼1

aiajrij ð12Þ

R ¼
X

RcWc ð13Þ

where Rc is the return on the cth commodity. µc is the expected return of Rc,
rcs = covariance between Rc & Rs; rcc = variance of R0

cWc = percentage weightage of
investor of Rc. Similarly, R is the random variable and return on the portfolio is a
weighted sum of R & Rc. Wc is the percentage of investment. PWc ¼ 1 represent sum
of all investment is equal to 1. Therefore, Expected Return & Variance of the portfolio
are calculated by Eqs. (14) and (15)
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E ¼
XN
c¼1

Wclc ð14Þ

V ¼
XN
c¼1

XN
s¼1

rcsWcWs ð15Þ

3.2 Black-Litterman Model

Trade is influenced by the government policies, current trend, gravity model and PCI
[20]. Optimal portfolios are very sensitive to inputs, for the small change in input
results in a significant change in asset allocation of portfolio. Black-Litterman
(BL) introduced an expert view matrix to the Markovitz mean variance optimization
and CAPM to add expert’s perspective who has experience based information on the
assets which are not modelled and are not reflected from the CAPM alone. Return
using the BL model is expressed as

U ¼ WTR� 1
2
AWTSW ð16Þ

Where, A = Risk Aversion; R = Risk; S = Variance Co-Variance matrix; w =
weights Rw ¼ 1

du=dw ¼ R � ASW ¼ 0 ð17Þ

Rather, solving for weights, BL argued that weights are already observed in the
market therefore they computed them using market capitalization.

R ¼ ASW ð18Þ

A ¼ E rmð Þ � rf
r2m

ð19Þ

M ¼ ½ðsSÞ�1 þPTXP��1 ð20Þ

EðRÞ ¼ ½ðsSÞ�1 þPTXP��1½ðsSÞ�1PþPTXQ� ð21Þ

s = Scalar number indicating uncertainty usually range (0.025 to 0.05)

P ¼ ASWmkt ð22Þ

M = Uncertainty of returns; P = Implied equilibrium returns; P = Investors views
matrix; each row a particular view of the market and each element of the row represents
the portfolio weights of each asset (K�N matrix); Q = The expected returns of the
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portfolios from the views depicted in matrix P (K�1 vector); Ω = A diagonal co
variance matrix with elements of the uncertainty inside each view (K�K matrix)

SB ¼ S þ W ð23Þ

SB = Variance covariance Matrix of Black-Litterman model. Assumed there are N
commodities in the portfolio, this formula will calculate new expected return. We used
CAP M weights for reverse optimization to include market capitalization factor and an
impact of overall trade covariance with each commodity to gain the minimum error in
efficient frontier of Black-Litterman model.

3.3 Product Complexity Index

Berkowitz et al. [21], came up with a quantitative measurement of measuring product
complexity through PCI. In this method complexity was based on the number of
product functions and the level at which they appear in a decomposed function tree.
Accordingly, total complexity is measured by (24).

CT ¼ w1Cm þw2Cp þw3Cst þw4Cs

w1 þw2 þw3 þw4
ð24Þ

Cm = f(material, tooling, geometry, process), Cp = f(geometry), Cst = f(number of
subassemblies, levels in hierarchy, max number of components/sub-assemblies); Cs =
f(number of assembly operations), wt = numerical constraints, where i = 1, 2, 3, 4.

Most of the variable in this measurement are identified by design and production
ratings. From the above, the optimum number of components are calculated by (25)

dCT

dn
¼ d

dn
w1Cm þw2Cp þw3Cst þw4Cs

w1 þw2 þw3 þw4

� 	
¼ 0 ð25Þ

3.4 Gravitational Model

General Trade Gravity model is expressed as:

YIJ ¼ G
XIXJ

DIJ
ð26Þ

lnYIJ ¼ a0 þ a1lnXI þ a2lnXJ þ a3lnDIJ þ 2 ð27Þ

Where ‘I’ and ‘J’ denote the trading nations, X is general is represented by the GDP
of the country and D is the distance between the two nations. The conventional Trade
Gravity Model proposes that exchange streams between the two nations are emphati-
cally identified with the GDP of the two nations and contrarily identified with the
separation between the two nations.
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4 Implementation and Results

For implementation, using approach in Fig. 3 various qualitative and quantitative
analysis were extracted from the comtrade dataset using the Markowitz portfolio,
CAP M. and Black-Litterman model. Each result from the dataset is compared with the
actual result to conclude the best model.

4.1 Data Acquisition

HS [6-digit code] dataset of all the commodities from the year 2003 to 2016 was used
in this paper. Data of 23 textile commodities was filtered, which were more than 0.5%
of the total textile export of Pakistan. The data was acquired from United Nation
Commodity Trade Statistics Database [12], their source in Pakistan is Pakistan Bureau
of Statistics.

4.2 Qualitative Analysis

Portfolio optimization methods (Markowitz and CAPM) generate risk and return of
commodities based on the historical data. Black-Litterman model adds expert opinions
and implied equilibrium return to the quantitative methods. We generated implied
equilibrium return using CAPM weights. CAPM incorporated the information of the

Fig. 4. Prediction approach
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capital pricing and percentage of share of commodity in total export. Expert opinion
was derived by the trade specialist who explained the increase or decrease of each
commodity by designing a view matrix and giving its corresponding confidence level.
The view matrix was obtained on the basis of product complexity index [22], gravi-
tational model [6], government laws, trends [20, 21] and other factors associated with
the specific trade. Higher confidence level gives a more assured result of a product.
Table 1 Showed each commodity in the view matrix along with its confidence level.
Expert showed 0.1% of confidence in commodity 630231 defined as it has the lowest
PCI Index of 1.75 and Pakistan is the 3rd largest exporter of this commodity and
capturing India’s export. Both neighboring countries India and Pakistan share 21%
stake of total export but Indian government economic reforms suggesting their tran-
sition from labor intensive market to capital intensive has negatively impacted their
textile exports as compared to Pakistan. Expert gave negative views on commodity
610590 and 520812. PCI index for 610910 is 1.88 and Pakistan is the top exporter but
the main cause of negative views was due to the low demand, continuous decreasing
share of total export and negative trend of returns since last 5 year of the acquired data.
Commodity 520512 has high PCI index of 2.29 with negative gravitational theory
impact. China is the largest exporter with 65% of world total export through Pakistan
with share of 12%. Philippines is the top importer with 37% of total world import.
Applied gravitational theory results showed China-Philippines impact is 1.1233 billion
USD per km and Pakistan Philippines gravitational impact is 0.0145 billion USD per
km as the GDP of china is very high and distance is less than Pakistan from Philippines
giving China a high advantage in both factors. Similarly, expert defined his views for
each commodity with the confidence level based on different factors associated with
each commodity. Results showed an exceptional impact on overall forecasting and
portfolio optimization by multiplexing the views of expert with past data.

The risk of covariance of each view matrix is shown in the equation. Where Ω is
the uncertainty of matrix, S is the covariance and P is the view matrix.

X ¼ sPSPT ð28Þ

The Covariance matrix S & SB is shown in Tables 2 and 3.

Table 1. View matrix P & confidence matrix Q

Views Confidence level Q 520512 630260 630231

View 1 0 1 0 0
View 2 0 0 1 0
View 3 0.1 0 0 1
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4.3 Quantitative Analysis Efficient Frontier of Markowitz Model

Using the filtered trade data, calculated expected return from the historical commodities
value. Total expected return from the year 2003 to 2016 calculated by Eq. 29.

EðRÞ ¼
Xs
t¼1

 !
� T ð29Þ

By using Black-Litterman model in Fig. 4, expected returns of 23 textile com-
modities of Pakistan for the year 2015 using trade data [12] from the year 2003 to 2014,

Table 3. Covariance matrix of covariance SB

Matrix 520512 630260 630231 620322 630239
520512 0.038 -0.004 -0.043 0.167 -0.172
630260 -0.003 0.016 0.012 -0.048 0.065
630231 0.001 -0.004 0.029 -0.049 0.037
620322 -0.018 0.004 -0.019 0.986 -0.083
630239 -0.022 0.014 -0.006 0.061 0.073

Table 2. Covariance matrix of covariance S

S Matrix 520512 630260 630231 620322 630239

520512 0.052 -0.010 -0.003 -0.006 -0.019

630260 -0.010 0.017 0.001 0.001 0.019

630231 -0.003 0.001 0.019 -0.017 0.011

620322 -0.006 0.001 -0.017 0.781 -0.013

630239 -0.019 0.019 0.011 -0.013 0.141

Table 4. Expected returns of year 2015 using different portfolio optimization models

S. no. Commodities Historic returns Cap. M returns BLM returns Actual return

1 520512 8.17% −0.08% −46.88% −20.34%
2 630260 7.44% 3.41% 41.80% –5.33%
3 630231 −1.86% 3.12% −15.63% 3.81%
4 620322 93.07% 3.71% 314.06% 255.38%
5 630239 26.81% 6.95% 10.16% 10.86%
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was shown in Table 4. Figures 5, 6 and 7 represent efficient frontier of expected and
the actual returns versus risks of the year 2015 using Markowitz, CAPM & Black-
Litterman model respectively, indicating minimization of standard error by incorpo-
rating expert views using Black-Litterman model. Figure 8 represent the comparative
analysis of historical, CAPM and Black Litterman model using mean square error
(MSE) metric. Table 5 represents the expected return for the predicted year 2016 of the
23 textile commodities of Pakistan and the weightage allocation for maximum return,
minimum variance and maximum sharp ratio. Figure 9 is the efficient frontier graph of
2016 predicted returns versus risks using Black-Litterman model.
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Table 5. Expected returns & weightage allocation year 2016 using Black-Litterman model

S.
no.

Commodity Expected
return

Weights for
max return

Weights for
min variance

Weights for max
sharp ratio

1 520512 10.67% 0.00% 16.16% 20.24%
2 630260 3.07% 0.00% 24.91% 14.45%
3 630231 −0.61% 0.00% 22.34% 1.60%
4 620322 −19.85% 0.00% 1.54% 0.00%
5 630239 3.47% 0.00% 0.00% 0.00%
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Fig. 8. Comparative analysis of Black-Litterman MSE with Holt & Grey model
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Comparative analysis of Black-Litterman forecasted with Holt [14] and Grey [17]
model showed the Black-Litterman model forecasted better results with risks infor-
mation of each commodity (i.e. MSE for the specific expected return through Black-
Litterman is 0.235 and through Holt and Grey is 1.226 and 1.026 respectively Fig. 12).
Figures 10 and 11 showed the predicted and actual textile export of Pakistan using
comtrade data from 2007 to 2015.
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5 Conclusion

In this paper, we introduced a portfolio optimization theory which gave the investor
control of risks with maximum returns. The risks and returns information was defined
for each commodity. The three models, incorporated were Markowitz historical model,
CAPM. and Black-Litterman model. As trade data was nonlinear and vary with the
overseas demand, expert opinion became crucial for assessment which was utilized by
Black-Litterman model.

The efficient frontier of these 3 models using the trade data of the last 13 years was
compared. The results indicate that the predicted value of the Black-Litterman model is
closest to the actual value and tracks the efficient frontier graph. Later we compared
Black-Litterman model with the conventional models Holt and Grey. The results
showed Black-Litterman with improved quantitative and qualitative results. We have
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shown that COMTRADE data can be used in creative ways incorporating proven
algorithms from other domains like financial engineering in trade analysis. This paper
will inspire further research not only to provide analytics to investors for investment
decision making but also for government in formulating their trade policy. In future,
deep learning models can be used for prediction of world trade after adding new
features representing the classical factors like GDP, freight cost, policy effect etc.

Acknowledgments. The authors would like to acknowledge the Massachusetts institute of
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of trade with each commodity and past trade database contributors for providing the HS code
resources to carry out this research work.
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Abstract. In this research, the application of automatic speech recognition
system in taxi call services is investigated. In comparison with traditional query
handling systems such as live agents, Interactive Voice Response systems, type-
base websites and mobile applications, the newest trend of artificial intelligence
- speech recognition can be applied to make conversations in more natural way.
For developing, training and testing of the system, Kaldi and CMUSphinx open-
source speech recognition tools were utilized. Approximately 4 h of speech data
in Azerbaijani have been processed for both tools. Testing has been accom-
plished in two ways; one of which is recognizing dataset from unknown
speakers, and the other one is recognizing shuffled dataset. During these tests,
variance and speed were investigated, along with accuracy. Kaldi showed
accuracy between 97.3 and 99.6 with variance changing between 0.03 and 4.8.
On the other hand, CMUSphinx attained accuracy between 95.6 and 97.8 with
variance values of 0.2 and 3.8 in relatively less training time. Accomplished
results were compared and used to define appropriate parameters for investi-
gated models.

Keywords: Speech recognition � Kaldi � CMUSphinx � n-gram �
Taxi call service � Speech features

1 Introduction

In the hectic life of big cities where people are always in rush, taxis play a valuable and
crucial role. As demand increases, taxi companies see an incentive to improve quality
of the service, as well as, enhancing query handling methods in call centers. Never-
theless, there is a still problem of customers waiting in long queues, especially, in peak
hours. While call center agents work 24/7 to solve this incompetence, they are left with
few or no social life. On the other hand, hiring more agents is a short-term solution for
a company. The problem lies in the fact that a gap between the improvement of the
service and today’s technology exists. In order to eliminate this gap, most of the
companies keep up with the latest trends of technology. Some made app and online
websites, while others valued conversation more and refined calls with Interactive
Voice Response (IVR) systems.
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All of these methods have its own pros and cons, however, this paper will focus on
improvement of handling queries via call. By applying IVR to calls, certainly more
queries can be handled parallelly without a human factor. The disadvantage of this
method is that it quickly annoys customers and even can take more time than talking to
a person because of starting over when pressed numbers wrongly.

In comparison with IVR systems, the newest trend of artificial intelligence - speech
recognition can be applied to make conversations more natural as it does not limit
customers with predefined options to choose. Speech recognition transforms speech to
text while listening to a voice, and this is why it speeds up recording of an order,
whereas previously agents needed to write it down. Having an automatic machine on
24/7 to handle customer queries can play as a competitive advantage for a company
resulting in high revenue and customer satisfaction.

This paper promotes speech recognition as a tool for the use of taxi call centers in
Azerbaijani language. It compares two open source tool kits - Kaldi and CMUSphinx
for speech recognition with data in that language and discusses their advantage and
disadvantages relative to the usability by call centers. Accordingly, Sect. 2 presents
literature review, Sect. 3 is for an overview of speech recognition process, Sect. 4
introduces speech recognition using Kaldi and CMUSphinx, Sect. 5 delivers experi-
mental results and Sect. 6 is about the discussion followed by the conclusion.

2 Literature Review

In [1], Matarneh, Maksymova, Lyashenko and Belova compared different close-source
and open-source speech recognition tools based on various parameters, such as error rate,
speed, response time and API. Authors tested Dragon Mobile SDK, Google Speech
RecognitionAPI, Siri, Yandex SpeechKit andMicrosoft SpeechAPI for close-source, and
CMUSphinx, Kaldi, Julius, HTK, iAtros, RWTH ASR and Simon for open-source tools.

In [2], the statement that speech recognition technology has reached human per-
formance by Microsoft is put under a test. Authors concluded that according to the test
results, the statement being wrong is claimed.

Authors of [3] evaluated accuracies of three open-source toolkits: HTK, CMU-
Sphinx and Kaldi based on German and English data. Based on their results, Kaldi
outperformed the other tools.

In [4], authors integrate PyTorch, a library for neural network, and Kaldi, an open-
source speech recognition toolkit, to obtain more efficient and accurate results. The
authors confirmed their hypothesis via experiments with various datasets.

Parthasarathi and Strom in [5] build acoustic model with 7000 h labeled and 1million
hours of unlabeled data and discuss their results. The authors put forward the significance
of data volume on recognition and how hyper-parameter tuning can improve accuracy.

Authors in [6] introduce a new system for recognizing a specific speaker in a signal
with multiple speakers via training two neural networks. The system met expectations
by increasing accuracy of recognition on both multi-speaker and single-speaker signals.

Schatz and Feldman discussed in [7] if one of the key parts of speech recognition -
Hidden Markov Model or neural networks is more similar to human behavior and
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perception of speech, via testing on corpuses in American English and Japanese. They
concluded that neural networks have the best understanding of human perception of
speech.

Fukuda et al. in [8], emphasized the problem of speech recognition on accepted
speech and introduced data augmentation as a method to solve it. The authors modified
accented data with three operations which are voice transformation, noise addition, and
speed modification and concluded the last one being the most effective.

Jain, Upreti, Jyothi also referred to accented speech problem in [9] and suggested an
architecture that learns a multi-accent acoustic model and an accent classifier. Together
with speech augmentation, these techniques improved the performance of accent
recognition.

In [10] authors experimented on recognition of speech on broadcasts when training
data is scarce. The proposed approach was to collect data via related web sources in
order to span different and broad domains.

In [11] Rustamov et al. developed speech recognition system for Flight Simulator
Cockpit in C# from scratch which performed training with neural networks. In com-
parison with Microsoft Speech SDK, the tool achieved better results.

The idea of applying speech recognition technology in call centers is not new, and
it has already been adopted by some companies in the beginning of a century. Aus-
tralian company named “Regent Taxis” has implemented such a solution for its call
center back in 2000 [12]. Within a few months, positive results have been achieved as
automated technology gain popularity among users [13]. A company in New Zealand
called “Co-op Taxis” was inspired by that and started to apply the same technology by
the same vendor in 2001 [14].

In [15–19], authors applied different combination of hybrid neural networks for
Azerbaijani isolated speech recognition systems.

3 Overview of Speech Recognition Process

Speech recognition is not a new term; it was first mentioned in 1930s [20]. Speech
recognition, also known as speech-to-text, is a process of turning audio waves into
texts. According to Jurafsky and Martin [21], in order to automatically recognize
speech, four dimensions are considered: vocabulary, naturality of speech, noise and
accent of a speaker. To begin with, the task of recognition becomes easier when
vocabulary to be defined is small. Also, words isolated with pauses make the recog-
nition easier, in comparison with continuous speech. This is because transforming
continuous speech into text requires an additional tough task as separating speech to
words, and this process can lead to errors. Finally, any kind of noise and accent in
speech can decrease the accuracy of recognition due to the fact that such speeches do
not come align with what the tool was trained.

The process of recognition is mainly based on probability and search. Given an
audio input, estimates are defined for possible outputs, and an output with the highest
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probability is searched. If we define sentences with W, the desirable output with , and
the audio input with O, then our output can be expressed by

ð1Þ

where L is a vocabulary in a given language. It means that, with the given audio input
O, we take a sentence out of all sentences W which has maximum probability. By using
Bayes’ rule, this expression can be changed as

ð2Þ

During calculation, P(O) does not have any effect on the result because it is the
same for each value. We can rewrite the equation as

ð3Þ

which gives us the product of acoustic model P(O|W) and language model P(W).
Language model is a set of probabilities for word sequences in the given language.

The length of the sequence is defined by n-grams where n changes as 1, 2, 3 and et
cetera. On the other hand, the acoustic model calculates probabilities of phones gen-
erating feature vectors at each time frame of audio. Feature vectors are vectors which
include information about each time frame. The overall process of speech recognition is
described in Fig. 1.

Fig. 1. Speech recognition process
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4 Speech Recognition Using Kaldi and CMUSphinx

4.1 Overview of Toolkits

In order to build a speech recognition technology in any natural language, open-source
tools will be needed. According to different blogs’ top ratings such as LinuxLinks [22]
and Silicon Valley Data Science [23], two of the most popular speech recognition tools
are agreed to be Kaldi and CMUSphinx, also known as just Sphinx.

To begin with, Kaldi [24] is designed and intended for researchers on the field of
speech recognition. It has been compiled on Windows, Linux, MacOs and is contin-
uously updated by a lot of contributors. Therefore, the tool is full of various useful
scripts and codes for any appropriate purpose. Currently, Kaldi is developing a new
architecture for recognition which is deep neural networks.

CMUSphinx [25], on the other hand, is relatively easy to start with and has a simple
documentation. It also has a huge community and in constant update. The toolkit
consists of four parts: Pocketsphinx, Sphinxbase, Sphinx4 and Sphinxtrain. These parts
are responsible for recognition, its lightweight and supporting libraries and training
tools. Sphinx can be compiled on both Windows, Linux and MacOS.

Even though Kaldi was written on C++, while Sphinx on Java, both of the tools
have been developed in such a structure where any new module can be easily added or
removed [1]. The most accurate out of these two is Kaldi, [3] however Sphinx also will
be tested in this paper to compare the results and other performances.

4.2 Data Preparation

The audio data used in this research is in the Azerbaijani language and equals
approximately 3.52 h with 152 vocabulary words.

The data contains the most popular 100 addresses of the capital city of Azerbaijan,
Baku. There also exist numbers in the names of streets, ranging from one till thousand.
The shortest utterance consists of two words, whereas, the longest has eleven words.
Examples for the data are: “ABBAS MİRZƏ ŞƏRİFZADƏ OTUZ DOQQUZ” - Abbas
Mirza Sharifzada thirty nine; “FÜZULİ KÜÇƏSİ BİR” - Fuzuli street one; “VAQİF
PROSPEKTİ” - prospect of Vagif and et cetera.

The audio recordings were recorded via ordinary microphones at 16 kHz with
minimal noise and accurate grammar and pronunciation. Speakers, with total number of
62, were students within the age range from 18 till 24. fluent, which means no dialects
were used during speaking. Nevertheless, database comprises different speaking styles
and tonalities. Each subject pronounced all street names once. Some of the recordings
have been removed due to speaker or microphone error, leaving, in total, 6121 utter-
ances. The data was trained as continuous speech.

Data processing for both tools were nearly the same. Sphinx and Kaldi require
defining utterance ids, a map of utterance ids to transcriptions and a dictionary with
phonetic transcriptions. Additionally, Kaldi needs speaker information like gender and
a map of speakers and utterance ids.

When it comes to language model, Kaldi has internal scripts for creating an n-gram,
and when the system is put to be trained, an n-gram will be automatically created. To
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train CMUSphinx based system, an additional command should be executed to create
an n-gram, beforehand.

Overall, CMUSphinx has less steps in configuration for training a dataset than
Kaldi. This is because Sphinx is aimed at developing practical applications [25], whilst,
Kaldi is for researches.

5 Experimental Results

5.1 Overview of Experiments

The experiments comprise of checking accuracies of training and testing on audio data,
which are assumed to be useful for taxi call systems. The trainings were conducted
using both open-source speech recognition tool kits: Kaldi and CMUSphinx. The
environment was the same virtual platform in order to eliminate bias which could have
possibly occurred during training and testing the tools. The OS was Kali Linux and was
running using single i7 CPU at 1.80 GHz speed.

Accuracy of training is carried out by testing all data against training set, however
for calculating the accuracy of tests only ten percent of all data was considered as test,
exclusively.

To begin with, different n-grams were used while the trainings, starting from 1 till
5, in order to know how accuracies are changing. This experiment will be conditionally
named as “100/100”. Both its training and test sets equally have 6121 utterances. The
last two tests were performed ten times with random ten percent of data and with
3-grams as a language model. These tests will be named: “90/10 speaker” and “90/10
shuffle”. In “90/10 speaker” test, ten percent of all speakers were exclusively given as a
test and the rest for a training set. The size of testing set varies within a range of 598
and 612 utterances due to the fact that speakers have different number of recordings,
and excluding some accounts for a difference in count. Finally, for conducting “90/10
shuffle” test, ten percent of all data, which is 612 utterances, was excluded from overall
database as a testing set.

Accuracies of experiments are defined by Word Error Rate (WER) and Sentence
Error Rate (SER). WER is a ratio of inserted (I), deleted (D) and substituted words
(S) to the amount of all words (N) within given audio input [21]. It is calculated as

WER ¼ SþDþ I
N

ð4Þ

SER is a ratio of errors made while recognizing sentences to all sentences.

SER ¼ E
N

ð5Þ

In this formula, E stands for all sentences with substituted, deleted or inserted words,
whereas N indicates all sentences [26].
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5.2 Kaldi Results

On Kaldi ASR, training accuracy of “100/100” dataset starts at 3.03% for SER with 1-
gram and rapidly decreases afterwards. Even though for WER changes are not so
drastic, it can be observed that both error rates decrease till 3-grams and, after, remains
stable at 0.36% for SER and 0.1% for WER (Fig. 2).

Based on the results of training accuracy, the least error prone n-gram, which is
3-grams, was chosen for speaker and shuffle testing.

These tests showed accuracy rates between 97.3% and 99.6%, which are reasonably
high results. Variances are all below 1, except for SER in speaker testing. For Kaldi, it
took 13 min and 19 s on average to finish a training on the indicted computer above
(Table 1).

5.3 CMUSphinx Results

The next tool, CMUSphinx, starts off with relatively high values: 25.4% for SER and
7.6% for WER. It reaches stability again on 3-grams with “100/100” testing, at 3.7%
for SER and 2.1% for WER (Fig. 3).

Fig. 2. Kaldi 100/100

Table 1. Kaldi test descriptions

WER % Variance of WER SER % Variance of SER

90/10 speaker 1.020 0.884 2.699 4.750
90/10 shuffle 0.368 0.025 1.363 0.270
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For “90/10” tests, accuracy changes in between 95.6% and 97.8%, which means
WER and SER for both tests are approximately 2% and 4%, respectively. During
speaker testing, variance showed 2.147 for WER and 3.821 for SER. The variance is
the highest among all tests due to one irregular result. Shuffle testing gave slightly
better results, in comparison with the previous one. Sphinx, on average, finished a
training in 9 min and 41 s on the indicated computer above (Table 2).

6 Discussion

After performing “90/10 shuffle” and “90/10 speaker” tests 10 times for each, together
with testing different n-grams, the following results were obtained.

The most accurate n-grams for the current audio data starts from 3-grams. 3-grams
are a common n-gram model for most languages, and based on the results, both tools
match on that.

However, differences exist in experimental test results. Kaldi shows better per-
formance on accuracy rates. The fact that Kaldi by far is the most accurate open-source
toolkit is claimed also by other sources, including [3]. For variance of WER, Kaldi
showed results below 1, whereas, Sphinx attained more than 2 on speaker testing. In
terms of SER, variance was higher for both tools on speaker testing, however, Kaldi
presented the highest. Furthermore, one of main advantages that CMUSphinx has on
above-mentioned results is that the tool performed faster on the same dataset in training
process than Kaldi (Table 3).

Table 2. CMUSphinx test descriptions

WER % Variance of WER SER % Variance of SER

90/10 speaker 2.200 2.147 4.350 3.821
90/10 shuffle 2.230 0.227 4.150 0.565

Fig. 3. CMUSphinx 100/100
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Amongall tests, shuffle showedbetter results than speaker testing. This is becausewhile
shuffle testing, tools do not attempt to recognize the voices theywere not trainedwith. All in
all, the most accurate result was gained on Kaldi shuffle testing, whereas, the least accurate
test was speaker testing on CMUSphinx. Tools perform differently on variance results for
WER and SER. Regarding speed, CMUSphinx finished faster than Kaldi.

7 Conclusions

This research paper investigated the application of speech recognition open-source
toolkits on taxi call service systems. The toolkits - Kaldi and CMUSphinx were used to
train and test a dataset of almost four hours.

The dataset, comprised of 100 addresses in Azerbaijani, was put into “90/10
speaker” and “90/10 shuffle” tests. Additionally, tools were examined in terms of
accuracy with different n-grams. Tools coincide with results of n-gram testing, but differ
on other two. Kaldi showed lower word and sentence error rates than Sphinx on speaker
and shuffle tests. The lowest variances of WER and SER values belongs to Kaldi,
however, Kaldi also holds the highest value for variances of SER. Sphinx presented the
highest variance in WER values and moderate variance in SER values. It is worthy to
note that, with the given hardware, CMUSphinx finished trainings faster than Kaldi.

With given results it could be concluded that for obtaining fast results CMUSphinx
can be easy to configure and fast to train. Nevertheless, in order to have an accurate tool
with relatively low level of variance, Kaldi should be chosen. Taxi companies will need
to consume time and money for applying speech recognition systems to call centers,
but will eventually gain return on investment with such an accurate tool as Kaldi.
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Abstract. In this research, we compared the accuracy of machine learning
algorithms that could be used for predictive analytics in higher education. The
proposed experiment is based on a combination of classic machine learning
algorithms such as Naive Bayes and Random Forest with various ensemble
methods such as Stochastic, Linear Discriminant Analysis (LDA), Tree model
(C5.0), Bagged CART (treebag) and K Nearest Neighbors (KNN). We applied
traditional classification methods to classify the students’ performance and to
determine the independent variables that offer the highest accuracy. Our results
depict that the data with the 11 features using random forest generated the best
accuracy value of 0.7333. However, we revised the experiment with ensemble
algorithms to reduce the variance (bagging), bias (boosting) and to improve the
prediction accuracy (stacking). Consequently, the bagging random forest out-
performed other methods with the accuracy value of 0.7959.

Keywords: Predictive analytics � Machine learning � Higher education

1 Introduction

Likewise, most industries, data also plays an important role in higher education. Apart
from traditional data, nowadays the education organizations are collecting data from
social media and location-based streams. The collected data can be used to mine and
construct predictive analytical models to enhance students’ success rate. The data
mining and analytics software can be utilized to provide immediate outcomes to the
instructors about the learner’s academic performance. Such tools can analyze patterns
and predict outcomes such as potential cases of dropping out, requiring extra assistance
or demanding challenging assignments [1]. Each learner has different behavior in
different modules due to varying strengths and weaknesses. Predictive analytics in
education can assist in differentiated learning [2]. Nowadays, higher education insti-
tutions are investing in building predictive analysis tools. A prediction model was built
in the Nottingham Trent University (NTU) [3]. The application pointed out the four
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important factors such as library usage, attendance on campus, attendance in the
tutorial and the use of the study portal. The software triggers the NTU instructor when
the student’s rate of engagement is decreasing. The use of predictive analysis can be
useful for institutions to raise their profit, revenue, and financial planning. Education
organizations are adopting data science practices to predict enrollment trends and
operational needs [4]. Moreover, the number of dropouts has become a serious issue for
the education organization. Completion and persistence rates are important because
they measure how well an institution is serving its students.

According to the National Student Clearinghouse Research Center (2016), the
persistence rate from year one to year two is 72.1%. Persistence rates continue to
decline during and after the second year of colleges. The total completion rate of
students who start college and completed within six years is 54.8% nationally. The
persistence and completion rates are lower for part-time students. Rates of completion
and persistence vary between two and four-year colleges, public and private, full-time
versus part-time students [5]. In order to contribute to the domain of predictive ana-
lytics in higher education, in this research, we carried out an in-depth review of the
research in the area and compared machine learning algorithms to evaluate their
accuracy rate. The rest of this paper is structured as follows. Section 2 elaborates the
predictive analytics models and other approaches developed using machine learning
algorithms to achieve a wide variety of goals in the education sector. Section 3 briefly
describes the methodology of this research. Section 4 contains a detailed discussion of
our experiment results. Finally, we have discussed the future direction of this research
in Sect. 5.

2 Related Work

A predictive analysis system was built to measure student satisfaction level towards an
online course program based on data collected from students who enrolled in the
summer-session at western university [6]. Each of the learners was given a survey that
included questions on demographics, student satisfaction, and five predictor variables.
Correlation, regression, and anova analysis were used to build the prediction model.
The study found that the interaction framework with the inclusion of two predictors is
internet self-efficacy and self-regulation. Instructors are encouraged to design more
collaborative activities to enhance learners’ interaction, and student satisfaction level
can be improved by performing internet related-tasks. Furthermore, student retention is
one of the major issues in higher institutions, especially in the online course program.
Several researchers found that the rate of dropouts is increasing [7–9]. Shimin et al.
[10] built prediction models using RapidMiner 5.3 that can predict whether a student
will engage further after registering to a specific course. The prediction variables are
built using J-48 and J-Rip decision tree [10]. The two algorithms tested resulted in
producing a high-performance model that provides indicators for predicting the future
of a student who has registered in a specific course program. A study was conducted in
Delhi Technological University on building predictive analytics model based on the
data collected from the National Informatics Center Delhi with the goals of predicting
which students will enroll in the particular course and what is the current demand,
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which programs are trending, and which are becoming obsolete? [11]. The prediction
models were built using the decision tree and neural network techniques. The outcomes
show that the highest precision indicators were found in decision tree modeling.

The Social Networks Adapting Pedagogical Practice (SNAPP) is a predictive
analytics software that is used by University of Wollongong to generate data visual-
ization of user interaction, activity patterns of behavior on the forum [12]. SNAPP is
used to map learners’ level on engagement and activity to identify learners who are at
risk of failing a subject due to lower participation. The tools are used to generate data
reports, which include monitoring login frequency, dwell time and number of down-
loads. Connect for Success is another example of predictive analysis software used by
Edith Cowan University (ECU), the system works based on enrolment data, and it is an
early warning tool that is used to improve learner success and to improve graduation
rates [13]. Automated Wellness Engine (AWE) is an alert system that is designed and
built to improve learner engagement and retention rates at the University of New
England. AWE is a software-based prediction model that is using emoticons to identify
activity embedded in the student portal (myUNE) and another system that identify
learners’ interaction with the university and instructor. Based on the data collected by
AWE, it is smart enough to predict learners who are at high-risk or struggling or may
be experiencing disengagement from their course [14]. Open University Australia
(OUA) developed Personalized Adaptive Study Success (PASS). PASS is a software
tool that is used for predictive analysis to enhance student engagement and retention in
an online environment. The model was built based on the individual characteristic,
social web, curriculum and physical data collected from some systems [15]. The
software assists learners to be aware of their upcoming academic performance and
suggests what the students could do better to improve their performance.

3 Methodology

The data was obtained from the Kaggle [16, 17]. It contains 480 student records in rows
and 16 features in the columns. The features are classified into three major groups such
as Demographic Features (DF), Academic Background Features (AF), and Behavioral
Features (BF). The demographic features are nationality, gender, place of birth, and
parent responsible for the student. The academic background features consist of the
educational stage, grade level, section ID, semester, topics and student absence days.
The behavioral features are discussion groups, raised a hand in class, opening
resources, viewing announcements, answering the survey by parents and parent school
satisfaction. We have utilized these features using traditional classification methods
such as random forest and Naive Bayes. Moreover, we applied ensemble algorithms to
choose the correct features and to predict the students’ performance with high accuracy.
The data provider already pre-processed the data. There were no missing fields. The
data was pre-processed again before the analysis using R software. The data was split
into 75% for training and 25% for testing.
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4 Results and Discussion

We used a combination of ensemble techniques that will improve the accuracy of
machine learning algorithms results by reducing the variance (bagging), bias (boosting)
and improve the accuracy of the prediction (stacking). However, we have compared the
results using traditional methods such as random forest and naive Bayes. We tested the
behavioral features such as group discussion and resources visited to determine whe-
ther these features are contributing factors in students’ performance. Firstly, we
checked the importance of the features of the dataset. The variables are shown in Fig. 1
circular bar chart and valued by importance in Table 1.

We conclude that behavioral features are the most important features among the
three groups of the features from the circular bar chart as shown in Fig. 1. Secondly,
academic background features and finally demographic features. We used traditional
classification methods to classify the students’ performance and to determine the
independent variables that offer the highest accuracy. The students’ performance was
classified using the random forest and Naive Bayes using all the independent charac-
ters. The most important 10 features are highlighted with bold font in Table 1. The best
(10, 11 and 12) features were selected to classify the performance of the students. The
data with the 11 features using random forest gave the best accuracy value (0.7333) as
shown in Table 2. The more features taken does not promise higher accuracy. How-
ever, we must choose the correct features to improve the accuracy of the algorithms.

Fig. 1. The categories of the features.
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All six behavioral variables were not selected as features to classify the perfor-
mance in this case. However, we tried using one behavioral feature either group dis-
cussion or visited resources. The accuracy increased to 0.6917 when the feature visited
resources was included in the classification algorithms. This shows that the behavioral
variable visited resources is an important feature, and it should be included in the
feature selection. This can be seen in Tables 1 and 3. It has established that the better
importance of the features improves accuracy. Finally, we have utilized three ensemble
methods namely boosting, bagging and stacking to improve the accuracy using all the
sixteen features. The boosting machine learning algorithm namely basic tree model
(C5.0) and stochastic gradient Boosting model (gbm) were used. The bagging algo-
rithms such as bagged CART (treebag) and random forest (rf) were used. The results
are given in Table 4. The ensemble stacking sub-models namely random forest, gbm,
K Nearest Neighbors (KNN) and Linear Discriminant Analysis (LDA) were used and
the results can be seen in Table 5. The accuracy of bagging random forest had out-
performed the other methods with the accuracy of 0.7959. In this study, the ensemble
bagging random forest had given the best result. We need to take more combination of
features to increase the accuracy of the performance of the student. We can also
improve the result by including more features such as hours spent in the module and the
students’ interest in the particular module to classify the students’ performance in the
future study.

Table 1. The importance of features.

Features category Feature Importance Place

Demographic Features Parent responsible for student 11.95 7
Nationality 11.84 8
Place of birth 10.10 10
Gender 9.42 11

Academic Background Features Student absence days 29.02 3
Topics 13.64 6
Grade level 11.38 9
Section ID 3.55 14
Educational stage 2.73 15
Semester 2.02 16

Behavioral Features Opening Resources 32.96 1
Raised hand in class 32.94 2
Viewing Announcements 27.77 4
Discussion groups 19.16 5
Answering survey by parents 8.69 12
Parent school satisfaction 4.20 13
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Table 3. Accuracy with and without behavioral features using Random forest and Naive Bayes.

Accuracy

95%
Confidence
interval
LB UB

Without all behavioral variables Random Forest 0.6583 0.5662 0.7424
Naive Bayes 0.6 0.5066 0.6883

Behavioural variables group discussion Random Forest 0.6583 0.5662 0.7424
Naive Bayes 0.5417 0.4483 0.6329

Behavioural variables visited resources Random Forest 0.6917 0.6009 0.7727
Naive Bayes 0.6917 0.6009 0.7727

Table 2. Accuracy using Random forest and Naive Bayes based on the importance of the
features.

95%
Confidence
interval

Accuracy LB UB

All 16 Independent variables Random Forest 0.725 0.636 0.8025
Naive Bayes 0.625 0.532 0.7117

10 Best Independent Variables Random Forest 0.7 0.6096 0.7802
Naive Bayes 0.6583 0.5662 0.7424

11 Best Independent Variables Random Forest 0.7333 0.6449 0.8099
Naive Bayes 0.6667 0.5748 0.7501

12 Best Independent Variables Random Forest 0.7083 0.6184 0.7888
Naive Bayes 0.5917 0.4982 0.6805

LB = Lower boundary UB = Upper boundary

Table 4. Accuracy using boosting and bagging ensemble algorithm.

Min 1st Qu Median Mean 3rd Qu Max NA’s

Boosting C5.0 0.6327 0.7262 0.7732 0.7771 0.8084 0.9375 0
gbm 0.6531 0.7500 0.7708 0.7626 0.7917 0.8367 0

Bagging treebag 0.6596 0.7372 0.7836 0.7749 0.8154 0.9167 0
rf 0.6809 0.7672 0.8125 0.7959 0.8333 0.8750 0

Table 5. Accuracy using an ensemble stacking algorithm.

Accuracy

95%
Confidence
interval
LB UB

Random Forest 0.7396 0.64 0.8238
GBM 0.7188 0.6178 0.8058
LDA 0.7500 0.6512 0.8328
KNN 0.6354 0.5309 0.7313
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5 Future Direction

Likewise, most of the recent research trends of technology such as Big Data, Cloud
Computing, and Edge Computing, predictive analytics has several barriers to its
implementation in education organization and various other sectors where security,
privacy, quality and transparency of data play a critical role. Both instructors and
students have raised data privacy and ownership concerns. The management must
undertake the initiative to ensure ethics and permissions are maintained at all levels. As
an example the University of California has addressed the concern of how students data
privacy is violated, as the institution use a third party service platforms to gather data,
the management realized that the vendors were using the student data to commercialize
or sell their product [18]. There is an utmost need to formulate secure and privacy
preserved data collection as well as analysis techniques. Most importantly, users of the
data must be aware of the fair usage and treatment of their records. In education
organizations, predictive analytics must be carried out in compliance with legal stan-
dards such as FERPA. Another concern raised on predictive analytics is the ethics,
transparency and legal compliance on the use of data. Furthermore, data must be
gathered from trusted sources, and systems must be in place to ensure that data is
reliable, and analyzing such data would lead to suitable insights and appropriate
actions. Predictive analytics also requires domain experts as well as data scientists [15].
The human brain has to make the decision, not analytic tools, hence the number of
experts, background and wisdom do matter in making a decision. Data is just a help to
produce a result. Lack of vision and familiarity is considered as the major barriers to
predictive analytics.

Formulating predictive analysis modeling requires a lot of thought process to
address the problem and the goal of predictive analytics modeling. The lack of data
warehousing among institution makes the process of predictive analysis as a challenge.
An institution cannot get the right type of data if there is no central repository of data
that is accessible and transparent. The lack of data warehousing is also affecting the
complexity of analytical tools. One of the major barriers to implementing data analytics
in higher education is cost. Management tends to view analytics as an investment as the
tools are expensive and tend to think it will not return the investment. To come up with
predictive analysis, the first spending would be in human resources such as hiring a
data analyst. The second comes to the data warehousing which includes the infras-
tructure, platform and services that are being purchased to build predictive analytics
[19]. Apart from these barriers, the accuracy of the predictive model is also very
important to make better decisions. Depending on the features of the dataset, a pre-
dictive model should be generated by trying a combination of various machine learning
algorithms, and the model should be validated to obtain optimum accuracy. For
example, in this research, based on our experience of data analytics, first, we found that
random forest and naive bayes gave the accurate results, and then we enhanced the
accuracy by using ensemble techniques with random forest. In the future direction of
this research, we plan to use advanced deep learning algorithms to build a predictive
analytics model for higher education.

260 S. N. Brohi et al.



References

1. Harel, E., Sitko, T.: Digital Dashboards: Driving Higher Education Decisions. Educause
Center for Applied Research, Boulder (2003)

2. Johnson, L., Levine, A., Smith, R., Stone, S.: The 2010 Horizon report. The New Media
Consortium, Austin, TX (2010). http://wp.nmc.org/horizon2010

3. Watson, H.J.: Business analytics insight: hype or here to stay? Bus. Intell. J. 16(1), 4–8
(2011)

4. Burke, M., Parnell, A., Wesaw, A., Kruger, K.: Predictive analysis of student data (2017).
https://www.naspa.org/images/uploads/main/PREDICTIVE_FULL_4-7-17_DOWNLOAD.
pdf

5. Shapiro, D., et al.: Completing College: A National View of Student Completion Rates –

Fall 2011 Cohort (Signature Report No. 14), December 2017. National Student Clearing-
house Research Center, Herndon, VA (2017)

6. Long, P., Siemens, G.: Penetrating the fog: analytics in learning and education. EDUCAUSE
Rev. 46, 30 (2011). http://net.educause.edu/ir/library/pdf/ELI7079.pdf

7. Willging, P.A., Johnson, S.D.: Factors that influence students’ decision to dropout of online
courses. J. Asynchronous Learn. Netw. 13(3), 115–127 (2009)

8. Boston, W.E. et al.: Comprehensive Assessment of Student Retention in Online Learning
Environments. School of Arts and Humanities, APUS. Paper 1 (2011)

9. Hoskins, S.L., Van Hooff, J.C.: Motivation and ability: which students use online learning
and what influence does it have on their achievement? Communications 36(2), 177–192
(2005)

10. Kai, S., et al.: Predicting student retention from behavior in an online orientation course
11. Hawkins, B.L.: Accountability, demand for information, and the role of the campus IT

organization. In: Katz, R.N. (ed.) The Tower and the Cloud, pp. 98–104. Educause, Boulder
(2008). www.educause.edu/thetowerandthecloud/PUB7202j

12. Bakharia, A., Dawson, S.: SNAPP: a bird’s-eye view of temporal participant interaction. In:
Proceedings of the 1st International Conference on Learning Analytics and Knowledge,
pp. 168–173 (2011)

13. Jackson, G., Read, M.: Connect 4 success: a proactive student identification and support
program, pp. 1–5. ECU, Australia (2012). fyhe.com.au/past_papers/papers12/Papers/9B.pdf

14. Leece, R., Hale, R.: Student engagement and retention through e-Motional intelligence. UNE,
Australia (2009). http://www.educationalpolicy.org/events/R09/PDF/Leece_E-Motion.pdf

15. Atif, A., Richards, D., Bilgin, A., Marrone, M.: A panorama of learning analytics featuring
the technologies for the learning and teaching domain. In: Carter, H., Gosper, M., Hedberg,
J. (Eds.) Electric Dreams. Proceedings ascilite 2013, Sydney, pp. 68–72 (2013)

16. Amrieh, E.A., Hamtini, T., Aljarah, I.: Mining educational data to predict student’s academic
performance using ensemble methods. Int. J. Database Theor. Appl. 9(8), 119–136 (2016)

17. Amrieh, E.A., Hamtini, T., Aljarah, I.: Preprocessing and analyzing educational data set
using X-API for improving student’s performance. In: 2015 IEEE Jordan Conference on
Applied Electrical Engineering and Computing Technologies (AEECT), November 2015,
pp. 1–5. IEEE (2015)

18. Nissenbaum, H.N.: Privacy in Context: Technology, Policy, and the Integrity of Social Life.
Stanford Law Books, Stanford (2010)

19. Denley, T.: How predictive analytics and choice architecture can improve student success.
Res. Pract. Assess. 9(2), 61–69 (2014)

Accuracy Comparison of Machine Learning Algorithms 261

http://wp.nmc.org/horizon2010
https://www.naspa.org/images/uploads/main/PREDICTIVE_FULL_4-7-17_DOWNLOAD.pdf
https://www.naspa.org/images/uploads/main/PREDICTIVE_FULL_4-7-17_DOWNLOAD.pdf
http://net.educause.edu/ir/library/pdf/ELI7079.pdf
www.educause.edu/thetowerandthecloud/PUB7202j
http://fyhe.com.au/past_papers/papers12/Papers/9B.pdf
http://www.educationalpolicy.org/events/R09/PDF/Leece_E-Motion.pdf


Generic Framework of Knowledge-Based
Learning: Designing and Deploying

of Web Application

Awais Khan Jumani1(&), Anware Ali Sanjrani2,
Fida Hussain Khoso3, Mashooque Ahmed Memon4,

Mumtaz Hussain Mahar5, and Vishal Kumar1

1 Faculty of Science and Technology, ILMAUniversity, Karachi, Sindh, Pakistan
awaisjumani@yahoo.com, hit.vishal@outlook.com

2 Department of Computer Science, University of Baluchistan, Quetta, Pakistan
anwar.csd@gmail.com

3 Department of Basic Sciences, Dawood University of Engineering
and Technology, Karachi, Pakistan

fidahussain.khoso@duet.edu.pk
4 Department of Computer Science, Benazir Bhutto Shaheed University,

Layari, Karachi, Pakistan
pashamorai786@gmail.com

5 Department of Computer Science, Shah Abdul Latif University Khairpur,
Khairpur Mir’s, Sindh, Pakistan
mhmahar@salu.edu.pk

Abstract. Learning technology was used as standalone software to install in a
particular system, which needs to buy learning software of a particular subject. It
was costly and difficult to search CD/DVD of the particular program in the
market. Nowadays the trend of learning is changed and people are learning via
the internet and it is known as Electronic Learning (E-learning). Several
e-learning web applications are available which are providing more stuff about
students and it fulfills requirements. The aim of this paper is to present a well-
structured, user-friendly framework with the web application for e-learning,
which does not need any subscription. The experiment was conducted with 691
students and teachers, the result shows 91.98% of participants were satisfied
with the proposed E-learning system.

Keywords: Distance learning � Web applications � Graphical user interface

1 Introduction

The Internet was implemented and more established for educational organizations in
the 1970s for communication system [1], instructors have been aware of its enormous
perspective as a learning tool. Nowadays underdeveloped nations are excited to avail
possibilities of online learning to convey actual cost, easily accessible and modern
education of all ages and people backgrounds and geography. In the modern era, where
the workers with good education are preferred as compared with workers with less
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knowledge and lifetime learning is realized as key to the nonstop achievement of
modern civilization [2, 3]. E-learning is compared by many as the feasible solution to
the problem providing the funds mandatory to smooth lifetime learning [4, 5].

However, present practices and theories of e-learning are not lucid, significance and
scalable [6, 7]. Although most distinguish learning frameworks are available and it’s
likely to enhance prominent learning and experience of learning at all stages, people
have realized its hitches and presently still too boundless to commit it seriously [8].
While several works have been revealed as well as written for e-learning strategy, but it
still looks incapable to really express how, when or where eLearning should best be
used [9, 10]. This paper shows that when it can be using E-Learning and what kind of
eLearning should be used in our schools and colleges. Some successful results have
been taken from different schools while using eLearning management. E-Learning
considered as a globally that impacts much more of board learning [11, 12].

E-Learning activities collaborating technologies and communication system is
more progress in the learning involvement [13]. It has been impending to renovate the
way to learn and teach transversely the board [14]. It can increase values and enlarge
participation in lifetime learning. It cannot swap lecturers and teachers, besides pre-
vailing methods it can improve the quality and reach of their teaching and decrease the
time consumed on administration. It can facilitate every beginner to accomplish his or
her perspective and help to construct an educational workforce endowed to change. It
makes imaginable a truly aspiring system for a future learning civilization.

1.1 Web Applications

Evolution of web application is using everywhere and these are dynamic websites,
which is combination of server-side and client-side programming [15, 16]. Some of the
facilities, for example, interacting with users, linking to back-end databases, and cre-
ating results to browsers. Web Application Frameworks are a group of many libraries
programs, modules, and tools structured in an architecture system so it allows devel-
opers to construct and maintain complex web application program projects with their
efficient methodology [17]. Some of the web application is updating programming and
stimulate code reuses for common functions and classes. Those can be created
dynamically website that can be taking JavaScript for making dynamically webpages.
ASP.NET user can use object-oriented programming with C sharp, it can give a lot of
facilities to the user for making practical or useful web application [18].

Entity Framework Fundamental is the newest version of the lightweight Entity
Framework designed to work with .NET Fundamental applications. Suppose, ASP.
NET Essential has been revised from the ground up and contains several new ways to
perform. One of those is the introduction of the Track Graph technique for controlling
multifarious data in disconnected situations such as Model View Controller (MVC) or
Web API applications. The Track Graph technique is new in Entity Framework
Essential and offers a simple way to repeat over a graph of objects that the perspective
to begin tracking and to apply personalized code based on the type of entity and other
benchmarks [19]. Early traditional web applications have not given the guarantee
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of and also additional plug-in required for viewing the lectures on flash player.
Figure 1 shows a traditional application interface where videos or audio lectures are not
available.

2 Literature Review

Many researchers have provided research work regarding this work. Nagarajan and Jiji
have introduced that online education has three major activities: Design, application
and proper post-implementation assessments [19]. It reduces the cost and time effi-
ciency, which is the main factor of our education and this framework have improved
the quality of e-learning. But it gives the particular subjects knowledge environment
and that efficiency.

Kumar et al. have proposed an E-learning framework for disabled persons whose
arms are disabled to access systems. The technique of this framework is that disable
student can use a computer by their voice control and learn by the e-learning software.
ICT gives a lot of features for them but still, the framework has limitation for disabled
persons to access [20].

Gopalan et al. have discussed in his research about the student of rural areas, which
did not attend schools intermittently due to less source of income and working. E-
learning education makes it possible if a student could not attend classes than they can
learn these all thing from smartphones having e-learning app for students and they can
interact with the teacher by using an application as like real environment [21]. Another
research work given by Zhang and Goel, they have compared that e-learning tech-
nology usually used in higher education institutes. During the comparisons, they make
two possibilities of results, first e-learning synthesized by identifying a relevant
framework and second theoretical results. After getting results of e-learning it shows
that it is more appropriate as compared to theoretical learning [22].

Fig. 1. Traditional web applications
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Similarly, Wu et al. were reviewed that e-learning is growing from 2005 and many
of the research papers on their efficiency on their better effectiveness, a lot of the ratio
of using e-learning in Croatia. It shows the relationship between user and perceptions
of user characteristics; it gives limited atmosphere in web application and security
issues concerned [23]. Similarly, Mosharraf et al. have applied the learning manage-
ment system for the elementary schools and achieved successful results during the
implementation. In the learning management system for kids, it gives more accurate
results and students get more serious interest to learn through-out learning management
system [24].

Further, Patel et al. has been explored that influence of e-learning in the life of
learner that is a brilliant way to teach students using e-learning tools. Using e-learning
tools they can enormously increase the learning process. The important remunerations
of e-learning are that they can make it always on and update through connect the
organizations [25]. Hence, Noesgaard and Ørngreen [26] have revealed that e-learning
is more effective as compared to face to face learning methods. After the analysis of the
student’s perspective e-learning gives more good result and teachers should apply the
method e-learning. Furthermore, Jumani et al. [27] have designed an application for
kids to measure their mental approach using web application thus that application
shows the interest of kids in learning with traditional and game-based learning using
web application. He has taken their results which are overcome to traditional learning
methodology.

3 Design and Development of Proposed Framework

Initially, the intranet environment is created for application testing. Inbounds of the
firewall involved with the port exception, which enable to send and receive the request
and response from the centralized server. Moreover, SQL Server has installed for
storing, retrieving and manipulating records accompanied with Data Definition Lan-
guage (DDL) and Data Manipulation Language (DML). Furthermore, C# integrated
development environment along with ASP.Net technology has used for calling the
classes. Namespaces and different libraries are used to accomplish the task. Cascade
style sheet is played a crucial role in designing the application interface. Proposed
application based on a few tabs which are given below with its description.

1. Video: This tab provides all the lectures of their subjects in the form of Videos and
these can run on any media player or built-in flash player and these are special
peculiarities. These videos also able to download and store on a computer drive.
Once it reaches on end different thumbnail suggested the other related videos and
these are similar to available media sites but different in functioning.

2. Documents: In this tab, more than 8000 doc or docx files have already stored and it
is also related to their selected subjects. Document viewer control is used for getting
a preview of the document and have feature, which enables to share this one with
their friends. Moreover, the document can be stored and send via Bluetooth device
to their mobiles.
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3. PDF Document: This tab provides to students approximately 9000 pdf documents
on different topics based on their subjects. Students are able to download the
document and take a snapshot as well. Furthermore, all functionalities of zooming
and rotating along with a quick search are integrated with the portable document
viewer.

4. PowerPoint Presentations: Several pptx or ppt has already stored in that tab for
providing different lectures slides with pictorial representation and it also enables to
students to convert these presentations into a compact disc. Different themes and
styles accompanied by slides have installed predefined and these are constant
nobody can change it but only are able to download it or directly print through-out
the printer. Users can also view these slides directly by clicking on the required
topic or author name. For this, Microsoft office built-in components and libraries
have been used from visual studio 2013 and some online other packages.

Some snapshots of the web application are given in Figs. 2, 3 and 4. Allah Dino
Jumani (ADJ) E-learning application provide better platform for teachers and students
In Fig. 2 user can first, sign-up an account and after it sent an activation link to the user
email address. Once the user clicks on provided on link account successfully done with
that process and the user can log in with a credential such as a user name and password.
Moreover, easy and connect process with ADJ E-learning System gives notifications as
well with the passage of time. After the login approvals, the user can easily access
many different services.

In Fig. 3 user can see four tabs in front of their screen. In video tab user can easily
watch any video of their concerned subject, it can be synchronized and bookmark of
that video. Also, it can be downloaded directly and that can share it with the social
network. This tab will offer some different aspect of e-learning any user can be upload
video with concerned lectures and give online comments.

Fig. 2. Illustrates login and signup screen
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In Fig. 4 user can see the pdf lectures of their related subject and it can be
downloaded or directly view in Adobe Acrobat reader. It can be shared online in any
social network with other users; every pdf lecture is updated with new technologies and
close with authenticating references.

In the proposed framework, initially, the user should have their email address of an
account. The user can sign up their account, it requests to server and server sends the
activation account link to their given email address. If an account activation link
acknowledges from the given email account, it will be activated. After confirmation
user can sign in from the inbox of ADJ E-Learning web application similar to Yahoo
and Gmail and then user interact with all present functionalities. If a link which has sent

Fig. 3. Displays video lectures

Fig. 4. Displays PDF lecture topics

Generic Framework of Knowledge-Based Learning 267



will not confirm by the user it will expire and ADJ has resent option is available
for next use. The flowchart shows the overall process of sign up to log out of a user
in Fig. 5.

4 Results

For the evaluation of the proposed framework, we have selected 691 teachers and
students simultaneously and achieved positive results from 4 major peculiarities
(1) Convenient Environment, (2) Secure, (3) Useful and (4) Reliable. Overall, selected
responders have given in Table 1.

Fig. 5. Framework of ADJ E-learning

Table 1. Selected responders from Shah Abdul Latif University

Teacher

Male 67
Female 54

Student

Male 235
Female 335
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Table 1 shows that 67 male (M) teachers were chosen from SALU and given 60
responds from M teachers accompanied with 89.55% positive satisfaction response.
From the side of female (F) teachers, 54 were chosen and 49 has given respond with
positive satisfaction accompanied with 90.74%.

On the other side, 235 M students have chosen and 225 students have given
respond along with 95.74% satisfaction, 335 F students were chosen and 295 has to
respond along with 88.06% satisfaction.

Figures 6 and 7 represents that among the four aspects, respondents have given
reviews that, presented application more convenient, useful for students and will give
fruitful results to up-coming generation.

Fig. 6. Teachers peculiarities satisfaction ratio

Fig. 7. Student peculiarities satisfaction ratio
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During testing of the proposed application by selected responded it is observed, the
majority of responded were interested to download videos in contrast to a text docu-
ment. Figure 8 illustrates focused contents while testing.

5 Conclusion

We have presented a convenient framework wrapped with several peculiarities for
providing academic stuff regarding their subjects. There are several e-learning platform
available, based on the users expectation features are varied. In our platform there is no
need for any subscription by using this application student can download several
lectures presentation without any cost. Technology grows day by day and also edu-
cational institutes use electronic learning system. In future this E-Learning application
will be used in institutes, it will give a lot of facilities to students in their studies and
with the help of e-learning, technology teacher can easily teach students with graphical
representations. Some of the students can take advantages from E-learning educational
system which did not give much time to their institutes and they can easily learn at
home through the e-learning web application.
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Abstract. An investigation into the variables that have a bearing on the
acceptance of D-learning (Digital-learning) services such as Electronic-learning
and Mobile-learning, in two universities of Jordan is presented along with a
discussion on modernizing in particular m-learning with emerging technologies.
The study fuses the Unified Theory of Acceptance and Use of Technology
(UTAUT) model with the cultural paradigm. 100 valid questionnaires dis-
tributed to random Jordanian students in two cities were used to collect the
primary data. The IBM SPSS® (Statistical Package for the Social Sciences)
software platform was used to analyze the data. The validity of the overall model
was proven statistically with an acceptable data match with the measurement
model. The findings show that the factor with the greatest bearing on “Intention
to use M-learning” is the “Attitude toward using M-learning”. Whilst the
influence with the greatest indirect bearing on “Intention to use M-learning” is
“Compatibility”. The conclusions are that the: cultural factor has a significant
and positive impact on the “perceived usefulness” and “perceived ease of use”.
“Perceived usefulness” and “perceived ease of use” have the greater impact on
the “customers’ attitude”, which consequently influences the students’ “inten-
tion to use M-learning services”. Emerging technologies such as the Cloud, AI
(Artificial Intelligence) and the Blockchain and how they may be utilized to
enhance the delivery of M-learning is discussed throughout the paper.

Keywords: Unified theory of acceptance and use of technology model �
UTAUT � D-learning � Mobile learning services � Mobile learning �
M-learning � Culture � E-learning

1 Introduction

1.1 M-learning

M-learning (Mobile-learning) is a type of learning which can potentially happen
anytime or anywhere through the use of a portable electronic computing device [1],
which can be either online or offline. Furthermore, this method of learning creates a
more personalized learning experience [2]. Additionally, through the use of portable,
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networked mobile and cellular devices, the users access learning applications in a
selection of diverse contexts when interacting within their environment or with other
users. Moreover, m-learning is increasingly growing and moving from asynchronous to
synchronous instructor-to-learner communication and content delivery, owing to the
rapid advances in computer networking and multimedia technology. Specifically,
asynchronous learning encompasses gaining information without instructor-learner
interaction; such as reading and understanding an online article on a mobile device
solely by the user. On the other hand, synchronous learning comprises of active back
and forth instructor-learner interaction, such as the learner participating in an online
webinar by posting questions or making comments using video conferencing tool or a
smartphone. M-learning is not restricted by time-and-space limitation, as it has now
become a method that allows both educators and students to communicate utilizing a
variety of learning tools through the use of mobile gadgets [3]. Even synchronous m-
learning can be asynchronous in the sense that the human lecturer may be replaced by a
synthetic AI entity performing the rôle of the peripatetic. The student may access this
virtual person anytime. The Cloud will also offer more flexibility in delivery and access
to the learning material. The use of mobile devices being many, are still traditional
voice only and increasingly real-time video calls, internet browsing/shopping and
social networking site access, email exchanges, capturing and sharing multimedia files
(pictures/videos) and playing ever increasing amount of interactive networked games.
Thus, the handheld devices function with one of these three common modes and
qualities, namely that of: utility, communication or fun/leisure [4, 5].

2 Literature Review

According to [6], m-learning is a significant alternative platform for learning services in
which having the knowledge on the influencing elements for m-learning acceptance
amongst higher education learners is crucial. Apart from that, as stated in [7], an
individual’s volition and conscious participation in m-learning activities are some of
the success keys for m-learning.

Further, when factors associated with acceptance of mobile learning are identified,
the universities implementing this learning method can improve on the delivery of
services to the students. Apart from that, when these factors are incorporated into the
business process, education and learning will become more efficient and there will
consequently be an increase in the loyalty of the students [5–8]. However, according to
[9], the university would have to take into careful consideration the potential factors
that may influence the students’ intention and understand how these factors could
entice them to use it in order to invest in the development of university delivered
mobile services and content properly. Nonetheless, it would be difficult for the students
to acquire the pedagogical information if they fail to accept the new technology
designed to deliver it in the first place. Reassurances must be offered such as privacy
and security. This may be enabled by the use of the blockchain technology. Payment
processing in cryptocurrency will also open up m-learning to an even greater audience
and consumers beyond just university students, with a potential transnational market
base.
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Aside from that, considering that the market for mobile learning has gradually
become global, cultural difference also becomes an important factor. Thus, universities
or training organizations should have the knowledge of cultural difference so that they
can earn a significant competitive edge [8, 10, 11]. According to [10], the cultural
perspectives of m-learning in Malaysia is an aspect that has yet to be covered. How-
ever, it must be pointed out here that m-learning needs to be cognizant of both mobile
users and nomadic users. Nomadic users make use of the computing nodes, devices and
platforms around them, whilst mobile users carry their own devices. M-learning needs
to be deployable, accessible and functional across all types of devices, ensuring
operationality when a user is offline too. Content may be downloaded for future offline
use. There is thus a need to be a universal accessibility learning approach for the mobile
and nomadic computing age. Inasmuch as to embrace the often, primary rôle of the
user’s mobility and communication to m-learning. So, the effectiveness of existing
models still needs to be enhanced, to which researchers have pointed out parameters
that must be considered with culture being one. With the widespread proliferation of
Internet of Things (IoT) objects, it must be appreciated that m-learning devices are
themselves also IoTs which may be networked to other IoTs. This study is paramount
in consolidating the chasm in the development of services in order to create more
efficiency and relevance in the education environment – all of which could be achieved
through the expansion and use of the UTAUT model.

3 Theoretical Background

3.1 UTAUT (Unified Theory of Acceptance and Use of Technology)
Model

[12] had formerly conducted a study to draw a comparison between the similarities and
differences amongst established models and theories of user acceptance and from their
studies they formulated the UTAUT. The steps to deriving this model involved com-
parisons utilizing the: technology acceptance model (TAM) [13], theory of planned
behavior (TPB) [14], theory of reasoned action (TRA) [15] and several others. The
resultant UTAUT model was made to counter the problems being faced by researchers
in the sphere of IT during the construction of their study framework as an attempt to
create understanding towards the usage of technology amongst the users [12].

Further, [13] added that acceptance models established in the past had some suc-
cessful records in an estimate of 40% in their prediction accuracy of the adoption of IT
(Information Technology). By contrast, [12] reported that the use of their UTAUT
model helped prediction of the uptake of IT in the region of 70%, in their study of the
users’ intention. The UTAUT model is also appropriate in predicting equally, for a
large range of groups, the individual acceptance of IT. Scales that have been adopted in
previous acceptance models were brought together to develop new scales and tested for
further enhancements [12].

For predicting the users’ behavioral intention and the behavior of use, four con-
structs are used by UTAUT. These constructs are [12]:
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(a) social influence;
(b) expectancy of effort to be expended on the task;
(c) performance expectancy;
(d) conditions that will facilitate undertaking the job.

With respect to the linkage between these constructs, behavior intention and
behavior of use is moderated by four primary factors including the [12]:

(a) age;
(b) gender;
(c) voluntariness and
(d) experience [12].

Figure 1 illustrates the UTAUT model, whilst Fig. 2 illustrates the proposed
modified model.

3.2 Research Model Factors

Culture Factor (CF)
The word “culture” herein is understood to be this definition, “the collective pro-
gramming of the mind which distinguishes the members of one group or category of
people from another” [16] or basically expressed, “culture is” [any] “shared values of a
particular group of people” [17]. Further, according to [18], culture indicates the
individual’s “core values and beliefs which” [were] “formed” [during] “childhood and
reinforced throughout life”, while [19] define culture being, “the beliefs, philosophy,
shared values, attitudes, customs, norms, rituals, common practices, and traditions
which govern the ways of living of a group of people.” Culture may also be expressed
in terms of norms and values, where values, according to [20], are what is worth acting
upon and acquiring, and are shaped by involvement and familiarity with parents, school
life, personal religion, and the media, while norms as highlighted by [21–23],
encompass any shared beliefs with regard to behavior. On the other hand, [24] observes

Performance 
Expectancy 

Effort 
Expectancy 

Social
Influences 

Facilitating
Conditions 

Behavioral 
Intention

Use
Behavior

Voluntariness Experience AgeGender 

Fig. 1. The original UTAUT model [12].
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culture as discrepancies that occur between the beliefs, values, and motivations of
groups that are dissimilar from one another, while other scholars such as Samovar [25]
perceive culture as the sum of values, beliefs, attitude, experience, knowledge, religion,
meanings, hierarchies, spatial relationships, rôles, universal concepts, notions of time
and possessions and material objects attained along the timeline of generations by the
group and individuals.

3.3 The Hypotheses

The following are the research alternative hypotheses factors for this case study, as
shown in Fig. 2:

H1: The expectancy of performance has a correlation with intention to utilize mobile
learning.
H2: The expectancy of effort to be expended has a correlation with the intention to
utilize m-learning.
H3: The influence of the society (social influence) has a correlation with the in-
tention to use m-learning.
H4: Facilitating conditions has a correlation with the intention to utilize mobile
learning.
H5: Culture has a correlation with the intention to use m-learning.

Fig. 2. Proposed model.
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4 Research Methodology

This research employed 100 Jordanian university students (of both genders) aged 20
years and above as the respondents. The data was extracted from participants filling in
online questionnaires from www.surveyshare.com. This contained one part which
represented several constructs. The Likert scale (with five points) was used to score the
user’s acceptance level. This was then statistically post-processed to calculate the
correlation between the elements and the intention to utilize m-learning. Regression
analysis was used in this research. The results of this statistical analysis were used to
create a framework that encompassed the capacity of measuring the citizens eagerness
to mobile learning. Thus, validation to the culture parameter with the UTAUT model
was ascertained.

4.1 Development of the Case Study Questionnaire

The writing of the questions were for ascertaining the subjects’ knowledge of access to
the e-material. Feedback based on the respondent’s comments were used to make
minor changes to the questionnaire. Whilst the validity and readability of the content
were confirmed. Using the IBM SPSS® (Statistical Package for the Social Sciences)
software platform, a pilot study was conducted. This allowed for the testing of the
validation and reliability of the model. For the pilot test, the Cronbach’s alpha relia-
bility measure was used to test for internal consistency. Factor analysis was also
conducted on the data, with the samples collected using convenient sampling. Table 1,
below, shows that all the items have values larger than 0.70 (proposed cut-off).

5 Data Analysis and Results

The assessment of the structural model with respect to the model being measured was
undertaken using SPSS analysis including towards the inner model. The proposed
requirements in [26] were investigated. The hypotheses were tested by the method of
bootstrapping for determining the path coefficients’ significance levels.

The interactions between the parameters of the research model was determined
using multiple regression analysis. The test indicated some influences between the

Table 1. Pilot questionnaire (n = 31) for test of scale reliability, alpha ranked in order.

Order Variable No. of items Alpha (a)

1st Culture 4 0.897
2nd Behavioral intention 4 0.874
3rd Expectancy of effort 4 0.811
¼4th Expectancy of performance 4 0.784
¼4th Influence of society 4 0.784
6th Facilitating conditions 4 0.747
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factors. Three regression models, containing the five hypotheses, were used for the
analysis, as shown in Table 2.

6 Discussion

The readiness to utilize mobile learning services amongst Jordanian students was
positively identified. The parameters or factors identified and tested were: culture,
expectancy of effort, expectancy of performance, facilitating conditions, influence of
society and intention. As mobile learning service usage amongst students should be
maximized, the educational providers must consider them carefully regarding their
optimization. The collection of the data must, however, cover a broader spectrum of the
population in order to be more nationally representative. The model for Jordanian
university m-learning students took in constructs from the UTAUT model. With respect
to culture, optimizing expectancy of effort, expectancy of performance, influence of
society, intention and facilitating conditions will all contribute to an increase in m-
learning in universities. The intent to utilize internet delivered services was positive if
the participants were convinced that the use of the internet would result in an increase
in their efficiency of learning.

For the widespread uptake of D-learning (Digital-learning) which are: m-learning
and e-learning - it is essential that it embraces and utilizes emerging technologies.
These pioneering technologies include, viz.: cloud delivery; artificial intelligence; the
blockchain for added security, and integration with diverse IoT devices. Mobile as well
as nomadic users must be catered for, taking into account transnational cultural aspects
that need to modify the user interface. Thus, the plasticity of the user interface must
also be carefully approached.

Table 2. Summary of the research alternative hypotheses.

Hypotheses Variable β Supported

H1 Expectancy of Performance»»» Behavioral intention to use 
(BI)

0.387** Yes 

H2 Expectancy of Effort           »»» Behavioral intention to use 
(BI)

0.411* Yes 

H3 Influence of Society            »»» Behavioral intention to use 
(BI)

0.217** Yes 

H4 Facilitating Conditions        »»» Behavioral intention to use 
(BI)

0.342** Yes 

H5 Culture                                 »»» Behavioral intention to use 
(BI)

0.477** Yes 

*p < 0.1; **p < 0.05; ***p < 0.01.
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7 Conclusions

The last decade has seen exponential growth in d-learning (e- and m-learning) in the
developed nations. This has not gone unnoticed in the rest of the world, especially in
the rapidly developing and lucrative emerging nations of the Middle East. This is
because of the governmental plans of many of these oil rich nations to increase the
digital literacy of their national subjects. These countries must employ the technology
of the Internet coupled with emerging technologies such as the Cloud, Artificial
Intelligence, Deep Learning and the Blockchain - to make it appeal to a wider con-
sumer base beyond just the academia sector. Unfortunately, internet penetration
amongst the population is still lagging for nearly all the Middle Eastern countries,
compared to the rest of the world. In fact, comparatively few mobile learning websites
exist in the Arabic speaking world compared to the Western World.

The outcomes generated by this study has positively identified that to increase the
intention to use d-learning in two Jordanian universities, the students must:

(i) be immersed in a conducive culture to internet usage for education delivery;
(ii) have the intention to follow through the online program;
(iii) see that their effort expended must not be seen to be too onerous compared to

using traditional non-Internet based learning;
(iv) meet their performance expectations after using the d-learning technology;
(v) be in an environment that has a positive social influence to using this

technology;
(vi) find the technology easy to use and furthermore, that it must help facilitate their

learning process.

As such, the increase in the number of Arabic university websites delivering d-
learning is expected to grow exponentially, especially once coupled with emerging
technologies such as the Cloud with its various xAAS (x-As-A-Service) offerings.
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Abstract. The detection and tracking of object in a video is an important
problem in many applications. In surveillance and in robotic vision tracking and
recognition of objects and it’s size is desired. In this paper, an algorithm to
obtain size of an object in image or video is presented based on pixel rela-
tionship to actual size. The object is mainly tracked by the Kalman filter and Log
Polar Phase Correlation method is used to more precisely recognize objects in a
video. The tracking of objects is performed from frame to frame. As the image
of an object gets deformed in a video due to motion of either the camera or the
motion of an object a dynamic template for matching is proposed to minimize
the error. Simulation results are presented showing the errors in determining the
size of objects in an image.

Keywords: Arduino microcontroller � Object size � Kalman filter �
Log-polar phase correlation � Robotics � Sonar

1 Introduction

In robotics, tracking and recognizing objects is a common task [1]. The Kalman filter has
been used in numerous applications and in object detection and tracking [2–5]. Simi-
larly, in self driven cars computer vision object tracking requires processing in real-time
[6–8]. Many different types of sensors are used in the self-driven cars, each having their
own capabilities and limitations. Sensors such as Sonar, LiDAR are used to measure
distances and mapping of the surroundings very precisely [8]. In certain applications,
robots need to know an object’s size, such as width and height [13]. In case an object is
stationary it is less difficult to calculate the object’s dimensions, however, in case when
an object is moving it is very challenging to calculate an object’s size. This is so because
as the camera moves or as the object moves in the field of view, the object’s image
changes or deforms. Recognizing an object may help in determining an object’s original
size. However, there are situations in which prior information about the object is
unknown and therefore determining objects dimensions from tracking in a video
becomes even more challenging. Also, there are situations when a moving object of a
specific dimension has to pass through pathways openings of another dimension so care
must be taken not to collide if the pathway opening is smaller.
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In this paper a reference image with known dimensions is used within a video to
obtain dimensions of unknown objects. The number of pixels of an object is camera
dependent and varies with precise distance to an object. Practical experiments are
performed using Arduino microcontroller, with camera and sonar assembled to it.

The paper is presented as follows, in Sect. 2, the Kalman filter, Log polar phase
correlation, and object size determination methods are presented. In Sect. 3, experi-
mental setup of hardware is presented and in Sect. 4 results and discussions are pre-
sented and last in Sect. 5, conclusion and future directions are discussed.

2 Methods

2.1 Kalman Filter

In 1960, Rudolph E. Kalman published a paper describing a recursive solution using
state space methods, later called a Kalman filter [2–5]. Many applications use Kalman
filtering such as tracking, navigation, and estimation. Given a linear stochastic differ-
ence equation shown as,

x̂tjt�1 ¼ Atx̂tjt�1 þBtut þ vt�1 ð1Þ

and a measurement equation given by

zt ¼ Hxt þwt ð2Þ

where A is defined as the state transition matrix, B is defined as a control matrix, H is
the measurement matrix, x̂ is the estimated state, and u is the control variables. The
variables w, and v are assumed to be random, independently distributed with Gaussian
white noise. The variables w, and v denote the process and measurement noise,
respectively. Assuming the time dependent matrices A, B, and H to be constant, the
two part Kalman filter can be written in two parts, the predictor and measurement as
shown below.

Predict (process time update equations):

x̂tjt�1 ¼ Atx̂tjt�1 þBtut ð3Þ

Ptjt�1 ¼ AtPt�1jt�1A
T
t þQt ð4Þ

The predicted state is given by Eq. (3) and the predicted estimate covariance is
given by Eq. (4). Update (measurement or correction update equations):

Feedback

ẑt ¼ yt � Htx̂tjt�1 ð5Þ

St ¼ HtPtjt�1H
T
k þRt ð6Þ
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Kt ¼ Ptjt�1H
T
t S

�1
t ð7Þ

x̂tjt�1 ¼ x̂t�1jt�1 þKtẑt ð8Þ

Ptjt ¼ I � KtHtð ÞPtjt�1 ð9Þ

where in Eq. (5), ẑt denotes the measurement residual and y denotes the measurement
variables. In Eq. (6), S gives the innovation covariance and R is the measurement
variance matrix. In Eq. (7), Kt is the Kalman gain, P is defined as the state variance
matrix. In Eq. (8), x̂tjt�1 is the updated (a posteriori) state estimate and in Eq. (9), Ptjt is
the updated (a posteriori) estimate covariance.

2.2 Log Polar Phase Correlation

A powerful signal processing technique is the correlation filter and has been used in
object detection and registration problems. The use of correlation filter appears in
numerous applications such as signal matching, automatic target detection, missile
guidance systems, in medical imaging, and many others [4, 5]. The basic idea of the
phase correlation method is to see the similarity between two images. Phase correlation
is used in methods such as motion estimation, image registration, object tracking by
template matching. In particular the log polar phase correlation technique has been
shown to be robust to image scaling, rotation, and translation and provides a good
solution to image recognition.

Suppose f(x, y) represents a scaled, translated, and rotated version of an original
image h(x, y), given by [4, 5, 12],

f x; yð Þ ¼ hðs � x cos h� s � y sin h� x0;

s � x sin hþ s � y cos h� y0Þ
ð10Þ

After taking the Fourier transform of f(x, y) transforms it in frequency domain as,

F u; vð Þ ¼ 1
s2j jH u0 cos h� v0 sin h; u0 sin hþ v0 cos hð Þ� �

e�jðux0 þ vy0Þ
ð11Þ

where u′ = u/s and v′ = v/s. Taking the magnitude of F(u, v) results in the following,

MF u; vð Þ ¼ w �MHðu0 cos h� v0 sin h; u0 cos hþ v0 sin hÞ ð12Þ
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where w is defined as a weighting factor. Utilizing the polar coordinates r;uð Þ and
using the relation u ¼ r cosu and v ¼ r sinu. Inserting in Eq. (12) above will result in,

MF u; vð Þ ¼w �MHðr0 cosu cos h� r0 sinu sin h;

r0 cos/ sin hþ r0 sin/ cos hÞ� ð13Þ

and using trigonometric identities results in the following,

MF u; vð Þ ¼ w �MH r0 cosðuþ hð Þ � r0 sin ðuþ hÞÞ ð14Þ

which can be denoted by,

MF r;uð Þ ¼ w �MH r0;uþ hð Þ ð15Þ

Transforming the above Eq. (15) to log-polar form, by using the logarithm results in

MF log r;uð Þ ¼ w �MH log r0;uþ hð Þ ð16Þ

where r0 ¼ r=s and log r0 ¼ log r � log s.
It is seen by the use of the Fourier properties, a phase shift is produced by a

positional shift. Also, a linear scaling of the variables x, and y causes an inverse scaling
of the spatial frequencies u and v. Using the log-polar transform and applying it to the
magnitude spectrum, the scale and rotation are obtained by using the phase correlation.
This is possible because the scaling and rotation in the Cartesian system become pure
translation in the log-polar system.

2.3 Variation of Objects with Distance

The object appearance changes due to angle of viewpoint, change in shape, occlusion,
daylight, etc. [7, 9, 10, 11]. For example, as the road sign comes in view of a camera
the image of it changes with relationship to motion, becoming larger as camera is
moved toward it and smaller as the camera moves out [10]. The size of a slanted
image is more involved and needs the angle of camera or angle of object or both to
determine the size of an object [9]. For an object forming a 90° angle to a camera, the
size relationship of an object is:

Size ¼ Object size in pixels=ðNumber of pixels=cmÞ ð17Þ

Where pixels/cm is obtained by Object size/Actual size. The pixels/cm in the
equation is Camera dependent and needs to be determined beforehand, the distance to
an object can be determined using either ultrasonic sensors or LiDAR [8]. A known
object size can be inserted in an image and use it to calculate the pixels/cm relationship
(Fig. 1).

The algorithm to determine the size of an object from a video can be summarized as
follows:
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Algorithm:  
Preliminary Steps: Calibrate the pixel relationship to actual object size.
1.Assume original object dimensions are known for comparison and determining 

the error. 
2.Given a video frame. 
3.Detect an object of interest. 
4.Calibrate the relation of object size to number of pixels in frame with distance 

obtained by sonar.  Move object back and forth and left and right for obtaining 
the precise relationship of object scaling to number of pixels. 

Track, freeze frame, perform log polar phase correlation.
5.Keep track of the object using Kalman filter, predicting the object’s position. 
6.Freeze the frame and use log polar phase correlation to recognize the object by 

matching a reference template of an object.  If match is greater than a threshold 
then object is recognized else if match is less than threshold then object is not 
recognized.

7.If object is detected and recognized, approximate the dimensions using the pixel 
relation. 

8.Compare the calculated size with original size to obtain the error. 

Fig. 1. Using sonar to measure the distance to an object.

Fig. 2. Arduino microcontroller with a camera and sd card connected with wiring.
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3 Experiment Setup

An Arduino micro-controller board with a camera, sonar, motor, and a sd card were
assembled in the experiment setups. The sonar measures the range to an object, while
the camera is used to take a video. Matlab 2017 was used to write a script to capture
video and the Kalman Filter was used to track a moving object while the Phase
correlation method was used to match an object within the image of a frame video. The
algorithm uses the size to pixel relationship to calculate the size of an object and is
camera dependent.

Figure 2 shows a sd card connection and a camera assembled to an Arduino
microcontroller. The software is downloaded from the pc usb port via wire connection
to the board.

a) An example of a road with 
many road signs

b) Different road signs.

c) Stop and Go road sign d) Template of Stop sign

Fig. 3. Road signs and template matching using LPC.
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4 Results and Discussion

4.1 Moving Camera with Stationary Objects

In this scenario, a car is mounted with a camera and road signs are detected under clear
weather (not foggy weather) while the car is moving. As the video is captured, in real
time the road signs are tracked from frame to frame. Ideally, an angle of 90° would give
the best results for recognition, however practically it is not possible when the vehicle

a) Stop and Go road signs b) A Box

c) Blue Caps d) Blurred image of road sign

e) Sharp peak indicating match f) Multiple peaks difficult to match

Fig. 4. Object size calculation and image matching.
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is moving. Using the log polar phase correlation method discussed above results in
good recognition when the sign is at a 90° angle. However, in case the camera is in
motion the view of the road signs will appear to change with distance and angle.
Objects will appear to scale, and/or rotate. The log polar phase correlation is robust to
image scaling and rotation. Figure 3 shows the result of LPPC for a 90 snapshot of with
image template with a scaled and rotated version. Figure 3a, b shows an image with
many road signs and objective is to detect them and recognize them (Fig. 4 and
Table 1).

5 Conclusion and Future Work

In this paper, we have shown how to detect, track, recognize, and find the size of an
object. The Kalman filter is very useful in predicting the movement of an object and the
log polar phase correlation is robust to object scaling, translation, and rotation. The size
of an object is calculated by knowing the image scaling relationship due to camera
properties and a reference image. Also the distance and angle can be used to calculate
the size of an object. In our approach, a known image is inserted in an image to use to
determine the size of other unknown objects. As the camera moves toward an object,
the image becomes larger therefore there is an increase in number of pixels of object’s
image. As the camera moves away from an object its image in number of pixels
decreases. Knowing the precise relationship between actual size and dimensions of
image in terms of number of pixels the size of an object can be determined. The size
accuracy is fairly good when an object is moving back or forth with 90° angle with
camera view point and deteriorates as the image becomes slanted. A good example of
image slant is when viewing road signs from a moving car.

The size of a moving object is determined by tracking it from frame to frame. As
the object’s image changes due to motion, the tracking is done by correspondingly
using an adaptive template (i.e. a dynamic template updated every N frames or
depending on some threshold).

Future work involves work for cases of object slant and for feasibility of the
method in real-time applications.

Acknowledgement. The authors would like to thank FCIS and the Deanship of Research at the
Islamic University of Madinah and CSSE at the University of Hail for their support.

Table 1. Comparison of objects size between actual width and calculated width.

Object Direction Distance
(cm)

Actual width Calculated width Percent error%

Stop sign 90 15 5.5 cm 5.3 cm 3.63
Box 90 15 14 cm 14.08 cm 0.57
Cap 90 15 2.5 cm 2.4 cm 4.0
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Abstract. The Solar Diameter Imager and Surface Mapper’s (SODISM)
recording of data on the PICARD satellite in five different wavelengths has
increased the need to extract features such as Sunspots. This paper analyses the
overall sunspot detection performance, examines the correlation between the
filling factor of different SODISM wavelengths and the Solar and Heliospheric
Observatory (SOHO) filling factor, and compares them with the USAF/NOAA
catalogue. Four months of data from SODISM and SOHO, obtained for the
period Aug–Dec 2010, are analysed and compared. This comparison identifies
the best wavelength for sunspot detection in SODISM, and compares the overall
detection performance of three wavelengths; 535.7 nm, 607.1 nm and
782.2 nm. Furthermore, the study proposes a novel SODISM catalogue sum-
marising SODISM data details including the Filling Factor, area, and the
number of sunspots.

Keywords: SODISM � Sunspots � Wavelengths � SOHO � PICARD �
Filling Factors catalogue

1 Introduction

The 15th June 2010 saw the successful launch of the PICARD satellite; onboard was
the Solar Diameter Imager and Surface Mapper (SODISM), the imaging telescope
taking solar images at a rate of one image per minute to provide wide-field images of
the sun in five bands centred at 215.0 nm, 393.37 nm, 535.7 nm, 607.1 nm, and
782.2 nm, usually abbreviated as ‘215’, ‘393’, ‘535’, ‘607’, and ‘782’ [1]. However,
there is no uniformity in the quality of SODISM images captured at various wave-
lengths; the difference in image quality is evident in the slightly higher degradation in
wavelengths 215 nm and 393 nm, because of the combination of solar irradiation and
instrumental contamination where the W.L. 215 nm channel lost more than 90% of the
normalized intensity, and W.L. 393 nm lost about 80% [2]. Figure 1 shows a pro-
nounced decomposition in the UV channels. Meanwhile, the visible and near-infrared
channels present a temporal oscillation but remain relatively constant [3]. However,
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according to the previous degradation reasons, the comparison in this paper will be
between visible and near-infrared constant wavelengths (W.L. 535 nm, 607 nm and
782 nm). Detecting sunspots as individual elements is equivalent to determining which
pixels belong to each sunspot, thus determining which pixels are active points by using
the accurate threshold intensity level to isolate these points from the background [4].

The method presented here detects solar disc edges, then it detects sunspot can-
didates, and by iterative threshold on the gradient image which has been previously
normalized counting the number of the connected regions. Figure 3 charts the funda-
mentals of the applied segmentation method to detect sunspots [1].

Segmentation method was applied to images of 535 nm, 607 nm, and 782 nm
wavelengths, which were available at level 1B. Level 1B data products include a
number of corrections for any instrumental issues, all images were downloaded, which
amounted to a total of 206 for W.L. 535 nm, and each image had a size of 2048 �
2048 pixels. The data obtained was from 5th August 2010 to 4th January 2014 besides
306 images taken at wavelengths of W.L 607 nm, and 300 images at 782 nm; these
were collected between 2010 and 2014.

It is notable that many researchers use observatory images from the SOHO and
SDO satellites to detect sunspots, but the five SODISM wavelengths have been rela-
tively underused, and this prompted an interest in working with the SODISM images.
This article makes the following contributions:

• Applying an automated method to detect Sunspots from SODISM images in W.L.
782 nm with verification.

• The provision of a filling factor of W.L. 782 nm and comparisons with
SODISM W.L. 535 nm, 607 nm and SOHO images.

• Analysis of the correlation between SODISM wavelengths and USAF/NOAA
catalogue, in number and size of sunspots.

The paper provides statistical means of characterising SODISM data and novel FF
catalogue to summarise hundreds of experiments in a more concise manner, including

Fig. 1. Integrated intensity normalized time series of PICARD during his mission (Meftah et al.
2015).
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FF ratio, location and area of sunspots, this information will be the cornerstone in
future for any new comparison with SODISM data.

This research study is presented as follows: Sect. 2 summarizes the literature;
Sect. 3 presents the Pre-processing detection technique including verification and
comparison with USAF/NOAA catalogue, Sect. 4 presents Filling Factor computation
and catalogue; Sect. 5 discusses the results obtained from the previous sections;
Finally, Sect. 6 summarizes the conclusions.

2 Literature Survey

Generally, the detection of the solar disk boundary limb is necessary to determine
requirements such as the radius and centre of the disk, these requirements are necessary
to obtain the segmentation features [4]. Once this information becomes available, any
interior features such as Sunspots or bright regions can be analyzed on the solar disk.
Particularly, SODISM images follow the same rules and use a thresholding approach to
segmentation, because it is considered the simplest and quickest method [4]. But the
unevenly distributed light of the background solar disk in SODISM images makes the
global thresholding of the solar disk an impractical solution. Correcting in a pre-
processing to normalize image brightness might lead to better segmentation. Most of
the previous approaches applied on SODISM to detect sunspots have been summarized
in previous papers, see [3] However Alasta et al’s most recent papers in 2017 [5] and
2018 [3] on the topic of sunspot detection on SODISM images applied to 535 nm and
607 nm W.Ls described their methods as follows:

For the 535 nm W.L.

• Detect the solar disk border and record its centre and radius.
• Convert scale of the image from a signed 32 bit, to 8 bit.
• Remove noise by using Kuwahara and à Trous filters.
• Correct pixel brightness outliers and employ a Bandpass filter to display the sun-

spots on a normalized background.
• Finally, locate the sunspot by the use of the threshold method.

A comparison between the filling factor results produced by this method and the
results produced by the SOHO method has established a correlation coefficient of
98.5%.

And recently, in 2018 Alasta et al. provided a new method for 607 nm W.L [3];
their methods were as follows:

[i] The Solar limb is extracted
[ii] The sunspot gradient is calculated
[iii] Use a closing operation to fill the holes.
[iv] Compute the image obtained in the gradient image and the original image
[v] Isolated noise from the sunspot gradient,
[vi] Use the Kuwahara filter to remove the unwanted noise.
[vii] Only those sunspots where the difference between the maximum and mini-

mum grey values of a pixel is greater than 5 are verified.
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Finally Fig. 2 shows an example of the result by applying a binary overlay in red
colour and superimposing the original image. Their result is the first automated method
to achieve 99% correlations between SOHO and SODISM.

3 Preprocessing and Detection of Sunspots

Detecting sunspots as individual elements are equivalent to determining which pixels
belong to each sunspot, thus establishing which pixels are active points by using the
accurate threshold intensity level to isolate these points from the background [4]. The
threshold should be computed for each image because it varies from image to image.
This method applied on SODISM images for W.L 782 nm to compare results with
WLs, 535 nm and 607 nm from previous work [5, 6].

In total, 300 images were obtained at a wavelength of 782 nm. They were the same
size as the images from the other wavelengths (2048 � 2048 pixels). The images at
this wavelength are free from visible noise, and ghosting artefacts were not observed.

The pre-processing is applied on SODISM images by using Alasta et al’s. method
[7] to prepare data to the next stage. The method detects solar disc edges then sunspot
candidates, and by iterative threshold on the gradient image which has been previously
normalized, counting the number of the connected regions. Because the method is
automated, it does not invite the problems associated with the pressure of time, and can,
therefore, be used on large data for W.L. 782 nm. The method is developed to auto-
matically detect sunspots in 782 nm SODISM L1 images, and is programmed in
MATLAB; it adopts the following steps; Fig. 3 shows the flowchart diagram for the
basic fundamentals of the applied segmentation method to detect sunspots. The pre-
view method for detecting sunspots by Meftah et al. [8] has limitations because a

Fig. 2. The recognised sunspots on the original image (Color figure online)
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manual threshold has to be entered. Furthermore, these procedures take the most time,
and the method applies only to 393 nm W.L. images, so does not apply to large data,
while this study’s method can be applied to 535 nm and 607 nm.

Ignored Spot

SE=10

SE=SE+1

Original SODISM 
Image 

Apply Closing

Subtracting Original & 
closing image

Determine 
Threshold 

Background 
detected

Threshold 
value TLv= 0

TLv =TLv+1

Counting sunspot 
candidate

Grey distribu-
tion value > 5

Verified sunspots

Apply visual comparison

Yes

Yes

No

No

Fig. 3. Chart diagram of the sunspot detection procedure
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Yes

Yes

Add this sunspot to list of Sun-
spot associated with this flare

Choose the sunspot with minimum time difference

Associated sunspot pairs data set

No

No

Parse Sunspot Data 
from SODISM

Parse Sunspot 
Data from NOAA

Read one flare 
data line

Flare has 
NOAA

Search for Sunspot groups 
matching NOAA date

Find the time difference be-
tween each sunspot pair

Time 
diff. < 6

Date is vialed 
in SODISM

Fig. 4. Comparison between the numbers of sunspots
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3.1 Verification

This stage includes the recognition of sunspots on the solar disk after the solar limb has
been extracted. The umbra and penumbra are not separated in the SODISM images;
they are considered and processed as a whole due to the limitation in the resolution of
the data. The steps set out in Algorithm 2 facilitate the identification of sunspots (see
Fig. 3 for the related images).

3.2 Accuracy of the Automatic METHOD Compared
with the USAF/NOAA Catalogue

The Flowchart Fig. 4 has been applied to obtain a comparison between the number of
sunspots detected in the SODISM WL 782 nm images and the USAF/NOAA cata-
logue. Depending on the NOAA catalogues, the accurate sunspot number results can be
identified; Fig. 5 illustrates the structure of this catalogue. The algorithms were applied
to the sunspot data for the period from 2010 to 2014.

The example in Fig. 6 shows an example of a sunspot recorded in a SODISM
image on the 5th August 2010 at 04:49. Moreover, searches in the USAF/NOAA
catalogue for 5th August 2010 show data for three different times, namely: 02:36,
07:35 and 16:35. Thus, the nearest time at 07:35 is chosen, the number of sunspots in
the USAF/NOAA was four, and the SODISM segments map also show four; fur-
thermore, the position of these sunspots is recorded as N13W24, N11E67, S19E56 and
N25W49 respectively in the USAF/NOAA catalogue, which matches the results from
the SODISM images inspection.

Fig. 5. USAF/NOAA sunspots catalogue data

Fig. 6. Example, Aug., 5th 2010 for USAF/NOAA catalogue shows time chosen
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The sunspot detection and grouping algorithm was tested on the SODISM archived
images for the period August 2010 – January 2014 for W.L. 535 nm. Figure 7 shows
the comparison with the USAF/NOAA catalogue has been made and the correlation
accuracy is 95.17%. Figure 8 shows the plot.

The sunspot areas calculated by the automated sunspot detection method were
compared to those recorded by the USAF/NOAA. More than two hundred individual
images were compared, from August 2010 to January 2014, and results are summarized
in Fig. 8. With the exception of regions with images from 2013 and 2014, where there
was degradation in the images, there is a strong correlation between the automated
sunspot area and the USAF/NOAA sunspot area. A visual inspection of the SODISM
images seems to confirm that the automated procedure works well and confirms the
results

3.3 Visual Sunspot Verification

In order to verify the detection results, a few randomly selected images of recognized
sunspots were chosen. The detected areas are magnified and compared with the original
images, and Fig. 9 shows an example of the results.

Fig. 7. USAF/NOAA sunspot numbers vs SODISM automated sunspot numbers.

Fig. 8. Showing the plot of sunspots VS the time for SODISM (2010-2014).
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4 Filling Factors Computation

The filling factor (FF) is a function of the radial position on the sun disk. Thus, the
calculated FF for any chosen feature reflects the fraction of the solar disk covered by
that feature. For identification purposes, the system generates and assigns a synthetic
spectra reference. [9] Eleven rings divide the solar disk beginning with an inner radius
(RI), and concluding with an outer radius (RO).

For the SODISM WL 782 nm images, a correlation of 93% with SOHO was
achieved for the same period (from 22 Sep. 2010 to 25 Dec. 2010), and Fig. 10
illustrates this comparison.

Fig. 9. Enlarge most of the recognised sunspots: the top images show the original sunspot
images and the bottom images show the zoomed images.

Fig. 10. A comparison of sunspot FFs ratio calculated from SOHO and SODISM images
from 22 September 2010 to 25 December 2010.
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The researchers’ previous paper [3] clearly mentions the data obtained for the
607 nm W.L. were 306 images collected between 22nd Sep. 2010 and 1st Jan. 2014.
The FF of this data sharing with SOHO has been calculated and compared with
SODISM over the same period (i.e. Sep., Oct. Nov. and Dec. 2010). The correlation
coefficient was 99%. While the correlation coefficient of WL 535 nm FF with SOHO
was 98% [5] (Fig. 11).

4.1 Filling Factor Catalogue

In the literature, the FF, specified as a function of radial position on the solar disc, is
calculated and then tabulated for each image. However, this process does not provide
extensive conclusive data concerning the experimental research carried out on the
many hundreds of these images. To provide a means of tabulating these findings such
that a single glance at a table would give an overall picture of the work done, a
cataloguing procedure was proposed. The FF catalogue holds records of SODISM
images information; this catalogue will be organized as follows:

The first column records the sunspot date in the dd/mm/yy format, the second
column will record the time of the sunspot in SODISM, and the third column is the
equivalent time in the USAF/NOAA catalogue. The fourth and fifth columns show the
number of sunspots in SODISM images, and the equivalent number of sunspots in the
USAF/NOAA catalogue, the location of SODISM catalogue sunspots is shown in the
sixth column and their size in the seventh. The filling factor ratio is recorded in the
eighth and final column. Figure 12 shows an example for the FF catalogue. It is notable
that the SODISM data is available from August 2010 to January 2014, and that
explains that Fig. 13 shows only one month in 2014.

Fig. 11. FF calculation of sunspot from SOHO and SODISM images from 22th Sept. 2010
until 25 Dec. 2010 [3].
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The comparison is made of daily sunspots (illustrated in Fig. 13) extracted by the
automatic method from SODISM images from August 2010 until January 2014, with
those available as TXT files at USAF/NOAA catalogue. The horizontal axis represents
the date of image capture; the vertical represents the sunspot area, in units of millionths
of a solar hemisphere. The correlation coefficient in the same tendency is 93% shown in
Fig. 14.

Fig. 12. FF catalogue for SODSIM images

Fig. 13. Sunspot areas extracted from SODISM by the automatic method; and sunspot areas
provided USAF/NOAA in Aug. 2010 – Jan 2014

Fig. 14. The correlation coefficient between USAF/NOAA and SODISM Sunspot area
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One aim of this study is also to obtain solar spectral variation on SODISM images
at 782 nm (Fig. 15). We can check with the SES sensor onboard PICARD, which
measured the solar spectral irradiance at 782 nm during the same period, and on the
same spacecraft. When we will confirm the Alasta et al. method at 782 nm between
SES data and SODISM images, we will make the analysis for the other wavelength in
the solar continuum (535 and 607 nm). For this analysis with PICARD/SODISM
images, we need to correct the data with the limb darkening function of the Sun [10].

5 Results

The correlation between SOHO and SODISM data, or measure of dependence between
the two quantities, is calculated as Pearson’s correlation coefficient, which is 93% in
782 nm while it is 99% in WL 607 nm [6] and 98% nm in WL 535 nm [5]. Figure 7
shows sunspot numbers coverage from October 2010 until the end of life for the Picard
satellite on 1st January 2014, also Fig. 10 shows a comparison between the filling
factors calculated for the SODISM 782 nm images from the Picard satellite and the
MDI intensity-gram images from the SOHO satellite over a similar period. This result
leads us to concede that WLs 535 nm and 607 nm are the best bands to detect sunspots
in SODISM images.

The comparison has been made between the SODISM catalogue and the
USAF/NOAA catalogue in the number of sunspots detected and their location and size
over the same period of time. The accuracy comparison for the period August 2010 to
January 2014 shows a correlation coefficient of 95.17% (Fig. 13). Moreover, the sizes
of sunspots match 93% in the USAF/NOAA catalogue (Fig. 14).

6 Conclusions

The proposed segmentation method has been applied to the entire image data down-
loaded for 782 nm to detect sunspots and calculate their filling factors. A comparative
analysis of the proposed segmentation method in relation to the USAF/NOAA cata-
logue has been completed. An automated method is used to detect sunspots on
SODISM images, despite the image degradation throughout the lifetime of PICARD.

Fig. 15. Solar spectral variation on SODISM images at 782 nm
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Perhaps the most significant contribution of this research is the SODISM FF catalogue;
the novel catalogue summarizes information and details of available SODISM images
including size, number and location of sunspots.

The proposed and implemented cataloguing procedure gives a clear representation
of the SODISM data. It is hoped that researchers will use the proposed technique in
their future work.
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Abstract. In this research, a platform is proposed based on optimization algo-
rithms for Energy Management System for buildings. Building energy con-
sumption can be minimized based on Artificial Intelligence and user requirements
of power supplied therefore allowing comfort to consumer with efficient operation
and functioning of the building. A prototype using SMART devices with a
microcontroller is implemented and tested. It is observedwith propermanagement
of the operation of devices efficiency increases and therefore consumer costs
reduced. A master controller communicating with multiple apartment controllers
is proposed with massage passing interface.

Keywords: Energy management system � SMART devices �
Optimization algorithms

1 Introduction

In today’s energy management system, there is the need for consumer participation in
demanding comfort and partial management of which appliances should be powered on
or off [1]. Commissioning of buildings has many benefits such reducing power wastage,
operating of equipment HVAC efficiently, and many others [2]. The Organization for
Economic Cooperation and Development (OECD) consisting of 34 countries have
shown in their report the building sector accounts for 25 to 40% consumption of energy
[5]. In [6], it was predicted that the amount of power required for lighting would be 80%
higher in year 2030. It also mentions efficient lighting would reduce the amount of CO2
emissions. It has been shown building energy management systems are required for the
increasing demand for energy [8, 9]. Performance studies on energy management sys-
tems have shown by proper control of HVAC in buildings lowers the costs to the owners
[3, 4, 7, 10, 11]. Artificial intelligence using neural networks have been studied to even
further reduce energy consumption in the Smart buildings [12].

The owner of the building and the tenants may agree on abiding by their agreed
upon rules and have fixed and flexible scheduling of their own for how long or when
the appliance may be used during which time of the day. The basic idea is to have a
microcontroller system using either wired ethernet connections or wireless access
points at the apartment level. There is another microcontroller system at the building
level called the Master Premises energy management system and which is connected to
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a substation layer. Internet of Things (IoT) is a useful platform to achieve this control.
It is observed the IoT devices continue to increase in numbers and therefore efficient
energy management for IoT in Smart Cities is highly desired. Another important thing
in energy management software is the security aspect and the applications must have
high level of authentication and security built into them.

There are many vendors producing Smart devices and are available in the market
now a days. One of the main problems among the vendors is the compatibility issue
and users or developers need open source building automation platforms. Two open
source platforms discussed in this paper are the OpenEMS and BEMOSS.

2 OpenEMS and BEMOSS Open Source Platforms

An electrical power management system (EPMS) is defined as an electronic system that
provides detailed information about the transmission of power in an electrical power
generation system or power substation. PMS record and provide data about power
systems and power-related events. That information is used to manage power gener-
ation efficiencies, batteries and capacitor banks, gas or steam turbine relays and other
systems in power generation stations and power substations. EPMS can visually dis-
play real-time or historical data. The system ties together the essential data that for-
merly had to be checked on numerous readouts and gauges by equipment operators.
Supervisory control and data acquisition systems (SCADA) systems often use EPMS,
especially those used in power plants.

Besides power generation stations, EPMS can be found in manufacturing plants, on
large ships’ generators and in similar high power demand locations. Some EPMS are
their own systems, while others integrate with supervisory control and data acquisition
(SCADA) and yet others are hybrid systems.

EPMS that include generator protection and control (GPC) relays and those that are
integrated with SCADA can automate many power-related relays. This control helps
increase power efficiency, especially in times of high draw. Some products claim they
can help reduce peak power draw by 50%. Applied to the power grid, this reduction
could theoretically alleviate concerns of a power crisis resulting from peak demand.

Better power management is helpful in terms of smoothing power demands.
Smoothing out peak and low demand is often very beneficial and lower in cost as the
problem in energy systems is often not that overall average power is too high but that
peak draw times exceed momentary power production. In North America, this is true of
the power grid as well as many power generation stations large and small.

2.1 OpenEMS

OpenEMS was developed by FENECON GmbH, a German company specializing in
manufacturing and project development of energy storage systems [13]. It is a modular
platform for energy management applications and is widely used in private, commercial,
and industrial applications. OpenEMS is useful in applications which control, monitor,
and integrate energy storage systems, complementary devices, and renewable energy
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sources. OpenEMS has Internet of Things (IoT) stack which consists of the following
3 main components. OpenEMS Edge controls the devices and executes on the site.

OpenEMS UI is the generic user interface component, and OpenEMS Backend
executes on a server (e.g. cloud) and connects the decentralized Edge systems [14]. It
also provides aggregation, monitoring, and control through the internet.

The main features of the OpenEMS are wide range of supported protocols and
devices (meters, battery inverters; modern web based real-time interface, extendable
with the use of modern programming languages and its modular architecture.

2.2 BEMOSS

BEMS stands for building energy management system, which monitors and controls
building’s power requirements [14]. It can control, fire alarm system, lighting, security,
ventilation, air conditioning, and heating in residential or commercial buildings. BEMS
is similar in some ways to OpenEMS as it also has a centralized control center from
which to control other systems.

BEMOSS stands building energy management open source software built upon
VOLTTRON which is a distributed agent platform developed by Pacific Northwest
National Laboratory (PNNL) [15]. BEMOSS is a middleware having a seamless
interface to variety of devices manufactured by various companies and also has the
interface to the application layer where the software developers can develop modules
which can be integrated with a variety of functionalities. It has the following features,
open source, plug & play, interoperability, scalability and ease of deployment, local
and remote monitoring, security, and support.

3 Experiment Results

3.1 Hardware Setup

The testbed is shown in Fig. 3 which is setup in our university lab and consists of
hardware having SMART devices such as plugs, inverters, lights, and controllers.
These devices are compatible with the BEMOSS system installed on our main PC. As
currently there is no integration of BEMOSS with Arduiono microcontroller. In our lab,
the Arduino using a webserver communicates wirelessly with the PC and transfers data
read from the sensors. The main controller consists of an Arduino microcontroller. The
Arduino microcontroller is open source and easily available in the market. The Fig. 1
below shows a Smart home environment. The Smart residential building environment
can be thought of multiple stacks of Smart home environments.

The main distinction in this research is the customer demand of power and device
management. For example, a customer may demand the home heating, air condition-
ing, and ventilation (HVAC) be at comfortable levels or at the level of their desire.
Multiple apartment controllers communicate with master building controller for power
demand. The communication occurs between master and apt controller via message
passing interface. The Master controller is connected to grid station and receives
information such as time when power cost is minimum and load is peaking. This
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information is conveyed to apt controller notifying the occupant when is the best time
to use appliance such as washing machine or clothes dryer, or best time to iron clothes.
Also, the user may demand which appliances to be powered on for their comfort such
as A/C or heating.

Fig. 1. A SMART home environment with master arduino ethernet server and remote envi-
ronment based on android systems [16].

Fig. 2. An overview of hardware and software for a smart building with master controller and
communication with multiple apartment controllers [16].
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As it is seen in Fig. 2 a microcontroller is useful in controlling devices via a
communication link. For residential buildings air conditioning, heating, and ventilation
are the items most desired by customers to control. Therefore, sensors installed would
be constantly monitoring the environment and communicating with the Building
Energy management systems. The communication channels may be wired or wireless.
In our experiments, wireless modules were used with an Arduino microcontroller.
Arduino is an open source microcontroller and comes with IDE software for pro-
gramming. The sensors monitor outside temperature, occupancy of apartment whether
it is occupied or not, also sensors to monitor inside temperature of apt, and whether
lights are on or off. As more sensors are installed to monitor the environment and
control the devices the more precisely power efficiency is achieved. A common sce-
nario is when in winter time a sudden cold front occurs and the tenants of a building
increase the heat at the same time. In this situation, the power company will have to
provide more power and a peak in power output will occur and therefore a rise in cost
to the owner and tenants of the building. Too much rise in peak power are the usual
cause of blackouts. Table 1 below shows how information from sensors will help
provide power efficiency. Neural networks can be incorporated to read in sensor data
and classify power usage depending on the device, hour of the day, temperature,
daylight, etc. Using Artificial intelligence in studying the behavior of tenants, climate
change, receiving data from sensors, etc. may also lead to systems with overall cost
savings to tenants and building owners. The major savings comes when the sensors
notify the master controller whether the apt is occupied or not occupied. If not occupied
then there is no need to increase the temperature and hence less heating therefore will
be a decrease in power consumption. Also, in this case of no occupancy there will be
no need for lights therefore further reduction in power consumption. The heating of
building may also be controlled by opening or closing of blinds of windows, closing of
open doors by automatic controlling of motors. The lighting system of a building is
also controlled by an Arduino micro-controller based system. Table 2 below shows
typical appliances which are controlled by the building owner, and those controlled by
the tenant. The hours of operation those controlled by the tenant are flexible compared
those controlled by the owner of building. The Master controller may communicate
with the apartment controllers and notify it of the best price offered by the utility
company at which hours of the day the power is cheapest. Consumer having this
information then will be able to program their devices or use them at the hours which
are cheapest cost to them.

The monitoring and control of devices utilizing the BEMOSS platform and inte-
grating it with multiple Arduino microcontrollers is studied for reliability of operation.
The energy saving = energy cost (without algorithm) – energy cost (with algorithm)
where the algorithm is used to properly manage the devices based on energy cost
savings, and based on user demand priority settings. The algorithm is based on opti-
mization algorithms such as the Genetic algorithm. The bottom line is to minimize
power usage under the constrained of user demand, comfort, priority of appliance
operation, hour of the day, and minimum cost times. Table 2 shows the typical types of
power loads, KiloWatss (KW), and number of hours the appliance is typically on.
Different tenants may differ slightly in their hours of usage.
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The function to minimize is

f ðxÞ ¼ EcðxÞ þEhðxÞ þEf ðxÞ þELðxÞ þEpðxÞ þEoðxÞ ð1Þ

where Ec is the energy consumption for A/C, Eh is the energy consumption for heating
Ef is the energy consumption of the fans, EL is the energy consumption of lighting, Ep

is the energy consumption of pumps, and Eo is the energy consumption that includes
other appliances such as washing machine, clothes dryers, and iron. The genetic
algorithm consists of the following phases, 1. Initial population, 2. Fitness function,
3. Selection, 4. Crossover, and 5. Mutation. The prediction of energy consumption is a
difficult problem and varies with outside temp, user demands, occupancy, sunlight, etc.
The daily power consumption continuously varies ups and down as shown in Fig. 4.
However, when climate changes it becomes more predictable the demand will increase
such as cold front kicking in. Another scenario is when there is no tenant and apt is
unoccupied then power consumption is more predictable to be less.

Furthermore, to minimize power is to incorporate SMART devices communicating
and recommending the tenant on time of day to operate an appliance when the cost of
utilities providing power is minimum. For example, if the user is informed of best time
to operate washing machine or clothes dryers, or the best time to iron clothes. The
building owner is informed automatically to turn off lights in areas of building where
not required. Figure 5 shows the energy savings on average of a typical apartment.
Series1 is without using any algorithm and series2 graph is the result of using algo-
rithm. It is seen minor savings can add up when considering large residential buildings.
Energy savings of 10% to 30% were obtained in lab simulated environment.

Fig. 3. A testbed of SMART devices used in experiments with BEMOSS and Arduino micro
controlled sensors in our university lab.
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Table 1. Power efficiency based on temp and occupancy sensors.

Apt Lights Heating Occupied Outside temp
before 12 °C

Outside temp
now 5 °C

Power

Heat before Heat demand

1 25 20 Yes 22 27 Increased
2 40 30 Not 24 24 No change
3 75 10 Yes 23 28 Increased

Fig. 4. Power consumption on average daily basis with fluctuates randomly in a residential
building.

Fig. 5. Power consumption on average on a simulated monthly basis, series1 is without using
any algorithm and series2 is with using algorithm.
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4 Conclusion

With the year over year increasing demand for energy in residential or commercial
buildings. It is seen that power efficiency is necessary when user demands a certain
level of comfort, for example due to a sudden cold front kicking in. It is necessary for
owners of buildings to communicate with the tenants and inform them of energy
reduction and its benefits to both in cost savings. Also, installation of SMART devices
will help in energy savings and usage of certain types of Led lighting. Timers and
power strips are also helpful in energy reduction and therefore recommended. It is seen
open source microcontrollers can be used with sensors for sensing the environment and
providing valuable information to the energy management system and integrating to
robust BEMOSS platform and therefore providing a more versatile power efficient
system. In the future, large number of sensors will be utilized with microcontrollers to
simulate a realistic environment and a performance study will be made with integration
to the BEMOSS system. A robust communication and security are also necessary in
such large sensor systems.
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