Unlocking the Value of Public Sector m
Personal Information Through i
Coproduction

Walter Castelnovo

Abstract In their day-to-day operations, public sector organizations collect and use
huge amounts of information that if made available for re-use would contribute to
economic growth. Much of this information directly or indirectly can lead to the iden-
tification of ‘natural persons’ and, as such, the personal data protection regulation
applies to it. According to the General Data Protection Regulation (GDPR) issued by
the EU in 2016, unless it is regulated by a specific legislation, personal information
can be processed only based on the data subject’s explicit consent. This raises the
question of what strategies public organizations could implement to make the data
subjects willing to allow the (possible) re-use of their personal information. By elab-
orating on evidences from the economics and the psychology of privacy literature,
the paper suggests that public sector organizations can implement a coproduction
strategy to unlock the value of public sector personal information in a user-centric
personal information ecosystem. More specifically, the paper argues that the data
subjects can be made more willing to consent to the processing (and possibly to the
re-use) of personal information by involving them as coproducers in the processes
through which public sector organizations can support economic growth in the digital
society.

Keywords Coproduction - Public sector information - Privacy - Personal
information

1 Introduction

Information is the fundamental resource in the Digital Society. The pervasive diffu-
sion of devices with high information processing capacity and low cost allows pro-
ducing huge amounts of information every day. People using personal information
processing devices produce an ever-increasing share of this information. Spieker-
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mann et al. [47] report that every day individuals send or receive 196 billion e-mails,
submit over 500 million tweets and share 4.75 billion pieces of content on Facebook.
This information is generated by individuals and (directly or indirectly) pertains to
individuals; hence, it should be considered as personal information, according to the
extended definition of Kang [22].

Acquisti et al. [2, p. 444] observe that “individuals’ traits and attributes (such as a
person’s age, address, gender, income, preferences, and reservation prices—but also
her clickthroughs, comments posted online, photos uploaded to social media, and so
forth) are increasingly regarded as business assets that can be used to target services
or offers, to provide relevant advertising, or to be traded with other parties”. This
explains why personal information is increasingly being considered as a fundamental
economic asset, the new ‘oil” of the 21st century [53], an important currency in the
new millennium to which also a relevant monetary value can be associated [51].

While a remarkable value resides in personal information, it often remains
untapped due to the quite stringent limitations the privacy preserving regulations
impose on its use by both public and private subjects. According to the World Eco-
nomic Forum, creating a user-centric personal information ecosystem in which “in-
dividuals can have greater control over their personal data, digital identity and online
privacy” and where individuals “would be better compensated for providing others
with access to their personal data” [53, p. 10], can represent a possible strategy for
unlocking the value of personal information. If the control (if not legal ownership)
over personal information is given back to them, the data subjects are allowed “to
decide whether and with whom to share their personal information, for what pur-
poses, for how long, and to keep track of them and decide to take them back when
so wished” [16, p. 5].

This raises the research question the paper intends to address, i.e. what strategies
can organizations implement to make the data subjects willing to share their personal
information, once the control over that information is given back to them? This is
a timely endeavor, since new regulations are being issued that grant to the data
subjects more control over the use of their data. An example of such regulations is
the General Data Protection Regulation (GDPR) issued by the European Parliament
in 2016 that represents an important step toward the establisment of a user-centric
personal information ecosystem [43].

The GDPR defines stricter obligations for the data controller (defined as the natural
or legal person, public authority, agency or other body which determines the purposes
and means of the processing of personal data) to ask for explicit consent to process
personal information. Moreover, the new regulation establishes some new rights for
the data-subjects: the right to obtain from the data controller access to and rectification
or erasure of personal information; the right to restrict or object to the processing of
personal information; and the right to data portability.

The GDPR provisions reinforce the data subjects’ control over the processing
of personal information, defined as collection, recording, organization, structuring,
storage, adaptation or alteration, retrieval, consultation, use, disclosure by trans-
mission, dissemination or otherwise making available, alignment or combination,
restriction, erasure or destruction. This could limit the possibility of re-using per-
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sonal information since according to the GDPR, unless a specific regulation applies
to it, personal information can be processed only based on the data subjects’ explicit
consent (Article 6.1.a).

This qualitative paper, which is based on a conceptual research approach [31], tries
to answer the research question above by considering the case of personal information
collected and used by public sector organizations (PSOs) without being mandatory
for the data subjects to provide them (for instance, information collected from sensor
networks in smart cities). The case of the processing of personal information col-
lected by public sector organizations is interesting since, different from non-public
organizations, PSOs can offer the data subjects neither economic compensation nor
non-monetary benefits specifically delivered to them in order to obtain the con-
sent to process their personal information. However, evidences from the economics
and psychology of privacy literature suggest that economic compensation is not the
only reason that could motivate data subjects to disclose their personal information.
Empirical researches found that psychological elements related to self-expression,
self-efficacy and self-identity provide a better explanation of the individuals’ online
disclosure behaviors than motivations related to economic compensation or non-
monetary benefits.

Interestingly, in the marketing literature these elements have been related to the
benefits (potentially) deriving from the coproduction experience. Based on this obser-
vation, the paper suggests that PSOs could implement a coproduction strategy to
unlock the value of public sector personal information (PSPI) in a user-centric per-
sonal information ecosystem. More specifically, the paper argues that, by assuming a
concept of privacy as data control [6, 56], the data subjects’ consent to allow PSOs to
collect, use and (possibly) make available for re-use information pertaining to them
can be considered as the individuals® contribution to the processes through which
PSOs can support economic growth in the digital society. Such contribution amounts
to the individuals’ provision of a critical resource, which is what the coproduction
of public services usually amounts to.

2 The Impact of the Data Protection Legislation
on the Re-use of Public Sector Personal Information

The technological evolution makes available to individuals and to public and pri-
vate organizations devices, tools and services that allow generating every day huge
amounts of information. According to IDC’s 2017 Digital Universe update, the num-
ber of connected devices is projected to expand to 30 billion by 2020 and to 80
billion by 2025 when the amount of data created and copied annually will reach 180
Zettabytes (180 trillion gigabytes). The dimension of the phenomenon supports the
emerging of a new data-driven economy whose value in the EU was €285 billion in
2015 and that is expected to increase to €739 billion by 2020 if favorable policy and
legislative conditions are put in place in time and investments in ICT are encouraged.
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Fostering Open Data policies is among the strategic actions that could have high
impact on the development of the EU data-driven economy. The implementation of
the open data policies directly involves public sector organizations since the public
sector is one of the most data-intensive sectors. In their day-to-day operations, PSOs
process large amounts of information (including demographic, socio-economic, geo-
graphical, meteorological and municipal management data, as well as data from
publicly funded research projects and digitized books from libraries) that if shared
could be of great value for both people and firms. According to an EU Commission
report, the total direct economic value of public sector information (PSI) is expected
to increase from a baseline of €52 billion in 2018 for the EU28, to €194 billion
in 2030, whereas the indirect economic value is estimated to be between 3.5 and
3.78 times as large as the direct economic value [1]. Due to this value of public sec-
tor information, many governments worldwide implemented policies to foster PSI
re-use, also as open data, as a way to contribute to economic growth in the digital
society. This is the principle at the basis of the EU Directive on the re-use of PSI,
currently under revision, and the open data/open government policies implemented
by many EU national governments [21, 37, 58].

Much of the public sector information contains personal information, both ‘ordi-
nary’ and sensitive [41, 44], that can be qualified as public sector personal information
(PSPI). To PSPI the data protection legislation applies, which could limit severely
the possibility of re-using PSPI to contribute to value creation in the data-driven
economy. This could be a problem since personal information is among the most
valued information for companies operating in the sector. Liem and Petropoulos
[26] estimate that applications built on personal information can provide quantifi-
able benefits of as much as €1 trillion annually by 2020, with a benefit of about € 330
billion annually accruing to private and public organizations. For this reason, besides
policies to foster open data, also measures concerning personal data protection and
consumer protection are among the strategic actions that are expected to have high
impact on the development of the EU data-driven economy.

The General Data Protection Regulation (GDPR), issued by the European Parlia-
ment in 2016, is one such measure. By defining reinforced rules on use and consent,
on profiling and on the obligations of companies when handling personal informa-
tion, the GDPR is expected to reinforce trust of citizens resulting in a continuous
sharing of personal information as an important input for value-added data services.
Moreover, rules on consent of re-use of data for purposes different from the original
purpose of collection, and data minimization will allow Big Data analytics to exploit
more data with fewer restrictions.

The GDPR gives a quite extensive definition of personal information as any infor-
mation relating to an identified or identifiable natural person. This definition of per-
sonal information as personally identifiable information is strictly related to the idea
of privacy as ‘the right to be let alone’, as defined by Warren and Brandeis in 1890
[22, 45]. Based on this concept of privacy, the processing of personal information
must be limited because it can lead to the identification of an individual, which could
represent an intrusion in his private life.
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Influential as it has been, the definition of personal information as personally iden-
tifiable information appears to be problematic in the highly interconnected world of
today in which individuals are embedded in complex networks of relationships that
make the distinction between the public sphere and the private sphere more and
more blurred. Moreover, the technological evolution, the increasing amount of pub-
licly available information, the diffusion of data analytics tools and the emergence
of powerful re-identification algorithms have made the personally identifiable infor-
mation concept critical since even anonymized data could have significant privacy
consequences [39, 50]. This impacts also on open data initiatives: open data that do
not seem to be personal data on first glance may become personal data by combining
it with other publicly available information or when it is de-anonymized [24].

There are already plenty of examples of publicly available information released as
open data that have been used to identify individuals [19, 20, 40, 49]. Aggregated or
anonymized information contained in open data set that do not allow the identification
of individuals when released, may become personally identifiable information as
more and more powerful re-identification tools and auxiliary information become
available [15].

The GDPR tries to avoid, or at least to reduce, these risks for privacy by assuming
an extensive definition of ‘identifiable’:

To determine whether a natural person is identifiable, account should be taken of all the
means reasonably likely to be used, such as singling out, either by the controller or by another
person to identify the natural person directly or indirectly. To ascertain whether means are
reasonably likely to be used to identify the natural person, account should be taken of all
objective factors, such as the costs of and the amount of time required for identification, taking
into consideration the available technology at the time of the processing and technological
developments. (Recital 26)

According to this definition, the concept of personal information should be con-
sidered as a dynamic concept since with the development of technology more and
more information can fall under the characteristics of personal information and,
consequently, should be treated according to the privacy protection rules [57]. This
can determine critical consequences on the possibility to exploit the value of PSPI
(and, more generally, of personal information) to create value within the emerging
data-driven economy. In fact, any information that in the future might be linked to
individuals, should be considered and treated foday as personal information [24, 28].
Moreover, if information shared today as open data becomes personal information in
the future simply because technological developments have made it possible to use
it to identify individuals, how can privacy breaches be avoided, given that it is very
difficult to effectively remove information once it has been published? According to
the GDPR (article 6), in order to be lawful the processing of personal information
must be based on the data subject’s consent (as a general rule). How can the data sub-
ject’s consent be obtained for the processing of information that has been published
(possibly) a long time before?

If PSI containing personal information is made available for re-use, the applica-
tion of the principles of data protection stated in the GDPR will create a tension,
if not a contradiction, between two apparently conflicting principles. On the one
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hand, the need to contribute to economic growth through the sharing of PSPI, which
can potentially lead to the (re)identification of individuals. On the other hand, the
need to safeguard the individuals’ privacy that, in the EU legislation, is considered
a fundamental human right [20, 38]. This makes the re-use of PSPI a non-trivial
matter, which makes the simplest choice to exclude as much PSI containing personal
information as possible from the scope of PSI legislation [1, p. 137] thus leaving an
huge amount of potential value untapped [21, 28, 59].

3 Privacy and Personal Information Protection
in an Interconnected and Networked World

The notion of data protection originates from the individuals’ right to privacy: how
privacy is conceptualized influences the definition of personal information and, con-
sequently, the scope of the data protection legislation as well. Depending on how
extensive the definition of personal information is, the possibility of processing cer-
tain classes of information pertaining to individuals is limited or even excluded.

As observed by Erich Andersen, Deputy General Counsel of Microsoft’s Windows
Division, “in the digital era, privacy is no longer about being ‘let alone’. Privacy is
about knowing what data is being collected and what is happening to it, having
choices about how it is collected and used, and being confident that it is secure” [7].
Westin [56, p. 7] defines privacy as “the claim of individuals, groups, or institutions
to determine for themselves when, how, and to what extent information about them
is communicated to others”. Hence, privacy can also be defined in terms of the
“control over transactions between person(s) and other(s), the ultimate aim of which
is to enhance autonomy and/or to minimize vulnerability” [30, p. 10]. Based on this
definition of privacy, an alternative definition of personal information emerges as “the
information over which a person has some interest or control, in order to negotiate
their environment or order their lives” [23, p. 8].

Although the data-control view of privacy is not immune of problems [6, 46], it
makes obsolete the traditional distinction between personally identifiable and non-
personally identifiable information that, as observed above, is blurring in the digital
world of today. Moreover, it shifts the focus of the protection of privacy to the user-
based understanding of the perceived risks associated with different types of personal
information [32]. Giving individuals the control over the management of the infor-
mation pertaining to them entails a shift from the traditional organization-centric
personal information ecosystem to a user-centric personal information ecosystem.
In the organization-centric ecosystem, the management of privacy is delegated to the
organizations that process personal information. By agreeing on the terms and con-
ditions defined by the data collectors, individuals delegate to them the protection of
their data. On the contrary, in the emerging user-centric ecosystem, the data subjects
are allowed to decide whether and with whom to share their personal information,
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for what purposes and in exchange for what. As Acquisti et al. [2, p. 445] point out,
“privacy is not the opposite of sharing - rather, it is control over sharing”.

The data-control view of privacy seems to better account for the individuals’
behaviors in the digital society. Actually, even when they are made aware of the
potential risks for privacy, individuals are likely to share their personal information
(including also very sensitive data, such as their address, phone number, location data,
or political preferences) quite easily with other individuals [29], and sometimes even
with commercial organizations.

Many authors have observed the incongruence between the high levels of privacy
concerns individuals declare and their online behaviors and refer to it as the ‘privacy
paradox’ [8, 33]. Among the explanations of the paradox, the rational-choice argu-
ment is one of the most cited: even when they are aware of the risks for their privacy,
individuals disclose personal information because the benefits of doing outweigh the
cost or risks. This argument is the basis for the so-called ‘privacy calculus’ [14, 42]
individuals are supposed to resort to when requested to provide personal information
in exchange for some kind of compensation.

However, while there are evidences that acompensation based strategy can work in
transactions between individuals and firms, it is highly disputable that public sector
organizations can resort to it to obtain the data subjects’ consent to collect their
personal information, to use it and (possibly) to make it available for third parties’
re-use. In fact, PSOs can offer neither economic compensation to the data subjects
in order to make them willing to disclose their personal information in absence of
legal obligations, nor non-monetary benefits specifically delivered to them (since this
would contradict the principle of impartiality).

What strategies, then, could PSOs implement to make the data subjects willing to
consent to the processing (including the possible re-use) of their personal information
in the absence of a legal obligation to do that?

4 Unlocking the Value of PSPI

Economic compensation and benefits are not the only elements individuals can con-
sider in deciding whether to disclose their personal information. Recent studies show
that the sense of ‘psychological ownership’ [35, 34] represents an important driver,
maybe the most important one, of the individuals’ personal information valuation
over and above information sensitivity and privacy concerns [48]. Based on an empir-
ical research, Cichy et al. [12] found that the willingness to disclose personal infor-
mation increases if individuals perceive this as a way to “express themselves, enhance
their self-efficacy or contribute to their self-identity by supporting a greater good as
a direct consequence of disclosing their personal data” (p. 5).

Psychological elements play a role also in motivating the individuals’ disclosure
behaviors on social media. Lee et al. [25] found that information disclosure on social
media is related to self-clarification, social validation, relationship development,
social control, and self-representation. Lutz and Strathoff [29] observe that the use of
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social networks represents a form of post-traditional community building individuals
resort to foster their relationships and search for a feeling of belonging.

Quite interestingly, the determinants of psychological ownership that have been
found to influence the individuals’ disclosure behaviors on social media can
also motivate the individuals’ willingness to be involved as coproducers in the
firms’ value-producing processes. Starting from the seminal work of Prahalad and
Ramaswamy [36], the individuals’ involvement as coproducers in value-producing
processes has been studied quite extensively within the marketing literature, also with
respect to the psychological implications of coproduction for customers’ satisfac-
tion [9]. Fuchs et al. [18] found that customers involved as coproducers experience
higher levels of psychological ownership than customers who do not participate
in the production and delivery processes. Etgar [17] observes that the psychologi-
cal benefits (potentially) deriving form coproduction include excellence, autonomy,
self-expression and uniqueness, enjoyment and self-confidence, as well as status and
social esteem (p. 102). These are the same psychological elements that have been
found to motivate the individuals’ online disclosure behavior. This suggests the pos-
sibility of considering coproduction as a possible strategy PSOs can implement to
unlock the value of PSPI under the PSI-reuse principle.

The reuse principle makes PSI available to third parties (individuals and organi-
zations) as a resource they could use in their value-producing processes. For PSOs,
enabling the reuse of PSI is part of an administrative macro-process that aims at
enabling the creation of social value (economic growth and community well-being)
by supporting the value-producing processes of public and non-public subjects. When
this administrative macro-process uses personal information as a resource, the indi-
viduals that information pertains to, and that consent to the use of that resource, should
be considered as involved in the process as the providers of a critical resource. Within
the public services literature, this is considered as a form of participation in which
the users play an active role in the coproduction of value by contributing relevant
resources [10] in terms of time, expertise and effort [27], but also compliance and
information [4].

Alford [3] observes that the willingness to coproduce is difficult to foster through
specific material rewards that are exchanged for the performance of specifically
defined tasks. Non-material rewards such as sense of self-determination and compe-
tence, sense of belonging to a group (which can be related to some of the determinants
of psychological ownership) appear to be more effective as motivators of coproduc-
tion behaviors. Besides these, the willingness to contribute to the well-being of other
people and towards society at large is an important element of the concept of copro-
duction in the public sector [5]. Verschuere et al. [52] observe that in order to motivate
an individual to engage in coproduction, the issue at hand needs to be of salience to
him, where salience may be related also to a concern for community related benefits.
Similarly, Bovaird and Loffler [11] observe that there is a huge latent willingness of
citizens to act as public services coproducers, but only if they feel that a value for
people is created through coproduction.

How can PSOs leverage the motivators of coproduction to unlock the value of
PSPI?
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The World Economic Forum [54, 55] identified three conditions that need to be
satisfied to unlock the value of personal information in a user-centric personal infor-
mation ecosystem: deliver meaningful transparency, strengthen accountability and
empower individuals. Deliver meaningful transparency means to make transparency
practices more meaningful, actionable and relevant for individuals by simplifying
the ways in which organizations communicate their data practices and presenting
individuals with understandable and relevant information on how their information
is being used. Strengthen accountability means linking accountability to the impact
of different data uses on individuals, and distributing risks equitably among all the
stakeholders (not only on the individuals who give the consent to the collection of
their data). Empower individuals means giving them a say in how their data is used
and engaging them in understanding (and managing) the intended impact of data
usage.

Quite interestingly, the three conditions above can be related to the conditions that
according to Prahalad and Ramaswamy [36] could facilitate cocreation experiences,
i.e. Dialogue, Access, Risk-benefits assessment, and Transparency (the so-called
DART framework). Dialogue implies interaction, the willingness to avoid oppor-
tunistic behaviors and to recognize an active role to the consumers. Access, implies
granting consumers the direct access to information relevant for informed decision-
making. Transparency implies reducing the information asymmetry between con-
sumers and firms through the sharing of information. Finally, dialogue, access and
transparency make consumers aware of the potential risks of goods and services, so
that they can assume more responsibility for dealing with them.

In a user-centric personal information ecosystem, open dialogue and interactivity
allow data-subjects, conceptualized as coproducers, to get a clear understanding
of how their personal information is collected, used and, possibly, made available
for re-use. Giving individuals direct access to the information concerning the use
of their data enables the empowerment of individuals and allows them to assume
responsibility on the disclosure of personal information and to share with the data
collectors the risks involved in the use of their information, as entailed by the same
idea of user-centric personal information ecosystem. Pursuing transparency is a way
to reduce the information asymmetry between individuals and the organizations that
collect and use their personal information. Through transparency, individuals can be
made aware of not only how and by whom their personal information is used, but
also of what value has been generated by using that information.

Important as it is for reducing the information asymmetry, the control on how per-
sonal information is re-used by third parties is a critical activity that would require the
data subjects to engage in complex and burdensome data tracking activities, which
cannot be reasonably expected. A possible solution to this problem can be based
on PSOs playing an information stewardship role within the personal data ecosys-
tem, on behalf of the data subjects. As a component of data governance, information
stewardship focuses on assuring accuracy, validity, security, management, and preser-
vation of information holdings [13, p. 380]. Acting as information stewards, PSOs
can define data governance policies and implement information management tools
that allow them to monitor, and report to the data subjects, how third parties reuse
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their personal information. By integrating the data stewardship role within the open,
transparent and interactive dialogue with the data subjects, PSOs can assure them
that the third parties’ reuse of PSPI complies with agreed upon rules, is fair and
not purely opportunistic, which is a fundamental condition for the data subjects to
consent to the reuse of their personal information.

Based on the observations above, it can be concluded that a possible strategy
PSOs can resort to for unlocking the value of PSPI through the application of the
PSI-reuse principle within a user-centric personal data ecosystem can be based on
two pillars. On the one hand, the implementation of measures to foster transparency
through open dialogue and information sharing, which includes undertaking the role
of information steward. On the other hand, the involvement of the data subjects as
coproducers in the decisions concerning whether and at what conditions to make
PSPI available for reuse.

5 Conclusions, Limitations and Further Research
Directions

In the paper it has been suggested a possible solution for extending the application
of the PSI-reuse principle to PSPI in a user-centric personal data ecosystem. The
suggested solution depends on two critical conditions PSOs must satisfy. On the
one hand, they should involve the data subjects as coproducers in the process that
allows the reuse of PSPI, which entails a continuous, open, transparent and interactive
dialogue between the two parts. On the other hand, PSOs should act as information
stewards on behalf of the data subjects, which entails implementing technological
and organizational solutions to assure the data subjects that third parties will not use
their personal information opportunistically.

Both conditions require PSOs to implement complex processes of organizational
change. Coproduction entails re-balancing the power relationships between public
officials and citizens, which affects responsibility and accountability. This explains
why, as it is widely discussed within the marketing and the public management litera-
ture, there are still many resistances within public organizations toward coproduction.
Such resistances can be even stronger if PSOs are required to play a stewardship role
on behalf of the data subjects, which entails performing critical activities to moni-
tor third parties’ reuse of PSPI and assuming a new responsibility toward the data
subjects for how their personal information will be reused by third parties.

The solution suggested in the paper rests critically on the assumption that the
right to decide whether, under what conditions and in change for what to disclose
personal information to trusted counterparts is actually granted to the data subjects.
This principle, which is the foundation of the user-centric personal data ecosystem,
has not been fully incorporated yet within the privacy preserving legislation, although
the General Data Protection Regulation currently in force in the European Union
represents an important step in that direction.
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In the paper no distinction has been made among different types of personal
information that, as argued in [32], can be associated to different types and levels
of perceived risks. This represents a limitation of the present study that needs to
be overcome to identify the incentive mechanisms that can be most effective in the
different cases.

Finally, the paper has been based exclusively on a conceptual analysis and this is
its main limitation. The literature discussed in the paper provides only indirect evi-
dences supporting the hypothesis that a coproduction strategy could motivate the data
subjects to consent to the reuse of their personal information. Hence, more research
is needed to develop further and to test this hypothesis also based on empirical data.

However, preliminary as it is, the results of the discussion in this paper show that
coproduction can play a relevant role to unlock the value of personal information in
the emerging user-centric personal information ecosystem.
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