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Preface

The recent surge of interest in ‘digital ecosystems’ highlights the impact of per-
vasive connectivity on firms and societies and poses several human and organi-
zational challenges. Therefore, both scholars and practitioners are interested in
better understanding and managing the key mechanisms behind their emergence
and the dynamics within and between digital ecosystems. In order to disentangle
such factors and explaining how digital ecosystems may benefit different stake-
holders, this book contains a collection of research papers focusing on the rela-
tionships between technologies (e.g., digital platforms, Al, infrastructure) and
behaviours (e.g., digital learning, knowledge sharing, decision-making), and pro-
vides critical insights about how digital ecosystems may shape value creation. The
plurality of views offered makes this book particularly relevant to users, companies,
scientists and governments. The content of the book is based on a selection of the
best papers (original double-blind peer-reviewed contributions) presented at the
annual conference of the Italian chapter of AIS which took place in Pavia, Italy in
October 2018.

Milan, Italy Alessandra Lazazzara
May 2019 Francesca Ricciardi
Stefano Za
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Introduction to Digital Ecosystem )

Check for
updates

Alessandra Lazazzara, Francesca Ricciardi and Stefano Za

This book collects some of the best contributions presented at the XV Conference
of the Italian Chapter of AIS (ItAIS) which was held at the University of Pavia,
Italy, in October 2018. ItAIS is an important community of reference for scholars
and researchers involved in the Information Systems domain. The participants of
the itAIS conferences include national and international researchers interested in
exchanging ideas and discussing the most important trends in the IS discipline. The
contributions included in this volume cover a wide variety of topics related to how
people, communities, and organizations address the digital age, with a specific focus
on digital ecosystems.

In the first place, the concept of a digital ecosystem has been mainly used in the
literature on service-oriented architectures, in order to indicate the relevant interde-
pendencies between service providers and clients of IT services [1, 2]. However, the
label of the digital ecosystem is being increasingly used also in a broader sense, to
indicate the self-organizing capabilities and complex interdependencies between and
across the technological and the social environment [3]. This evolution is consistent
with the growing interest of all sciences in complexity, systems thinking, and sus-
tainability concerns [4]. By choosing this theme as the common thread of this book’s
contributions, we intend to highlight the important role that information systems
studies are called on to play in this interdisciplinary effort.

A. Lazazzara ()
Department of Social and Political Sciences, University of Milan, Milan, Italy
e-mail: alessandra.lazazzara@unimi.it

F. Ricciardi
Department of Management, University of Turin, Turin, Italy
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2 A. Lazazzara et al.

All the 31 selected papers included in this volume have been evaluated and selected
for publication through a standard blind review process, in order to ensure relevance
and rigor. The contributions have been clustered into four sections: (a) Human com-
munities in digital ecosystems; (b) Human resources and learning in digital ecosys-
tems; (c) Processes and IS design in digital ecosystems; and (d) Organizing for digital
ecosystems.

1 Human Communities in Digital Ecosystems

The first part of the book explores how digital ecosystems influence the options,
perceptions, capabilities, and relationships within and across different types of com-
munities.

In the paper by Leon and Romanelli, smart cities are viewed as communities of
citizens. This study suggests that technological and institutional solutions to smart
city challenges make sense to the extent these solutions positively influence people’s
values and beliefs, on the one side, and people’s capabilities to translate vision into
reality, on the other side. The authors adopt a knowledge management perspective
to analyze six smart cities in Romania and Italy through a smart city model includ-
ing six dimensions and 28 components. The resulting citizen-centered smart city
view values both visionary and practical knowledge as the two key pillars of smart
transformations.

Jones and Bednar conduct an empirical investigation whose results challenge
common beliefs about the level of technology acceptance and use on the part of the
elderly. In-depth interviews in daycare center reveal that the elderly use different
technologies for different purposes and in different contexts. In addition, the study
suggests that family pressure is an important factor influencing how the elderly feel
about information technology and their decisions to interact with it.

Za, Pallud, Agrifoglio, and Metallo present the results of a literature analysis
using bibliometric data of 246 articles debating value co-creation process within
online communities. The quantitative analysis leverages social network analysis
tools, which allow for the identification of interesting connections between and
across research streams. The most cited and influential publications are identified
and described, and the main research areas and most promising topics are high-
lighted.

The social inclusion of people with disabilities is at the core of the paper by
Varriale, Briganti, and Mele. Based on the analysis of the literature published in
the 1998-2018 period, the authors discuss whether and how the home automation
solutions and devices support disabled people, and particularly their inclusion in the
wider social community. The most interesting research perspectives in this field are
also identified.

The study by Mancini, Lardo, and De Angelis focuses on open science. The
authors argue that the literature has so far mainly addressed open access, which is
only the final phase of the open science process. Moreover, they claim that a systemic



Introduction to Digital Ecosystem 3

shift in current practices is necessary to bring transparency in scientific research, to
ensure the ongoing sustainability of the associated social and physical infrastructures,
and to foster greater public trust in science. The final aim of the authors is to develop
a theoretical model for assessing web interfaces of open science platforms.
Menichelli and Braccini address an issue that is of paramount importance for the
role of communities in digital ecosystems: critical thinking. The authors investigate
the critical thinking skills of millennials in relation to the reported intensity of use
of social media and other traditional media for information acquisition. The paper
is based on a quantitative analysis of an incidental sample of 424 millennials. The
results show that millennials are weak regarding making inferences out of data and
information, evaluating arguments, and identifying fake news. Interestingly, the study
reveals no differences regarding the influence of social media on critical thinking.

2 Part II: Human Resources and Learning in Digital
Ecosystems

The rise of complex digital ecosystem results in complex, intertwining changes in
human resource management and learning processes. This section provides some
interestingly complementary views on this issue.

Meret, Iannotta, Giacomelli, Sarti, and Sirolli investigate two online communities
of practice operating within a leading Italian telecommunication company. Based on
this empirical investigation, they propose a tool for assessing the dimensions of
intellectual capital in online communities of practice.

Taking another perspective, the study by Di Lauro, Tursunbayeva, Antonelli, and
Martinez analyses the social media profiles of 12 international HR consulting com-
panies. In particular, it explores the platforms they use, type of content they publish,
their approaches for stakeholder engagement and interaction for stronger organiza-
tional image and corporate identity.

Caporarello, Manzoni, Moscardo, and Trabelsi explore the ongoing changes in the
processes through which people learn in organizations. Based on a quali-quantitative
survey with 91 employees as respondents, the authors show that digitally-enhanced
models and methods are constantly growing in importance (although more in terms
of “expected” rather than “desired” use), together with a need for more personalized
learning.

Lazazzara, Della Torre and Nacamulli leverage a survey on 168 Italian large
organizations to investigate the relationship between intellectual capital and orga-
nizational performance. The results of this quantitative study are highly interesting
and stimulating: in contexts of high intellectual capital, the combined presence of
high level of performance pay and e-HRM nullifies the positive impact of intellectual
capital on performance, whereas in contexts of low intellectual capital they lead to
higher performance.
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Another survey, conducted at the European level, provides further insights on the
relationship between work changes and Information and Communication Technology
usage for professional purposes. Sarti, Torre and Pirani leverage this large survey
(with 21,540 respondents) to conduct analyses whose results enable reflections on
the emerging challenges of ICT management.

Caporarelli, Manzoni, and Trabelsi investigate whether the learning models (i.e.
face-to-face vs. online vs. blended) that employees use to learn have an impact on
their satisfaction and enjoyment, as well as their perceptions of the organizational
learning mechanisms they are confronted with. Based on a survey (67 employees) the
authors highlight that the usage of multiple learning models, instead of just one, is
associated to higher employee satisfaction with their learning experiences, and a more
positive perception of their company’s ability to put in place effective organizational
learning mechanisms.

3 Part III: Processes and IS Design in Digital Ecosystems

This rich section includes papers addressing various issues relating to process design
and information system design.

The paper by Badr and Kosermelli Asmar focuses on the design of accessible
and inclusive technology for people with learning disabilities. Based on a literature
review, the authors explore the possible guiding principles for addressing this issue
and develop a set of meta-principles of technology accessibility design.

Di Leva, Sulis, De Lellis and Amantea explore the role of business process simu-
lation to address change management projects dealing with significant organizational
growth. Based on a case study, the authors illustrate how modeling, computational
simulation and scenario analysis of business processes are suitable tools to support
organizational change.

Simulation and modeling of business processes are also the main focus of the paper
by Amantea, Di Leva, and Sulis. Their paper proposes a methodological framework
to investigate risks and compliance in reorganizations by adopting a Business Pro-
cess Management perspective that includes modeling and simulation of business
processes. The effectiveness of the approach is illustrated by describing how it has
been applied in a Blood Bank department of a large hospital.

Haug and Gewald also focus on the health care sector, and particularly on the issue
of online physician ratings. Based on the literature, the authors develop a framework,
which is then tested through structural equation modeling of data collected in the
southern Germany context. The findings reveal that physician ratings cannot accu-
rately predict the quality of the healthcare service but are rather a measure of how
sympathetic the physician appears to the patient. Implications for design are dis-
cussed.

The evolution of last mile logistics in the e-commerce age is the core topic of
the paper by Guerrazzi. The author proposes a solution based on a shared Informa-
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tion Technology (IT) platform that enables resource pooling to share heterogeneous
vehicles in the urban network. This was achieved through the development of four
software modules. The first results of this experimental approach are promising both
as for cost savings and air quality.

Ravarini, Locoro, and Martinez discuss some extant technology maturity mod-
els and argue that these models while focusing on the technological aspects, tend
to overlook the broader set of managerial competencies (i.e. knowledge, skill and
experience) that are needed in the different phases of the digital transformation pro-
cess. Therefore, the authors propose a new digital transformation maturity model and
leverage a couple of pilot interviews to discuss its key features and possible future
developments.

The study by Cabitza, Locoro, and Ravarini is a theoretical discussion on some
main trends in IS design. The authors identify a divide between modeling and prac-
ticing, design and use, with the hegemony of the planning mind over that of the
performer. However, the current convergence of networked application paradigms
and the Web 2.0 infrastructure has led to agile methods, open design concepts and
on the idea of a prosuming user. The authors claim that the socio-technical princi-
ples could play a pivotal role in mitigating the effects of the modernist over-design
attitude, and make IS development more sustainable.

Grisot, Lindroth, and Islind focus on the challenge of designing for recombinabil-
ity in digital infrastructures. The authors conduct a comparative cases study on two
patient-centered digital infrastructures, thus identifying and analyzing two possible
design strategies for recombinability in the health care sector.

The paper by Turnazzina presents a prototype of a time accounting system
designed to support technology-based service exchange in Bangladesh. The final
validation steps are described, at the level of the interface and user interaction. The
heuristic-based evaluation process allows the author to identify the main usability
problems to be addressed.

Bellini, D’ Ascenzo, Dulskaia, and Savastano focus on a key challenge facing
cloud computing: digital identity. Their paper presents the results of a project in
which a digital platform has been developed in order to simplify access to different
kind of digital services (public and private) using digital identity.

The study by Berretti and Ciccarone models the spread of information in random,
rapidly changing mobile social networks. In these mobile social networks, users
typically form small and dynamic local communities sparsely connected and without
a fixed topology (e.g. a house, a company office, a residential neighborhood). The
diffusion of the information is analyzed both empirically by a Monte Carlo method
and analytically by mean field theory, revealing the existence of a phase transition.
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4 Part IV: Organizing in Digital Ecosystems

Digital ecosystems pose unprecedented challenges in organizations of all types, as
the papers in this section effectively show.

Decastri, Gagliarducci, Previtali, and Scarozza address the issue of smart work-
ing in public organizations, in the light of a recently issued law that permits and
encourages smart working as an innovative approach to work, organizing, and human
resource management. The study leverages the Presidency of the Council of Minis-
ters as a case study to investigate the concrete implications of, and issues raised by,
smart working.

Another recent law, the GDPR regulation issued by the EU in 2016, has signifi-
cantly impacted organization and processes in the public sector. This issue is at the
core of the paper by Castelnovo, who argues that people can be made more willing
to consent to the processing (and possibly to the re-use) of personal information by
involving them as co-producers in the processes through which the public sector
organizations can support economic growth in the digital society.

The study by Cuel and Ponte takes the inter-organizational network as the level
of analysis and investigates how the complex infrastructure that links different orga-
nizations is “cultivated” to enable network-level decision making. The Air Traffic
Management system is taken as a case and the requirements for a decision support
system are proposed.

Cabiddu, Dessi, and Floris present an analysis of the Facebook contents produced
by a sample of firms in the fashion industry. Data are collected over two years
(2016-2017). The results highlight the different communication strategies, time of
interaction, and kind of interaction across the sample, and shed light on the role of
digital ecosystems in building an organization’s identity.

Bissessur, Arabikhan, and Bednar explore the concept of routineness from the
perspective of the job occupants themselves. The findings reveal that jobs which
are considered routine from an organizational perspective, actually require a degree
of human intervention in the real-world experience. This suggests that the fear of
mass unemployment at the hands of AI may be an unrealistic notion. Rather, the
introduction of Al into jobs paves the way for collaborative methods of working
which could augment current jobs and create new jobs.

The study by Margherita and Braccini presents the results of an exploratory com-
parative study analyzing 23 cases of different enterprises who run a cloud computing
strategy. Using fs/QCA as amethod of analysis in a multiple cases setting, the research
paper investigates the organizational benefits following cloud adoption, arguing that
these benefits may go beyond cost savings.

Za, Ghiringhelli and Virili leverage social network analysis to conduct a literature
investigation on the organizational learning processes stemming from organizational
change initiatives. The results raise many questions and identify some challenges
facing this relevant research stream.

The paper by De Bernardi, Bertello and Venuti investigates the role of actors’ moti-
vations, beliefs and knowledge exchange behaviors in community-based business
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models. The authors collect 2115 questionnaires in an Italian alternative food net-
work, that is, a network based on a digital platform enabling the direct trade between
communities and local farmers and producers. The results confirm the influence of
community-based motivations and online knowledge sharing on purchase frequency
and quantity.

We are really grateful to the Authors, the Conference Chairs and Committee
members, to the members of the Editorial Board, and to the Reviewers for their
competence and commitment. This publication would not have been possible without
their active, sustained and generous contributions.
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Rethinking Romanian and Italian Smart )
Cities as Knowledge-Based Communities | @i

Ramona-Diana Leon® and Mauro Romanelli

Abstract The aim of this study is to analyse the Romanian and Italian smart cities
from a knowledge management perspective, and thus 6 smart cities represent the
units of analysis (Ancona, Craiova, Padova, Perugia, Sibiu, Timisoara) while a smart
city model (which includes 6 dimension and 28 components) is taken into con-
sideration. Each of these components is analysed from a knowledge management
perspective due to the fact that the difference among cognitive, emotional and spir-
itual knowledge may influence the tools which policy-makers could use for smart
city development. The results prove that smart city development is based on two
pillars: the first one is represented by citizens’ values and beliefs, their vision for the
future while the second one reunites what they are able to do in order to transform
their vision into reality. Thus, it can be stated that the smart cities model has both
a visionary pillar (which incorporates spiritual knowledge) and a practical one (in
which knowledge is converted into action). Beyond this, the best Romanian and Ital-
ian performers concentrate their efforts on economy, mobility and people. In other
words, they focus on creating and disseminating cognitive and emotional knowledge
(innovations, emotions, feelings). These findings have both theoretical and practical
implications as, on the one hand, they provide the nexus between knowledge man-
agement and urban development, while on the other, they bring forward the elements
on which the policy-makers should focus in order to foster smart city development.

Keywords Smart cities - Knowledge cities - Smart communities - Urban
development knowledge-based
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12 R.-D. Leon and M. Romanelli

1 Introduction

As smart communities, cities contribute to promoting economic and social develop-
ment, sustaining job growth and ensuring high quality of life [1]. Technology helps
cities to develop knowledge sources and human capital promoting smartness as a
valuable guide for designing the future of industry, economy, living, mobility and
governance while relying on skilled people and sustainable management of natural
environments [2—4]. Within knowledge-based economies and open societies, cities
of tomorrow should rethink the urban landscape as a smart and knowledge-based
community that promotes social and economic growth while developing knowledge
sources and using technology to acquire and create new knowledge, develop human
capital and facilitate open innovation.

Promoting a smart approach for urban growth implies reconsidering cities that
are connected to the global knowledge-based economy as knowledge-based com-
munities that rediscover knowledge sources and management, as well as developing
technological infrastructures and having skilled and well-educated people to hand
[5-7]. Knowledge-based cities help connect structural and human capital merging
urban development perspectives and the knowledge management approach [8, 9].
Cities of the future should become smart communities that sustain social and eco-
nomic innovation and growth, encourage social interaction, develop services plat-
forms and promote opportunities for learning and knowledge sharing ensuring bet-
ter quality of life and involving both private and public actors [1, 2, 10-14]. As
technology-enabled communities, cities should develop as knowledge-based cities
within an urban ecosystem enabling the transformation of knowledge resources into
local development as a means of sustainability [5, 6].

Cities should develop the use of smart technology as a policy and managerial
innovation integrating services and capabilities while developing human capital and
involving people in the smart city as part of the project and strategic vision [4, 15]. As
smart communities, cities contribute to promoting economic and social development,
sustaining job growth and better opportunities for employment, business and quality
of life [1]. Technology helps cities to develop knowledge sources and human capital.
Cities should assume the smartness as a vision and policy innovation for designing the
future of industry, economy, mobility, government relying on skilled and smart people
[2, 3, 16]. As communities driving for sustainable urban development, smart cities
should also adopt a knowledge management perspective where values, cognitive,
emotional and visionary sources contribute to transforming knowledge into other
knowledge coherently with local specificity and capital identity [6, 7, 17, 18].

This research aims to analyse the Romanian and Italian smart cities via a knowl-
edge management perspective. Thus, the research focuses on providing answers to
the following questions: (i) what are the strengths and weaknesses of the Italian smart
cities; (ii) what are the strengths and weaknesses of the Romanian smart cities and
(ii1) what type of knowledge is mostly involved in the development of the Romanian
and Italian smart cities?
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The paper is structured around five sections. The next section presents the liter-
ature review, and in particular, the recognition of cities as smart communities. The
influences that knowledge management could have on their development is also elu-
cidated. Section 3 sheds light on the research methodology, while in the fourth part
the main results are presented. Finally, the article closes by highlighting the theoret-
ical and practical implications of the research findings as well as discussing further
research directions.

2 Developing Cities as Smart and Knowledge-Based
Communities

Cities should reinvent themselves as smart, knowledge-based communities, re-
discovering knowledge as a critical source and developing technological infrastruc-
tures to drive urban and sustainable growth while connecting structural and human
capital [5-7, 12, 14, 17]. Developing cities as smart and knowledge-based communi-
ties relies on promoting smartness and sustaining knowledge sources to drive urban
growth [3, 6, 12, 14].

2.1 Rediscovering Knowledge-Based Cities

Knowledge based urban development relies on cities embracing and strengthening
smartness, technology, creativity, cultural diversity, networking, knowledge, educa-
tion and connectivity to merge urban development perspectives and the knowledge
management approach, acquiring and reinforcing knowledge and intellectual infras-
tructures to drive urban growth [5, 7-9]. “Knowledge is a fluid mix of framed expe-
rience, values, contextual information, and expert insight that provides a framework
for evaluating and incorporating new experiences and information. It originates and
is applied in the minds of knowers” [17]. Ideas and emotions are elements that enable
service production and value creation within knowledge economies [19].

Cities as communities made of people develop and evolve relying on lives, beliefs,
actions and thoughts of the individual that influence, drive and orient history, as well
as values and beliefs of their cities [6]. Values and beliefs contribute to knowledge and
determining what the knowers see. People see and perceive differently in the same
situations and organise their knowledge because their values are different [17]. Cities
live because a significant community of people organise their lives around a recog-
nizable value system staying together. As value collectives moving from industrial
to knowledge-based production, cities are evolving entities both as coproduction
systems and as varying arrays of cultural, political and economic capital systems
that are becoming increasingly knowledge-based value systems, driving knowledge
development [6, 20].
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Knowledge objects or flows are significant in relation to the value context, where
goods and services produced have a symbolic value, exerting influence on the city’s
identity [18]. Thus, in the last 50 years, knowledge was presented as “a metaphor
or fluid capable of incorporating an organised set of factual declarations, ideas and
experiences, shared systematically with others by using a common communication
environment” [21]. Based on its visibility, the distinction is made between explicit and
tacit knowledge; the former is available at the conscious level and is shared through
words, propositions and phrases, while the latter is available at the unconscious level
and is shared through interactions—the only ones capable of disseminating values,
emotions, beliefs and hunches. Furthermore, explicit knowledge is considered to
be the “core” of a community while tacit knowledge represents the “blood” that
makes individuals move in the desired direction, transforming the vision into reality
[21]. Despite the fact that the nature of explicit knowledge is basically cognitive, the
same cannot be claimed regarding tacit knowledge. Therefore, a distinction is made
among cognitive, emotional and spiritual knowledge. Cognitive knowledge “refers
to an individual’s stored assumptions, hypotheses, and beliefs about thinking” and
represents the result of logical thinking [22]. Emotional knowledge brings forward
the importance of individual’s emotions and feelings while spiritual knowledge sheds
light on the values and beliefs that guide individuals’ decisions and actions [23]. In
other words, the former emphasises what people feel while the latter highlights why
people do what they do.

2.2 Promoting Smart Cities as Communities

Cities tend to promote smartness as a value to improve competitiveness, social and
human capital, mechanisms of governance, mobility as transport and ICT, the natural
environment, resources and quality of life [3]. Cities using information technology
tend to design smart cities as networked infrastructures that enable political effi-
ciency, social and cultural development and inclusion, and relying on business-led
urban development to promote urban growth to identify solutions for solving urban
problems [15].

As smart communities, knowledge-based cities enable knowledge acquisition to
support knowledge-based processes and activities, strategically using information
technology to develop collaborative processes that involve private and public organ-
isations (local government, business, education, health care institutions and the civil
society) to positively transform the community and promote economic development
and job growth, improving the quality of life and urban competitiveness, sustaining
people’s engagement in co-production of public services and leading cities in order
to be entrepreneurial, pioneering, liveable and connected [1, 2, 12—14]. Cities should
shape the urban development employing technology, land, people and institutions as
the sources for designing the smart city as a community proceeding towards urban,
social and economic growth [4, 24]. This is a transformational process utilising cit-
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izens’ involvement and participation [25], legitimising the city to sustain policy and
managerial innovation and rediscover a new urban identity [26, 27].

Technology, organisation and policies as knowledge sources enable people,
municipal institutions, businesses, research and education centres and other organi-
sations to adopt initiatives for driving urban growth [16]. Smart cities as communi-
ties provide ICT-enabled and digital platforms to facilitate business and life [10] to
encourage public-private partnerships for innovation [11] encouraging citizens and
city governments to interact for urban problem solving [24].

3 Research Methodology

The research concentrates on analysing the Romanian and Italian smart cities from
a knowledge management perspective. Therefore, the following objectives are set
out: to develop a comparative analysis among the Italian smart cities; to determine
the strengths and weaknesses of the Italian smart cities; to develop a comparative
analysis among the Romanian smart cities; to determine the strengths and weaknesses
of the Romanian smart cities; to analyse smart cities’ components from a knowledge
management perspective. Therefore, a case study strategy is developed since this is
the most appropriate one for answering the “how” and “why”” questions [28] and the
research focuses on determining what is possible rather than what is common [29].

Smart cities promote competitiveness, social and human capital, enhance gover-
nance and participation, develop mobility as transport and ICT, and ensure sustainable
management of natural resources and quality of life [3]. City-rankings help cities to
identify the better performances and policies strengthening local and identity to drive
urban growth [3, 30].

The smart city model [3, 31] is used as a starting point for selecting the case
study units. This presents a smart cities model which includes 6 dimensions and 28
components that emphasize both knowledge resources and processes (Table 1). Each
dimension reflects a characteristic that fosters the development of a smart city while,
at the same time, it incorporates several components which describe either citizens’
attributes or self-decisive and independent actions that they can develop.

Thus, it is assumed that a smart city is built on a smart combination of econ-
omy, living conditions, environment, mobility, governance, and people. In order to
develop a smart economy, special attention should be given to individual (citizens’
innovative spirit and entrepreneurial abilities), organisational (economic image and
trademarks and productivity) and national issues (flexibility of labour market, inter-
national embeddedness). These support one another as citizens’ innovativeness influ-
ences company productivity and it is also reflected by the labour market’s flexibility.

According to the criteria taken into account by Smart-cities.eu [32], there are 77
smart cities across Europe (Table 2); 7 are from Italy (Ancona, Padova, Perugia,
Trento, Trieste, Venezia, Verona) and 3 from Romania (Craiova, Sibiu, Timisoara).
Trento, Trieste, Venezia and Verona are among the first 55 smart cities while the
other ones are situated at the end of the ranking. As a consequence, in order to ensure
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Table 1 The smart cities model [31]

Dimension

Components

Smart economy

Innovative spirit
Entrepreneurship

Economic image and trademarks
Productivity

Flexibility of labour market
International embeddedness

Smart living

Cultural facilities
Health conditions
Individual security
Housing quality
Educational facilities
Touristic attractiveness
Economic welfare

Smart environment

Environmental conditions

Air quality (no pollution)
Ecological awareness

Sustainable resource management

Smart mobility

Local accessibility

(Inter)national accessibility
Availability of IT infrastructure
Sustainability of the transport system

Smart governance

Participation public life
Public and social services
Transparent governance

Smart people

Level of qualification
Lifelong learning
Ethnic plurality
Open-mindedness

Table 2 The criteria taken into account by [32]

Criteria

Value

Urban population

100,000-500,000

Universities

At least one

Catchment area

Less than 1,500,000 inhabitants

Partners in planning for energy efficient cities | Yes

Registered in the urban audit database Yes

comparison validity and reliability, the analysis focuses on 6 cities: 3 from Italy
(Ancona, Padova, Perugia) and 3 from Romania (Craiova, Sibiu, Timisoara).

After selecting the case-study units, a comparative analysis is performed in order
to determine the strengths and weaknesses of the analysed smart cities. Each compo-
nent is analysed from a knowledge management perspective; the difference among
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cognitive, emotional and spiritual knowledge is taken into account since this may
influence the tools which the policy-makers could use for smart city development.

4 Main Results

4.1 A Knowledge Management Perspective on the Smart
Cities Model

Cities that are in the process of becoming smart tend to develop knowledge sources
and use technology in order to drive urban growth. All the elements included in
the smart cities model focus on knowledge resources, and their development is fos-
tered through knowledge acquisition, dissemination and use. Cities tend to design
smartness as a vision to rediscover the city as a community by using technology for
investing in knowledge sources that enable managerial, policy and organisational
innovation and rely on values, beliefs and ideas of people that live the city driving
urban growth and development [2-4, 6, 14, 16, 19, 24, 26, 27].

As can be noticed in Table 3, they either have their roots in cognitive knowledge
or spiritual knowledge. In other words, they bring forward the fact that smart cities’
development is based on two pillars: the first one is represented by individuals’ values
and beliefs, as well as their vision for the future while the second one reunites what
they are able to do in order to transform their vision into reality. Thus, it can be
stated that the smart city model has a visionary pillar (which incorporates spiritual
knowledge) and a practical one (in which knowledge is converted into action).

Last but not least, only 2 out of 28 elements focus on individuals’ emotions and
feelings, namely: individual security and economic welfare. These emphasise the
reasons for which individuals become involved in smart city development, and the
desired intangible outcomes.

4.2 The Performance of the Romanian and Italian Smart
Cities

According to data presented in Fig. 1, the Italian smart cities are very close to the
European average in terms of (i) Smart Economy, and (ii) Smart Living. Furthermore,
except for the Smart Environment dimension where Ancona is above the average, the
Italian smart cities tend to range below the European average; their vulnerabilities
come mainly from the (i) Smart Governance and (ii) Smart Mobility areas [33].
However, various differences appear when each city is analysed individually
(Table 4). Thus, Padova’s strengths rely on the Smart Economy, Smart Mobility
and Smart People areas, while Ancona’s strengths have their roots in the Smart Envi-
ronment dimension. Within this framework, it can be stated that Padova invested
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Table 3 The knowledge resources involved in the smart cities model

Factors

Cognitive knowledge

Emotional knowledge

Spiritual knowledge

Innovative spirit

X

Entrepreneurship

X

X

Economic image and
trademarks

X

Productivity

Flexibility of labour
market

International
embeddedness

Cultural facilities

Health conditions

Individual security

Housing quality

Educational facilities

Touristic
attractiveness

Economic welfare

Environmental
conditions

Air quality (no
pollution)

Ecological awareness

Sustainable resource
management

Local accessibility

(Inter)national
accessibility

Availability of IT
infrastructure

Sustainability of the
transport system

Participation public
life

Public and social
services

Transparent
governance

Level of qualification

Lifelong learning

Ethnic plurality

Open-mindedness
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- PERUGIA (IT)
-+ PADOVA (IT)
- ANCONA (IT)
- Average of all cities

Mobility

Fig.1 Comparative analysis among the Italian smart cities [33]

T,‘?"“ 4 The Italian smart Criteria Best performer Worst performer
cities—the best and worst
performer Smart economy Padova Perugia

Smart living Perugia Ancona

Smart environment | Ancona Padova

Smart mobility Padova Perugia

Smart governance | Perugia Padova

Smart people Padova Ancona

in the economic and social sustainability while Ancona concentrates on the envi-
ronmental side. Therefore, the former is tempted to share cognitive and emotional
knowledge (innovations, emotions, feelings) while the latter focuses on spiritual
knowledge (values and beliefs).

Compared with the European average, the Romanian smart cities are the worst
performers (Fig. 2); their performance is below the average. However, several pro-
gresses have been made on the Smart Living, and Sibiu tends to get closer to the
European average. On the other hand, it can be noticed that, in most of the cases,
the Romanian cities have a similar evolution, and there are small variations among
their scores in 4 out of 6 dimensions. In other words, it can be argued that the dif-
ference among the Romanian smart cities is made by the Smart Living and Smart
Environment conditions.

Nevertheless, some differences appear when each city is analysed individually
(Table 5). Thus, Timisoara’s strengths rely on the Smart Economy, Smart Mobility
and Smart People areas while Sibiu strengths have their roots in the Smart Living
and Smart Environment dimension. Within this framework, it can be stated that
Timisoara invested in economic and social sustainability while Sibiu concentrates
on environmental sustainability. Therefore, the former is tempted to share cognitive
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-8 CRAIOVA (RO)

= SIBIU (ROY)
TIMISOARA (RO)

& Average of all cities

Fig. 2 Comparative analysis among the Romanian smart cities [33]

Table 5 The Romanian

. Criteria Best performer Worst performer
smart cities—the best and
worst performer Smart economy Timisoara Craiova
Smart living Sibiu Craiova
Smart environment | Sibiu Craiova
Smart mobility Timisoara Craiova
Smart governance | Craiova Timisoara
Smart people Timisoara Craiova

and emotional knowledge (innovations, emotions, feelings) while the latter focuses
on spiritual knowledge (values and beliefs).

5 Conclusion and Further Research

As places where the majority of people reside, cities are meeting places, services
providers and platforms, smart and sustainable communities where people work and
live and businesses can successfully operate, dealing with economic and social gains
and issues. Cities contribute to sustaining economic growth and urban development,
promoting learning, education and culture, developing technology and knowledge
sources, as well as driving social and economic aspects by engendering open inno-
vation for change. Following a smart city approach is emerging as a visionary pillar
and strategic perspective leading cities to invest in knowledge, financial, technical
and human resources identifying a path and driving cities as communities to proceed
towards sustainable development and urban growth.
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Rediscovering cities as knowledge-based and oriented communities helps them to
strengthen available knowledge sources adapting to local specificity and contexts and
rediscovering the potential value of identity capital. Acquiring, using and dissemi-
nating knowledge is a critical resource to sustain development and growth in urban
areas. Following a knowledge-based perspective for rethinking the future develop-
ment of cities helps to support urban growth and the design of a sustainable and
smart city as a community, developing emotional, spiritual and cognitive knowledge
sources and using the potential of information technology to build cooperation and
collaboration between public and private organisations, groups, individuals, other
stakeholders within the community and those involved in knowledge creation pro-
cesses. Promoting a knowledge-based urban development perspective for sustaining
the smart city approach helps cities to design social and economic growth integrating
technological, human and knowledge sources and intelligence to create environments
and enabling cognitive skills and capacities to enhance knowledge and innovation
following a virtuous cycle while driving cities to continuously rethink and re-plan
the social and economic growth of urban areas and rediscovering strengths.

The results of the current study prove that smart city development is based on two
pillars: the first one is represented by citizens’ values, beliefs and their vision for the
future while the second one reunites what they are able to do in order to transform
their vision into reality. Thus, it can be stated that the smart cities model has a vision-
ary pillar (which incorporates spiritual knowledge) and a practical one (in which
knowledge is converted into action). Beyond this, the best Romanian and Italian
performers concentrated their efforts into the aspects economy, mobility and people.
In other words, they focus on creating and disseminating cognitive and emotional
knowledge (innovations, emotions, feelings). These findings have both theoretical
and practical implications as, on the one hand, they provide the nexus between knowl-
edge management and urban development, and on the other, they bring forward the
elements on which the policy-makers should focus in order to foster smart city’
development. Thus, if the Italian policy-makers want to improve their performance
and to be competitive on the European level, they should address their main vul-
nerabilities, namely the insurance of a Smart Governance and Smart Mobility. The
former is based on cognitive and spiritual knowledge while the latter has its roots in
cognitive knowledge. In other words, the development of the latter would be easier
than the former since it will only require the use of tangible resources; the devel-
opment of the former will involve a change in citizens’ values system and attitude
(they have to feel the need to be involved). Although this research provides valuable
insights, its results are limited. On the one hand, it only analyses the characteristics
of one smart city model, and the results could have been different if various models
had been taken into account. On the other hand, only a limited number of Romanian
and Italian cities were taken into consideration and the analysis was performed on a
national level. Future research perspectives should further investigate how Italian and
Romanian smart cities are currently planning and building knowledge-based urban
developments by adopting a smart approach and relying on building and valuing
knowledge sources and types.
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Are the Elderly Averse to Technology? m

Check for
updates

Jonathan Jones and Peter Bednar

Abstract In 2018, I interviewed seven people from the ‘silent generation’ to find
out what they thought about information technology, whether they were averse to
it, and why. Using this snap-shot image from Hornchurch Tapestry day care centre,
this paper analyses the human activity system that frames how the elderly interact
with the technology that surrounds them. It details what these interactions con-
sist of, investigates how the participants view the purpose of the technology and
explores how they ‘feel’ about their interactions with it. Ultimately, this paper chal-
lenges a societal assumption that elderly people are averse to information tech-
nology. The elderly use different technologies for different purposes and in differ-
ent contexts. The Tapestry interviews highlight how critical family pressure was in
determining how the elderly feel about information technology and their decisions
to interact with it.

Keywords Socio-technical - Systems - Elderly - Averse * Information
technology - Information systems

1 Introduction

It is a widespread societal view in the United Kingdom (UK) that the elderly are
innately averse to technology. Just last year, The Guardian ran a story that exclaimed,
“Older people can’t cope with new technology—but nobody cares” [5]. This research
was predicated on the view that such a societal assumption ignores how different peo-
ple interact with different technologies in different ways. Moreover, Patilla-Géngora
et al. research found that 74.5% of their elderly participants did not know the basic
element of computer use [8]. This research further shows that over 90% did not have
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the skills in databases, presentation creation, graph creation or web page creation
[8]. To explore whether elderly people are averse to technology, I conducted semi-
structured interviews with residents from Hornchurch Tapestry day care centre. The
interviews sought to uncover what technologies the participants interacted with, why
they did so, and how they felt about these interactions. These interviews provide this
paper with a snapshot insight into the various views that elderly people hold about
technology and why they might use it.

A participant’s interactions with technology is characterised by purposeful action
and they will interpret technology in different ways, as they interpret the world in
different ways [4]. Peter Bednar states that a system is defined by interest [2]. As
such, we ask what interest the elderly have towards ‘information technology’.

As new information technology arrives, an elderly person may have to adapt to
the new technology or at least be surrounded by a new technology. In this piece, we
try to uncover what might affect an elderly person’s will and ability to adapt to new
technology. Eden Mumford states that there are values, attitudes and incentives for
change and that some more than others may feel less threatened by change [7].

Without a boundary “we will have to take the whole planet into account, which of
course we cannot do” [9]. So, when this paper talks about technology, it is of course
referring to information technology. As such, we do not ask participants to talk about
the steam engine, cars, or even electric toothbrushes. Instead we ask how participants
interact with information processing technology like tablets, personal computers, and
smart phones. By conducting semi-structured interviews, we enabled participants to
reflect upon their responses and return to them if needs be. This conversational
approach led the interviews to explore unforeseen ideas and themes. The interviews
were semi structured for a mix of reasons, firstly, I wanted more of a conversation
style, and from this conversation style hopefully we could a high level of complexity
around and outside the subject area. Secondly, as the interviews were ‘face-to-face’
I wanted to ask follow-up questions, that could explore the topic further. From the
open-end conversations new themes did arrive.

In total, seven people were interviewed in the care centre on the same day. The age
of the participants ranged from 68 to 98. Due to issues of mobility and the centre’s
resource capacity, it was not possible to interview participants in isolation from other
service users at the centre. Interviewee’s varied in their receptiveness to the questions.
For example, some participants wanted a short interview (seven minutes), whereas
some wanted a longer interview (fifteen minutes) so they could reflect upon past
examples to shape their responses. With every interview, I learned how to improve
my approach to get the most out of the responses.

One of the major drives behind my decision to explore this topic is quite per-
sonal. I have family members who care for the elderly, both in professional and
non-professional contexts. From their experiences of care, I have observed that there
are many stereotypes about how the elderly perceive certain issues. As a group, ‘the
elderly’ are often assumed as incapable of using information technology. Funda-
mentally, I argue that we should not want technology to be created or prescribed to
elderly people that ignores what they think and care about as individuals.
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Some scholars cite a need to address how much the elderly cost the state as
a justification for their research [6]. However, this project is more concerned with
exploring elderly people’s perceptions of IT rather than uncovering how IT can assist
the state in improving cost-effectiveness.

2 Investigation

Two weeks before the interviews took place, the participants were provided with
the question ‘Are you averse to technology?’. This gave them time to reflect on the
question and come to possible conclusions prior to the interview. Each face-to-face
interview was audio-recorded and conducted in a relaxed and familiar environment.

After giving their informed consent, participants were interviewed individually. A
core issue was that there are some people at the day centre that could have dementia
or Parkinson’s. This was taken into consideration and before the interviews, the issue
was discussed with the staff, and they selected participants.

1. What technology do you frequently use?
2. Do you have any privacy concerns with technology?

a. If so, what concerns?
3. Is there any technology that you will not use?
a. If so, why?

What technology have you liked using?

What technology have you disliked using?

Have you ever had IT lessons before?

Would you like to have IT lessons?

What do you generally think about the progression of modern technology?

NN A

The data analysis is a thematic analysis, this takes themes and ideas from the
interviews. The data analysis has a ‘products’ and ‘services’ section. The intention
of this is to show what the participants define technology as. This is important because
they may have different ways of thinking about technology. As an example, if T asked
them to talk about a specific technology, the participant may not go outside the area
of the investigation. For example, if I asked a participant to talk about tablets, they
may talk about the tablets, but they may not discuss their interactions with other
technology, or what they think overall about technology.
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3 Findings

The findings are listed in the order of the amount talked about. Not measured from
the text, rather the emphasis participants put into explaining the topics. So, in order
the findings are:

Family Pressure
Childhood
Progression
Apathy
Aversion

The findings suggest that participants have a wide range of opinions and views
around ‘technology’. The findings, however, show some trends. The first trend is
family pressure. For participant three and one, they both mentioned that they were
pressured by family to get a tablet or smartphone. For example, participant three stated
that there was a long struggle with their family to get a smartphone, but even when
participant three got a smartphone, they weren’t entirely happy with it. Participant one
mentioned that her family berated her until she got a tablet. Interestingly we need to
see ‘why’ the family pressured or encouraged the participants to adopt a technology.
In multiple cases the participants were using technology to contact family abroad,
perhaps families believe that information technology enables communication. And
perhaps as well, families are looking to buy presents for the participants and believed
they were achieving giving a present and introducing a technology at the same time.
Both points, however, need more direct research; something we will investigate later.

Three of the participants directly mentioned children. This is interesting because
it doesn’t directly affect themselves. Participant six mentioned childhood quite a lot.
They stated that children are missing out on ‘childhood’ and children are growing up
too fast. Three of the participants really had a concern for children and their use of
technology. Participant three, when asked about technology progression, said: “It’s
over the top too much, especially for children, they don’t know how to communicate
properly.”

The conversations included a comparison of experience between their childhood
and the current childhood of the children they observe. For example, participant
two sounded very nostalgic. Participant two stated that they cannot use technology
because of their upbringing, physical photos, and further commented that people are
‘zombified’ and distracted. A key thing to take away from participant two is that they
felt powerless to change society and their interactions with technology.

Like participant two, participant six mentioned progression and stated that they
felt as though: ‘Times have changed’. Perhaps this means that they feel like society
is changing, and this is outside of their control. However, participant four and five
accept that ‘progression ‘is happening and sound more optimistic about it. In fact,
participant four stated that “it’s going to make a lot of things better”. Interestingly, the
question “What do you generally think about the progression of modern technology?”
doesn’t define what progression is, what it involves and what technology.
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Reflectively, this is great because it allows for the participants to express their
emotions or express how they feel about something outside of a boundary setting.
If the question was more specific perhaps the participant would have stated that
they didn’t know or care. For example, if I asked them if the progression of online
shopping was a good thing, they may have given a specific answer. But, allowing
for a general answer means that they don’t have to be specific. When asked what
they think about societal behaviour with technology, participant two said “They’1l
become zombies eventually, there is nothing you can change about it. It’s at the hands
of the people that create all this stuff. You cannot stop progression, people will stop
using their heads.” One quote that sticks out is: “Times have changed, they say it’s
for the better, but I sometimes think is it for the better?’

Participant one and participant five when asked some questions answered ‘I don’t
know what I think about it’ and ‘I don’t know, I just think it’s a good thing’. Perhaps,
they are either apathetic to answering questions and are not interested in the interview.
However, considering the participants were told about the interview topic beforehand,
perhaps these apathetic answers are more telling. Perhaps the participants do not
care about technology, they may not think of it or are not interested. For example,
participant five further mentioned that ‘There’s no one I want to phone, all my friends
are here’.

This research shows how vague aversion is, and how hard it is to define it. Many
of the participants said that they felt as if they didn’t like technology, by their own
definition. However, many participants were using technology around them. Many
participants were using smartphones to phone people across the world, voice call
those around, pay bills online or play board games on mobile devices. The participants
can use a technology and still dislike it. It is possible that the participants see it as
means to an end, a necessity to communicate, play games or search things online.
You could assume that if asked ‘Do you like communicating?’, ‘Do you like playing
Scrabble?’ or ‘Do you like searching things online?” The participants may answer
that they do, perhaps a lot of people would answer that they like communicating.

So, the devices may seem like a necessity to do these things, but this does not
suggest that they like the devices they have. For example, participant six stated that
technology ‘drives them mad’, but they further explained that it was a necessity to
speak to their daughter in Australia. In this case, participant six may value speaking
to their daughter enough to use the technology that they acclaimed ‘drive them mad’.
From this, it is urged that anyone analysing elderly interactions with technology
recognise that just because an elderly person uses a technology, doesn’t mean that
they like it. In participant six’s case, they could hate it, but find it useful. This
questions what it means to say that you ‘like’ or ‘dislike’ something, which will
further be explored in the discussion.

Perhaps the participants do not have an interest in technology but find the use of
technology necessary. For example, in Heart et al. research 62% of the participants,
when asked why they don’t use computers stated that they have ‘no need’ or ‘not
interested’ [6]. This questions what aversion really is, which is discussed further.
From this, we can assume that we don’t have to expect a person to have an opinion.
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In this case, at least, some participants simply did not care for technology and didn’t
care to involve themselves.

4 Discussion

Bednar states that a system is defined by interest [2]. These findings support Bednar
statements because systemically, the elderly have different interests in technology.
For example, in this case some of the elderly participants see technology as a means
of communication. Further, some of the elderly participants are interested in using
technology for games. So, these different interests define the purpose of ‘technology’.

Family pressure was the strongest theme. As found in the research, perhaps the
reason for this family pressure is the want or need for communication. For example,
many participants mentioned that they wanted a technology, so they could speak to
family abroad or to distant new grandchildren. The participants mentioned distance,
and the use of this technology as a tool to virtually shorten it. Research has found
in between 1970 and 2000 in Europe that the propensity of an elderly person living
alone had increased [10]. In Great Britain about one-half of the elderly participants
in Tomassini et al. research stated that they are in contact with their children at least
once a week [10]. Albeit in 2004, this research suggests that half of the elderly people
in Great Britain are not in contact with their children on a weekly basis. Tomassini
et al. indicate that frequency of contact can strengthen potential support for elderly
people [10]. Perhaps, therefore, family members feel a need to pressure their parents
or grandparents into adopting aspects of technology, to communicate and support
them.

Interesting though, this family pressure has been mentioned by Asghar et al. [1]
and Vacek et al. [11]. They suggest that there may be a correlation between social
inclusion and technology use. These studies found that where an elderly person is
socially excluded they are less likely to be taught a technology or be introduced to
that technology. Perhaps, the family pressure isn’t necessarily a negative thing, but
just an element of social inclusion.

With a boundary setting bigger than just the participant and a technology we
found the complexity of the external world. The research found, in many cases, that
a participant wasn’t always concerned about themselves, but they were concerned
with the external, in this case, children. Within the research, we asked whether
the elderly are averse to technology and assumed that if they are, it is because of
things affecting them. This includes; privacy concerns, lack of education, usability,
and security. Never did we wonder whether an elderly person was concerned about
technology that did not directly affect them, for example, children or society. There
needs to be further research on this topic.

Again, in the research design, there was no mention of concern for society, some-
thing that doesn’t directly involve a participant. Some participants stated that tech-
nological and societal progression was a good thing, but most didn’t. We can take
from this, that not only do some participants think that society progression is good,
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or some think that it is bad, but that they all think it is moving or happening. Many
mentioned that it was out of their control, and that time would tell. To summarise,
perhaps you can be averse to something that does not directly affect you.

Contrary to the secondary research, within the primary research participants didn’t
have many complaints about usability. In fact, one participant mentioned that usabil-
ity was an issue in the past, but not now. Cooper, a critic of poorly designed technology
suggested that the technology industry was causing a software apartheid [3]. How-
ever, this research was in 2004 and this papers research was in 2018. This could
suggest that usability design has improved, specifically with mobile phones and
tablets. Ashgar et al. research found that most of their participants felt comfortable
with using ‘assistive technology’ [1]. This could suggest that there has been a change
in usability design between those years.

In the research, we questioned what aversion is. In addition, we questioned what
it meant to feel averse to something. For example, many of the participants said that
they liked playing scrabble on their tablets. If we based the research on tablets and if
they said they enjoy playing games on it, we may have concluded that the participants
like playing scrabble on tablets. In this context, it is purposeless. We wanted to find
out how they ‘felt’ about something not if they use something,

The technology must have a purposeful action, for example phone calls or play-
ing games. Contextually as mentioned earlier, a participant’s interactions with tech-
nology is characterised by purposeful action and they will interpret technology in
different ways, as they interpret the world in different ways [4]. As we have learnt
the participants do interpret the world in different ways, and when we allowed for
complexity in the open-ended conversations we found a wide interpretation of the
world.

Even though Skyme et al. and Heart et al. questioned the opinions of their partici-
pants directly, other research has segmented technology use. Just because an elderly
person has security concerns regarding a technology, does not mean that they dislike
technology. Just because an elderly person finds some technology to be unusable, it
does not mean that they dislike technology. In addition, just because they communi-
cate with their family without the restraints of geographic location, does not mean
that they like technology. Therefore, we need to question what it is to be averse.

From this discussion, there must be further research. We can gather that the elderly
perceive technology as not just internal, but external. This is to suggest that the elderly
care about how technology affects others, not necessarily themselves. In a society
where many may be using a technology we may propagate a digital divide.

5 Conclusion

To conclude, the answer to the question “Are the elderly averse to technology?” is
that the elderly includes a wide range of people, they have many different opinions
and beliefs, and from the research, there are themes and trends that arrive. These
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themes are trends include the family pressure, children, apathy, usability, and their
past interactions.

Before anything else, there needs to be more research into the family pressures
that pressure the elderly into using technology. Hopefully, this research may find
a mix of pressures, hidden pressure, and wrongly assumed pressure. This research
would be important to find the pressures that elderly people have, and the influence
of technology.

Furthermore, there needs to be more research into what the elderly think about their
external world. As mentioned throughout this project, elderly people talk a lot about
the external world, perhaps more than their internal world. It would be interesting to
research what they care about, external to them. For example, the project found that
some participants have a big concern for the impact of technology on children, and
not so much themselves.
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Abstract This research-in-progress paper provides some preliminary insights to
scholars who intend to investigate value co-creation process within online commu-
nities. This contribution presents the results of a literature analysis using bibliometric
data of 246 articles debating this specific topic. The analysis shows the main research
areas discussing value co-creation issues within online communities, selecting and
describing the main cited references. Moreover, using social network analysis tools,
it was possible to recognize the main connection among the most cited references
(co-citation analysis) and the most used keywords and the connections among them.
This quantitative bibliographic analysis represents just the starting point of a liter-
ature analysis process. Further steps will aim at conducting a systematic literature
review of ongoing debate on value co-creation within online communities and to pro-
pose and test a research model for investigating the determinants of value co-creation
within online communities.
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1 Introduction

Co-creation was originally defined as the participation of consumers along with
producers in the creation of value in the marketplace [1]. In comparison with the tra-
ditional creation paradigm where the value creation occurred inside companies only,
co-creation changes the nature of the consumer-company interaction. Co-creation
represents a process in which consumers take an active role—for instance, designing
product/service or developing activities—and create value together with organiza-
tions [2]. As such, firms have moved the focus from the market to the interactions
as the locus of value creation and value extraction [2]. Furthermore, the diffusion
of ubiquitous digital ecosystems [3, 4] has facilitated the emergence of new ways
for consumers to interact with organizations and to engage in their innovation pro-
cesses. Conversely, digital econosystems support organizations in exploiting and
better capitalizing consumers’ innovative potential and knowledge [5]. At the same
time, the use of digital technologies offers social and cognitive benefits to customers,
thus leading to a better interaction and greater involvement during the co-creation
experiences. Zwass [6] identified different prominent contributing research streams
of co-creation, such as online communities (also called as internet community or
virtual community), the commons, collective intelligence, and open innovation. In
these scenarios online communities are the primary locus of collective contribution.
Online community is a set of people who interact and exchange information within a
virtual social context by using computer-mediated communication. Although there
are many kinds of online communities, those active on social network platforms,
which serve as community enablers for knowledge creation and sharing within a
specific domain, were recognized as critical in co-creation initiatives (e.g. [6, 7]).

Prior research on online communities has mainly investigated the benefits they
generate for firms in terms of economic value. However, Mein Goh et al. [8] (p. 247)
pointed out that “while economic value is doubtless important, a large number of
online communities are not sponsored by a particular company, nor do they have
direct business implications, raising the question of how else the benefits of online
communities might be conceptualized”.

When co-creation initiatives occurred, market becomes a forum where the inter-
action with online community members contributes to co-create value not just for
firms, but for individual, community and society [6]. Some scholars focus on value co-
creation by extending the economic analysis of capital in the direction of sociological
analysis, since online community was recognized as productive generator of social
capital (e.g. [6, 8]). Nahapiet and Ghoshal [9] found that structural and relational
dimensions of social capital are the most prominent in providing the opportunity
to combine and exchange knowledge, as well as to anticipate value through such
exchange. Other contributions, instead, focus on how the use of digital platforms
affect online communities engagement and contributions [7, 10, 11]. In this regard,
“online communities hold considerable promise for generating social value for par-
ticipants on the platform” [8] (p. 249). Thus, the most recent research has extended
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the online community domain towards intellectual, social and cultural dimensions
of value co-creation (e.g. [7, 8, 12]).

However, although research has focused on what types of value the online com-
munity contributes to co-create, it has neglected how value is created and leveraged
and what the determinants of value co-creation are. This paper is the first part of a
wider research project in which the main aim is to understand which variables affect
the value co-creation within online community. Accordingly, through a bibliometric
study, we firstly look at recognizing the foundations of research on value co-creation
within online communities, seeking to answer to the following research questions:

— RQI1. What are the foundations of value co-creation within online communities in
terms of key sources cited in articles discussing it?

— RQ2. What are the most active research areas and topics discussing value co-
creation within online communities?

With this analysis, we are interested in identifying the different fields in which
the value co-creation within online communities discourse is taking place, pointing
out at the same time the foundations of the discourse and the main related topics.

The paper unfolds as follows. The research methodology and the literature search
protocol are described in Sect. 2. The results of the analysis are provided in Sect. 3.
Eventually, Sect. 4 concludes the paper summarizing findings, limitations and future
steps.

2 Research Framework and Data Collection

Considering our aim to investigate the literature discussing value co-creation process
in online communities in order to identify foundations and most active research
areas we make use of citation analysis. Citation analysis is a form of quantitative
bibliography which uses quantitative measures of number of publications and number
of citations and co-citation as proxies of the influence of various sources in a research
discourse [13, 14]. Citation analysis allows to investigate the evolution of knowledge
production in a specific context (i.e. a discipline, a research area, a journal, a group
of authors) [15, 16]. This analysis allows identifying papers considered as highly
relevant for a discourse in the literature. Sources cited more frequently together tend
to cluster [17] and through the analysis of these clusters the foundations of a literature
discourse can be identified. Since citation analysis alone does not show the structure
of'ideas in a field [18], like previous studies did [16], we used social network analysis
tools to obtain citation based measures of literature sources.

For bibliometric studies that involve citation/co-citation analysis literature selec-
tion is a key aspect to ensure validity and consistency. To perform the literature
selection and the eventual analysis of the results we followed a sequential research
protocol composed by four steps illustrated in Fig. 1.

The first step concerns the data collection and involves the identification of a
suitable source for literature search. We identified ISI (Institute for Scientific Infor-
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Fig. 1 Research protocol (adapted from [22])

mation) Web of Science (ISI-WoS, http://apps.webofknowledge.com) as the platform
to perform the literature search and selection. Our choice is corroborated by the fre-
quent use of ISI-WoS in other IS studies [19-21]. Moreover, the three main databases
included in the platform (Science Citation Index Expanded, Social Sciences Cita-
tion Index, and Arts and Humanities Citation Index) fully cover over 12,000 major
journals adding up to over 40 million searchable records.

We firstly used the following keywords: “co-creation”, “co-production” and
“value creation” for identify the process while “Virtual community”, “Online com-
munity” and “collaborative network™ as context. We perform a first query, gathering
81 contributions. We did a preliminary analysis in order to verify if some other
keywords could be included in our original query. Than we took into account “Co-
innovation” as one more process keyword and “social network” and “community”
considered together as context keywords. Most of the keywords were stemmed and
used in combination with wild cards to include both singular and plural expressions.

The last query produced 246 results corresponding to as many papers published
from 1985 (starting date of the chronological ISI-WOS coverage) up to October
2017.

On this final set, following the further steps of the research protocol, we performed
a descriptive analysis (Sect. 3.1) and a network analysis (Sect. 3.2).

3 Data Analysis

The examination of the 246 publications was done following two steps: (i) a descrip-
tive analysis of our sample providing information on the evolution of number of
publications and citations over the year and an overview of the most productive
research areas and most cited references, and (ii) the use of SNA tools to reveal
the co-citation network and the key concepts (keywords co-occurrences) that are
examined in relation to our research topic, namely co-creation in online community.
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Fig. 2 The publications and citations trend over the years

3.1 Descriptive Analysis

Figure 2 reports the number of publications and citations trend per year from 2002
to October 2017. This figure shows that the topic of co-creation has received scant
attention until 2005 (less than two papers per year and zero citations). Starting from
2006, more and more publications and citations were made on that topic. Co-creation
in online communities is a topic that has become more prevalent with the development
of Web 2.0. Indeed, this new Internet paradigm fosters creation and exchange of user
generated content, thus supporting the development of online communities and co-
creation projects [23]. Customers are less and less recipients of goods, but they
are also co-producers of services [24]. After 2010, we even observe an exponential
growth with almost the double of publications every year (10 publications in 2010,
20 publications in 2011, 30 publications in 2013 and the year 2016 reached a peak
with 50 publications on that topic and 700 citations). But the number of citations has
grown steadily these last past 10 years.

As indicated in Table 1, the topic of co-creation has been mainly published in aca-
demic journals from the following fields: business research, marketing, information
systems, and innovation. The research area of business economics also represents
52% of the 246 articles. This indicates that the topic of co-creation in online commu-
nities is especially relevant for management researchers and business practitioner.

In Table 2, we present a set of 18 research papers corresponding to the most
cited references in our 246 publications sample. These most influential sources can
be grouped into three categories that are (1) determinants of participating and con-
tributing to communities and networks; (2) processes of value co-creation through
network interaction and resource exchange; and (3) research methodologies.

The first group (8 articles) refers to the reasons leading individuals to participate
and to contribute to communities and networks. It focuses on ‘why’ people interact
with each other and exchange resources within a social context. Research in that
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Table 1 The most active journals and research areas

Journals #Paper Research areas Freq. Nr.
Journal of business research 7 Business economics 129
(52%)
Computers in human behavior 6 Computer science 88
(36%)
Industrial marketing management |5 Engineering 42
(17%)
Technological forecasting and 5 Information science library 28
social change science (11%)
Journal of management 4 Operations research management | 22 (9%)
information systems science
Journal of strategic marketing 4 Telecommunications 18 (7%)
Journal of interactive marketing 4 Psychology 14 (6%)
Journal of product innovation 3 Social sciences other topics 9 (4%)
management
Journal of organizational and end |3 Public administration 8 (3%)
user computing
Journal of services marketing 3 Education educational research 8 (3%)
International journal of electronic |3 Science technology other topics 5 (2%)
commerce
International journal of 3 Environmental sciences ecology 5 (2%)
information management
Journal of service management 3 Communication 3 (1%)

category especially examines consumer participation and engagement in online brand
communities. Muniz and O’Guinn [25] introduce the brand community concept
such as “a specialized, non-geographically bound community, based on a structured
set of social relations among admirers of a brand” (p. 412). On one hand, social
factors such as group norms and social identity [29], customer relationship with
the brand [34] or customer relationship with the product, the firm or with other
fellow customers [32] can influence consumer participation. On the other hand,
individual factors such as customer perceptions also explain why people engage
in online communities. For instance, Nambisan and Baron [30] rely on the uses
and gratifications approach to consider an integrated set of four perceived benefits
(learning, social integrative, personal integrative and hedonic benefits) that all prove
to influence customer participation in online value creation. Brodie et al. [37] develop
a conceptual model illustrating the consumer engagement’s cognitive, emotional and
behavioural aspects and process within a virtual brand community. Other studies in
that category focus more on the issue of knowledge contribution and sharing. For
instance, McLure Wasko and Faraj [28] find that people contribute their knowledge in
electronic networks of practice when: they perceive that it enhances their professional
reputations; they have the experience to share; and they are structurally embedded in
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Table 2 Most influential sources

39

References

Main contribution

Nr. Of Cit.

Group

Vargo and Lusch [24]

Describe the marketing evolution
from a good-centered model to a
service-centered model of
exchange

44

G2

Muniz and O’Guinn [25]

Advance the theoretical notion of
brand community and find
evidence of brand community
offline and online

44

G2

Prahalad and Ramaswamy [2]

Suggest the DART (Dialog,
Access, Risk Assessment and
Transparency) framework to
implement co-creation
experiences

37

G2

Kozinets [26]

Develop a new methodology
based on ethnography to analyse
online data

35

G3

Schau et al. [27]

Identify 12 common practices
across brand communities and
show how they create value-added
brand community experiences

31

G2

McLure Wasko and Faraj [28]

Identify the three pre-requisites to
knowledge contribution in the
electronic networks of practice

27

Gl

Dholakia et al. [29]

Develop a social influence model
of consumer participation in
virtual communities. Offer a
typology to conceptualize virtual
communities

26

Gl

Nambisan and Baron [30]

Identify four perceived customer
benefits that influence customer
participation in value creation

26

Gl

Payne et al. [31]

Develop a conceptual framework
is based on the centrality of three
main processes in co-creation:

customer, supplier, and encounter

25

G2

McAlexander et al. [32]

Take into account the dynamic and
multifaceted nature of brand
community

25

Gl

Vargo and Lusch [33]

Update their seminal paper on
service-dominant logic

23

G2

Kaplan and Haenlein [23]

Provide a definition of social
media and a classification
according to social presence and
self-presentation/self-disclosure
dimensions

23

G2

(continued)
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Table 2 (continued)
References Main contribution Nr. Of Cit. | Group

Algesheimer et al. [34] Identify the positive 22 Gl
consequences, such as greater
community engagement, and
negative consequences, such as
normative community pressure
and (ultimately) reactance of
identification to a brand

Von Hippel [35] Highlight the reasons leading 22 Gl
innovating users to share their
innovations with others

Wiertz and De Ruyter [36] Investigate the influence of 21 Gl
relational social capital and
individual attributes on knowledge
contribution of customers in
firm-hosted online communities

Brodie et al. [37] Develop a conceptual model to 20 Gl
capture consumer engagement’s
cognitive, emotional and
behavioral aspects as such as
process within a virtual brand

community

Fornell and Larcker [38] Provide guidelines on how to 20 G3
implement and evaluate SEM
approach

Zwass [6] Define co-creation and provide a 20 G2

taxonomy of web based
co-creation

the network. Von Hippel [35] investigates the user-centered innovation by focusing on
the reasons leading innovating users to share their innovations with others, so creating
user-innovation communities and rich intellectual commons. Wiertz and De Ruyter
[36] investigate the influence of relational social capital and individual attributes on
knowledge contribution of customers in firm-hosted online communities.

The second group (8 articles) refers to the processes of value co-creation through
network interactions and resources exchange. Vargo and Lusch’s [24] paper that
is cited 44 times represents one of the seminal papers on the topic of co-creation.
The authors explain how the marketing field has changed from a dominant logic
(focused on exchange of goods) to a service logic, in which relationships between
people and co-creation are more prevalent. As such, this paper is often cited to set the
context of co-creation. Vargo and Lusch [33] analyse the major issues surrounding
service-dominant logic and offer revisions to the foundational premises of their sem-
inal article. Through the examination of different communities, Muniz and O’ Guinn
[25] reveal the characteristics, processes, and particularities of brand communities.
Brand communities create value by amplifying consumer voices, providing infor-
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mation and affectual benefits. In order to clarify and optimize the processes of value
co-creation, some other studies develop frameworks for value creation/extraction. For
instance, Prahalad and Ramaswamy [2] offer a framework based on four building
blocks of consumer-company interaction: Dialog, Access, Risk-benefits, and Trans-
parency (DART). Another framework was developed by Payne et al. [31] to investi-
gate how customers engage in the co-creation of value. This conceptual framework
is based on the centrality of three main processes in co-creation: customer, supplier,
and encounter. Zwass [6] investigates the intellectual space underlying co-creation
research and then he proposes an inclusive taxonomy of Web-based co-creation,
which contains co-creators, task, process and co-created value. Schau et al. [27]
offer empirical evidence of value co-creation by investigating the process of collec-
tive value creation within nine brand communities using social practice theory. They
also categorize value creation practices within brand communities, identifying the
role of each type of practice in the value creation process, and suggesting templates
for bundling practices to enhance collaborative value creation. Kaplan and Haenlein
[23] investigate social media in respect of other entities such as Web 2.0 and User
Generated Content. The research provides a definition and classification of social
media, as well as several recommendations to decide how to utilize them.

Finally, the third group refers to methods and techniques used by researchers.
Kozinets [26] develops the “netnography” method as an ethnography technique
adapted to the study of online communities. “Netnography” provides information
on the symbolism, meanings, and consumption patterns of online consumer groups.
Since many of the studies are also conducted with the survey approach, Structural
Equation Modeling (SEM) is frequently used and cited. Fornell and Larcker [38]
conduct statistical tests for evaluating structural equation models (SEM) with unob-
servable variables and measurement error. Authors also developed a testing system
based on measures of shared variance within the SEM for overcoming statistical
problems when they occurred.

3.2 The Analysis of Citations and Topics Connections

Further information on the influence of different sources is shown by the network
analysis of the co-citations. The results of that analysis are shown in Fig. 3. Each node
in the figure is a paper cited by the articles of our sample. An arc between two papers
indicates a co-citation of the two papers in one of the papers in the sample. Arcs
thicker than others indicate co-citation pairs that are more frequent than others. The
numbers on the arcs indicate the absolute frequency of the co-citation occurrence. The
most evident co-citation triad links the papers of Vargo and Lusch [24], Muniz and
O’Guinn [25] and Prahalad and Ramaswamy [2], representing the relevant building
block of group G1, while Schau et al. [27] (G1) together with McAlexander et al.
[32] (G1), Kozinets [26] (G3), Vargo and Lusch [33] (G2) represent connections
among the three groups described in the previous paragraph.
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Fig. 3 Co-citations graph

The keywords analysis provides a more accurate information on the topics dis-
cussed in the 246 papers included in our dataset. We identify the most popular key-
words used in the dataset, creating a graph based on their co-occurrences (Fig. 4).
In the network, the keywords are the nodes and there is a tie among two of them if
mentioned together in the same publication (co-occurrence); the thickness indicates
the number of contributions in which the pair appears.

Figure 4 shows the 58 most frequently used keywords and their connections. The
size of each node (and its label) represents the occurrence of a specific keyword
within the dataset.

Considering the eleven keywords with at least 10 occurrences in the dataset, it
is possible to identify the following three group of main topics: (a) co-creation;
(b) social network; (c) innovation. The co-creation group (69 overall number of
occurrences) includes the following keywords: co-creation (36), value creation (20),
and value co-creation (13). The online community group (120 overall number of
occurrences) includes online community (15), online communities (21), collabora-
tive networks (31), social media (30), social capital (12) and netnography (11). The
innovation group (22 overall number of occurrences) includes innovation (12) and
open innovation (10).

From the observation of Fig. 4, we identify two main clusters: the first one is
the sub-graph developed around the keywords “Co-creation”, “Social Media” and
“Online Communities”, the second one is centred on “Collaborative Networks” and
“Value Creation”. These two clusters have direct connections “Value Creation—
Online Communities” and “Collaborative Networks—Co-creation” and the keyword
“co-innovation” (and in a minor manner also “Innovation”) emerges as a bridge
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Fig. 4 Keywords co-occurrence graph

between the two subgraphs, underlining the relevant role of “innovation” in this
context.

4 Preliminary Discussion and Future Steps

This study provides some preliminary insights to scholars and practitioners who are
interested to examine issues concerning value co-creation within online communi-
ties. Regarding the first research question, this contribution offers a broad overview
on the relevant literature, analyzing the most influential sources classifying them in
three main categories: (1) determinants of participating and contributing to commu-
nities and networks; (2) processes of value co-creation through network interaction
and resource exchange; (3) research methodologies. Through the co-citation analy-
sis and co-citation graph it is possible to recognize the references playing the role
of contact points (a sort of bridge) among these groups. Concerning the second
research question, the main topics discussed by the contributions in the dataset are
analyzed considering the keywords defined in each paper. The keywords analysis
identified three groups of main topics: (a) co-creation; (b) social network; (c) inno-
vation. Furthermore, the keywords co-occurrence graph offers a broad overview on
the connections among the different topics (keywords), identifying two main clusters
where the topic “co-innovation” seems to cover a relevant position.
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The analysis of the citations and publications trends, as well as of the contributions
in the dataset, indicates this topic is current and especially relevant for management
researchers and business practitioners in management, IS, marketing and innova-
tion fields. Future research could certainly be conducted with more interdisciplinary
approach, for instance in order to capture both technical elements (i.e. characteristics
of co-creation platforms) and human factors (i.e. individual motivations, personal-
ity traits, etc.). This study also identifies the most influential sources and the main
connections among them, highlighting the main contributions that have influenced
subsequent research on value co-creation within online communities. The most influ-
ential sources concern the dynamics and the determinants of participating and con-
tributing to communities and networks, as well as the processes of value co-creation
through network interaction and resource exchange, while it seems less attention was
paid to strategic implications of value co-creation and research methodology. Also,
it should be noted that the three most cited articles, such as Vargo and Lusch [24],
Prahalad and Ramaswamy [2] Muniz and O’Guinn [25], are also the most co-cited
contributions, thus representing the hard core for further research in that area of
inquiry.

This research has some limitations. While our bibliographic analysis is compre-
hensive, it is not exhaustive. Although we performed the search on ISI-WoS using
specific set of keywords, other search terms can also be used and could potentially
yield different results. Despite these limitations, this paper provides a general picture
of past and current research, creating a database of the academic literature on value
co-creation within online communities.

Our quantitative bibliographic analysis represents just the starting point of a lit-
erature analysis process. Further steps will aim at conducting a systematic literature
review of ongoing debate on value co-creation within online communities and to pro-
pose and test a research model for investigating the determinants of value co-creation
within online communities.
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Abstract This paper investigates the relationship between disability and new tech-
nologies, specifically home automation, evidencing how the application of new tech-
nologies can effectively promote the social inclusion of people with disability. New
technologies in all their forms significantly changed the social and economic activi-
ties, recording an increasing application in any organizational settings, also allowing
people with disability to be significantly involved by improving their social status
and commitment in the social daily life. New technologies can facilitate and promote
the social integration of disabled persons, allowing them to participate into several
social daily activities, acquiring some kind of autonomy. There is an explosion of
technology applications in the disabled people’s daily life in different ways, but this
phenomenon is still under researched in the literature. This paper aims to identify
and evidence the role and function of home automation, for people with disability,
specifically we aim to outline if and how the home automation solutions and devises
can support people with disability improving their social inclusion. This theoretical
study, conducted through a deep review of the contributions in the literature and
in the practice through an online search from a 30-year period (1998-2018) on the
link between technology/home automation and disability, as an interesting research
starting point, contributes to systematize and clarify the main contributions on this
phenomenon, also identifying new research perspectives.
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1 Introduction

New technologies are increasingly present in the daily life of each of us. Technology
may assume a role really decisive in any organizational settings, from educational
to manufacturing context, especially considering its recognized crucial role in pro-
moting the process of social inclusion, enabling people in difficulties, such as people
with disabilities, to carry out, independently, activities that would otherwise be pre-
cluded. We are observing, in fact, a slow and gradual realization (even from software
companies) in terms of accessibility to information technologies, which are becom-
ing more and more accessible, comfortable and used in practice to all, through the
application of the principles of “design for all” [1].

Specifically, Information and Communication Technology (ICT) represents the
set of digital technologies, methods and technologies that allow the transmission,
reception and processing of information included. The use of technology in the
management and processing of information is having an increasing strategic impor-
tance for organizations. Educational institutions, in particular, provide, through its
educational project, special training courses and the use of ICT for cross several dis-
ciplines. Today, information technology (digital devices and software programs) and
telecommunications (computer networks) are the two pillars on which the “society
of communication” is founded.

In particular, the spread application of new technologies significantly affects the
daily life of people with disability. New technologies, especially computers with their
new operating systems or other devises, thanks to the powerful features provided,
allow, through the easy access to information and other actions, to facilitate those
people who face difficulties for their impaired position, allowing them to obtain
satisfactory performance with tools that turn out to be really effective and efficient.
Even more, mobile always provides a series of settings in order to easy use, and
everything not present (default) can be found among the applications available and
easily installed.

This attention paid to the needs of individuals, much more people with disability
in any its forms (cognitive, sensory or motor disability), amplifies the use of these
instruments, which often become an integral part of lives of everyone, not only from
the professional point of view, but especially from a social and personal point of view,
as they provide opportunities for collecting and processing information, taking useful
documentation, socializing, including, through the use of social networks, more
and more widespread in so many different areas, and much more for independently
making the routine activities, such as eating, reading, cleaning up, and so forth.

Thus, itis interesting to analyze the characteristics of empowerment that new tech-
nologies, more specifically home automation, have shown for people with disabilities
(PWD), in terms of living easily and independently and having the opportunity of
expanding their network of contacts and friends beyond the restricted circles with
whom you can share common problems [2-5].
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New technologies in the expression of home automation or smart home consist
of tools able to promote social inclusion of persons with disabilities to enable them
more easily to have a job, to give them better care, to easily make their daily activities.

The technology in the human history has always influenced the way people live
and, now it becomes crucial for the future of over a billion people in the world living
with some forms of disability.

This conceptual study aims to investigate the role of new technologies, through the
home automation form, for involving and making the active participation of people
with disabilities. Indeed, this exploratory study aims to clarify and systematize the
major existing contributions in the literature and practice focused on home automa-
tion and disability for evidencing and filling the gap still existing, and for identifying
interesting and useful variables to investigate in the future regarding the effectiveness
of home automation.

In the recent years, the significant evolution of the world, in terms of developing
and adopting new technologies through home automation, has been requiring an
increasing attention by scholars and practitioners especially with concern of people
with disabilities.

This paper is structured as follows: Sect. 2 briefly describes the link between
technology, specifically home automation, and people with disability in promoting
their social integration. Section 3 provides a review through an online search of the
main contributions in the literature on disability and home automation. In Sect. 4 the
point of view of practitioners on the phenomenon, the link between home automation
and disability, has been summarized. Finally, in Sect. 5 some final considerations are
provided about the phenomenon investigated.

2 Home Automation for Supporting People with Disability

Sometimes, disability term can be inappropriately conceived, for this reason it is
necessary to clearly define this concept. The idea of the disabled person is no longer
conditioned by the individual’s stereotype of disability seen only in a wheelchair, but
itis much more extensive and includes any person who, permanently or temporarily, is
having difficulty in movement (heart disease, women pregnancy, people with stroller,
convalescent individuals or limb in a cast, obese, elderly, children, etc.) or sensory
perceptions (the blind and visually impaired, deaf and dumb), as well as, persons
with cognitive or psychological difficulties.

The concept of disability has changed from the recent definition of the Interna-
tional Classification of Functioning, Disability and Health (ICF) drawn up in 2001
by the World Health Organization (WHO) which identified disabilities the product
of environmental factors, physical and social and inadequate or insufficient answers
that the society, in general, and the company, in particular, give to people who have
special needs.

The ICF framework is a revolution because it states that “any person, at any time
of life, can be in health condition who become disabled, because the person is in front
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a context/a negative environment that limit, restrict or cancel its functional capacity
and social participation” [6].

Also, at international level, it is common to talk about people with disabilities. In
fact, the WHO uses the word “person”, instead of adjectival forms as invalid, disabled,
or handicapped nouns: this choice has the advantage without attributing the whole
person an attribute that is only part of and that it leaves intact a term (person) is in itself
neutral; the definition of persons with disabilities, combines the concept of person,
universally accepted and considered positive, received an assignment, something that
does not belong to the person, but that is imposed because disability is not derived
from the psycho-physical situation, but by the failure of the society/organization to
make any actions for including any people, meeting their special needs. The person
who uses a wheelchair has a disability when he/she only meets overcome differences
in height with ladders; the person using a white cane has a disability when it fails
to orientate because he/she lacks elements (such as carefully designed flooring or
sound devices, tactile, etc.) that allow him/her to safely move [6].

Therefore, disability is not caused by subjective factors but from the context or the
company that have not designed thinking at all. This position allows you to abandon
the concept of a person with disabilities to emphasize instead that of “non-skilled
environment or un-suitable” [6].

Today, people with disabilities, through technological innovation, especially home
automation, have the ability to manage their difficulties and to be successfully
engaged in daily life activities, with performances ever closer to those of the able-
bodied.

Assistive technologies available today not only allow you to prevent complications
or aggravation of a disability, and to correct or resolve postural problems, but they
also allow you to significantly reduce the gap that determines the daily life of the
disabled person and the society that surrounds it.

According to most scholars [7—12], home automation, also referred to smart home
concept, one relevant and spread expressions of new technologies, is not new for peo-
ple because it was introduced already few decades ago. The term “home automation
or smart home” has been defined in several ways. In general, this concept refers to
any technology able to automate a home-based activity. For instance, electronic ther-
mostats and motion-activated lighting, or interactive systems for controlling home
activities from a central access point (a computer, personal digital assistant or remote-
control device). Many ways exist for making remote control of activities in a smart
home, that is for programming to control lighting, entertainment systems, appliances
and thermostats. Thus, home automation concerns the ability to control electrical and
electronic devices at home remotely, thus allowing ease of access to home users. Vari-
ous manners can allow the application of this concept to fit the requirement of a smart
home. Nowadays, many advanced tools can be used, especially including wireless
technology such as Bluetooth and Internet linking, WiFi, and so forth.

For people with disabilities, hence in the overall disability community, the term
home automation typically concerns the use of electronic assistive technology
(“EAT”), including electronic aids to daily living (“EADL”), assistive technology
for cognition (“ATC”), wireless connectivity and other tools able to provide sup-
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port to people with disability in the home setting [8, 12]. This field is acquiring an
increasing importance, because people with disability right fully advocate for self-
determination and self-efficacy, and as the elderly population is growing and seeks
to age in place. Indeed, smart homes offer the promise of increased independence
and reduced need for caregiver support at home [9, 13, 14].

In this direction, interesting studies have paid their attention to the link between
technology, specifically home automation and disability [9, 12—15]; in fact, home
automation can allow people with disability to face their challenges and mostly to
facilitate their social integration, acquiring their independence [15, 16]. Although
there are significant studies, this phenomenon is still underrepresented and there is
the need to systematize and clarify the state of art in the research and practice for
better support the daily life of PWD.

3 Disability and Home Automation: The State of Art
in the Research

This study conducted an online research to identify the prevalent contributions in the
literature from a 30-year period (1988-2018) on the link between disability, psycho-
logical autonomy, smart home facilities, that is home automation. Specifically, we
conducted a search on line adopting the key words “disability” and “home automa-
tion” in most freely accessible web search engines specialized in academic literature,
that is Google Scholar, PubMed, Web of Science and ScienceDirect.

We used the following three criteria for selecting papers. First, they must be pub-
lished in journals in the range 1988-2018. Second, the selected papers have to be in
English language and contain in their abstract at least one of the word selected (dis-
ability, physical and psychological autonomy, domotics, home automation, domotic
automation and smart home). Third, articles have to deal with research issues rather
than specialty organizational topics, it means we selected papers from management,
educational, medical, physical activity and all the issues available with connection
to disability and home automation issues. We considered also journals with no high
impact factor and of relatively lower ranking (e.g. Poetics, Depression and Anxiety,
etc.).

The search has outlined significant elements showing an increasing attention by
scholars on the issue especially since 2016, more specifically, on the existing link
between disability, physical and psychological autonomy, and smart home, which
has become stronger over the years (see Table 1 for a summary).

The papers resulting from the research were totally 16, and the most part consists
of theoretical studies which adopt a qualitative methodology.

Starting from more recent and relevant contributions on the matter, in 2018, Esmail
et al. [17] investigated the importance of technology for clothing activities in case
of aging or, generally, reduction of physical and psychological autonomy linked
to disability. Clothing is an important aspect of nearly all human societies from
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performing social and cultural functions to indicate social status, a form of protection
and a way for self-expression. It can help or hinder the ability to fulfill every-day
activities and social roles and with the rising industry of wearable technologies,
smart textiles are adding health-monitoring functions to clothing. The influence that
clothing can have on the life of someone with a physical disability is significant,
and further research is needed to better understand the phenomenon. To achieve this
goal, a scoping review will be performed with the aim of understanding the role of
clothing in participation (e.g. at home, in the community, etc.) of individuals with a
physical disability.

Then, Nam and Park [18] argued that ICT is connected with every aspect of social,
cultural, economic, educational, and commercial activity. Smart devices in the con-
temporary world in particular have changed society and are necessary instruments for
modern people. Smart device usage is rapidly growing in everyday life, also support-
ing the inclusion of people with disabilities. Their study investigated the effects of the
smart environment on the information divide experienced by PWD, and information
from the 2013 Information Divide Index Data of the National Information Society
Agency were analyzed regarding three aspects, that is access, skill, and competence.
The accessibility difference was investigated by comparing access to a PC or smart
device in two groups, general people and PWD. The effects of a smart environment
on the information device were analyzed using the General Linear Modeling (GLM),
evidencing that the access rate to a PC or smart device was higher for the general
group than for people with disabilities, and this difference appeared to be greater in
the smart environment. Thus, disability and device access had statistically significant
effects on skill and all aspects of competence.

In 2016, Dobransky and Hargittai [19] underlined that, while the digital inequality
literature has considered differences in the online experiences of many population
segments, relatively little work investigates how PWD have incorporated digital
media into their lives. Based on a national survey of American adults, this topic was
explored considering both barriers to Internet use and the possibilities that Internet
offers to PWD. Findings indicated barriers for PWD, also depending on their form
of disability, to access the Internet. Those with five of six types of disabilities (e.g.
people with deaf or hearing impaired, blind people, etc.) are considerably less likely
to be online than those who are not disabled. Hence, the findings indicated great
potential for the Internet for PWD and suggested that moving more of them online
holds the potential for considerable gains among this group.

Another study provides a systematic literature review [20]: (1) to determine the
levels of technology readiness among older adults and (2) and to evidence for smart
homes and home-based health-monitoring technologies that support aging in place
for older adults who have complex needs. In fact, this study introduced and discussed
about home automation and disability prevention and care, with particular reference
to the role of technology for older people. Forty-eight of 1863 relevant papers were
identified and analyzed, evidencing the following issues: technology-readiness level
for smart homes and home health monitoring technologies is low; there is no evidence
that smart homes and home health monitoring technologies help address disability
prediction and health-related quality of life, or fall prevention; there are still con-
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flicting findings about the capability of smart homes and home health monitoring
technologies to address chronic obstructive pulmonary disease.

According to these perspectives focused on technology and older people health
preservation and care, in 2016, Yusif et al. [21] reviewed the main barriers in adopting
assistive technologies (ATs) by older adults in order to uncover issues of concern
from empirical studies and to arrange these issues from the most critical to the
least critical. They conducted a 4-step systematic review using empirical studies:
locating and identifying relevant articles; screening of located articles; examination
of full text articles for inclusion/exclusion; and particularly examining 44 articles
included. Several barriers for adopting ATs were identified, that is, privacy, trust
and functionality/added value, cost and ease of use and suitability for daily use,
perception of “no need”, stigma, and fear of dependence and lack of training.

Other scholars [22] underlined that the burden of chronic disease and associated
disability present a major threat to financial sustainability of healthcare delivery
systems. Thanks to the adoption of new technologies, such as the ECG monitor-
ing system, it is possible to simplify the life of people with chronic disease with
personalized home health solutions.

Jelin et al. [23] focused their research on another illness, the fibromyalgia, which
implies high healthcare costs and individual social and pain disadvantages. The
patients, mainly women, must simultaneously cope with chronic pain, emotional
distress, activity avoidance and disability. This qualitative study explored female
patients’ experiences of participating in a 4-week web-based home intervention after
in-house multidimensional rehabilitation, showing the positive effects in implement-
ing ICT, such as Internet and smart phones, for text-based communications between
providers and patients with chronic pain.

In 2015, Wistlund et al. [24] analysed the traditional issue of independent home
mobility for disability, and tested the functionality and safety of the innovative sys-
tem gaze-driven powered wheelchairs in the users’ home environment. Their research
described, through three users test, a novel add-on for powered wheelchairs that is
composed of a gaze-driven control system and a navigation support system. The
study tested the functionality and safety of the system in the user’s home environ-
ment considering individuals with very high disability with no possibility of moving
independently, evaluating also whether access to a gaze-driven powered wheel-chair
with navigation support is perceived as meaningful in terms of independence and
participation. The results show that the system has the potential to provide safe,
independent indoor mobility, and that the users perceive doing so as fun, meaning-
ful, and a way to reduce dependency on others.

Ben-Zeev’ research [25] stressed the issue of growing diffusion and need of remote
care of mental health disabilities, outlining that different mental health approaches
are feasible, acceptable, and clinically promising for people with mental health prob-
lems. This study describes the Lifeline Assistance Program (LAP) as an useful model
created in 1985 by the U.S. Federal Communications Commission (FCC). The LAP
consists of a nationwide program designed to help eligible low-income individuals to
obtain home phone and landline services so they can pursue employment, reach help
in case of emergency, and access to social and healthcare services. In 2005, recog-
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nizing the broad shift towards mobile technology and mobile-cellular infrastructure,
the FCC expanded the program to include mobile phones and data plans. Then, pro-
grams like LAP could be expanded to include mobile and wireless health (mHealth)
resources that capitalize “smart” functions, such as secure/encrypted clinical texting
programs and mental health monitoring and illness-management apps.

Piau et al. [26], underlining the growing aging of population around the world,
evidenced the importance to take care of “frailty syndrome” of older individuals, that
frequently experience reversible increasing incidence of disability. Their research,
through laboratory study, aimed: to develop a technological solution designed for
supporting active aging of frail older persons; to conduct a first laboratory evalu-
ation of the device; and to design a multidimensional clinical trial for validating
their solution. The results showed that the prototype smart solution, developed to
respond to the needs expressed by the stakeholders (frailty monitoring and adher-
ence improvement), was effective to monitor key parameters of frailty during daily
life and to promote walking. Thanks to the first laboratory tests, the technological
solution, which was a non invasive wireless insole, able to automatically measure gait
parameters and to transmit information to a remote terminal via Internet connection,
by showing good reliability measures and also a good acceptability by the users.

Davies et al. [27] deeply analysed the theme of smart insole, focusing on per-
sonalized self-management rehabilitation system for stroke survivors in the United
Kingdom. The use of innovative technologies and the ability to effectively apply
them, to promote behavior change, are paramount in meeting the current challenges.
The study assessed the usage of self-management technologies on post stroke sur-
vivors while undergoing rehabilitation at home. From a methodological perspective,
a realist evaluation was conducted of a personalized self-management rehabilitation
system at home of 5 stroke survivors over a period of approximately two months.
Using a “smart insole” it was possible to easily facilitate measurement of walking
activities in a free-living, non restrictive environment. The study suggested that 4
out of the 5 participants improved their ability to heel strike on their affected limb.
All participants showed improvements in their speed of gait measured in steps per
minute, with an average increase of 9.8% during the rehabilitation program.

In 2004, Clark et al. [28] stressed the needs to define the concepts and principles of
autonomy and self-determination and the application of those concepts and principles
for working with children and adolescents who have intellectual and developmen-
tal disabilities (ID/DD), including autism, considering the growing number of cases
recorded in the three decades through epidemiological reports. Self-determination
concerns the ability of a person to be autonomous in his/her meaningful life choices.
Specific technological practices were discussed for generating more opportunities
for individuals to exercise personal control and autonomy across activities and envi-
ronments in order to prevent and manage psychological problems.

Focusing always the attention on the importance of physical and psychological
autonomy for PWD, Fuhrer et al. [29] analysed a key step in planning and develop-
ing assistive technology through the formulation of a conceptual model, specific to
a particular type of device. Indeed, the development of device-specific causal mod-
els will be facilitated by having available an overall framework that is potentially
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applicable to multiple types of devices and their outcomes. The outcomes of assistive
technology devices depended on the interaction among characteristics of a specific
device-type, its users, and their environment.

Sometimes, disability derives from injury and accidents, not only from illness, and
requires the psychological support in managing the daily life by professionals in a
direct or remote way, monitoring at home too through latest validated resilience scale:
the Connor-Davidson resilience scale (CD-RISC) [30]. Resilience may be viewed
as a measure of stress coping ability and, as such, could be an important target of
treatment in anxiety, depression, and stress reactions. In this study, sensitivity to
treatment effects was examined in individuals from the PTSD clinical trials, affected
by physical and/or psychological disabilities effects of traumatic events.

In 2003, other scholars [31] underlined that many people presume that physical
and/or psychological disabilities means absence of self-determination of individuals,
and they stressed the importance of environmental characteristics of daily life and
homes. The self-determination and autonomy functioning levels of individuals with
disabilities, also, depend on environmental features, beyond personal and physical
characteristics; indeed, less restrictive settings help PWD to be more autonomous.

Although a “minority-group” model has emerged to challenge the traditional
dominance of the “functional-limitations” paradigm for the study of disability, as
intuitively showed many decades ago by adopting a sociological perspective [32],
thanks to this brief review of the literature, we highlight that research still needed
to be developed focusing on attitudes toward disabled people with the support and
adoption of technological devises, especially home automation.

In summary, a new conceptual framework is needed in existing multidisciplinary
perspective, based on the fundamental values of personal appearance and individual
autonomy, considering the main positive effects of technologies for PWD helping
them to improve their daily life, promoting their social inclusion and autonomy,
reducing discriminations, and improving in general the life quality of people affected
by disability. Thus, it has been evidenced that it is necessary to enrich the existing
research, still poor, thanks to the contributions of qualified academic researchers.
Investigations using this perspective might contribute to determine the attitudinal
foundations of the competing models that are dividing research on disability consid-
ering and linking to new technologies, that is home automation.

Most of the items of research have as objective the analysis of the different equip-
ment that disabled people can use to acquire more autonomy in their daily life. For
instance, thanks to the relevant changes occurred in the technology and science, there
are special and advanced wheelchairs, able to be empowered using mobile phone or
other devises, such as wheelchairs with three wheels, two largest rear and a front
smaller with a digital monitoring system.

PWD, specifically blind people or people with motor disability, thanks to the
development and spread of home automation devises, can acquire an increasing
autonomy in their daily life also having a stronger psychological and sociological
construct.

The findings of the research outlined some challenges and critical aspects that
still needed to be explored. Although the prevalent literature evidences and investi-
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gates the role played by the technology for PWD, some critical themes have been
identified, such as the implementation of the technological devises making smart
environment, home automation, the critical relationships between the adoption of
new technologies to improve the daily life and psychological/sociological issues,
the impact of technology on PWD autonomy, traditionally considered as the main
challenge to face, and so forth.

This analysis allows us to recognize the importance of the application of tech-
nology for facing any challenges related to disability in its forms, in fact, thanks
to the enrichment and development of innovative instruments (high quality stan-
dard devises, software monitor PWD, etc.) people with disabilities can perform their
activities without high risks or any difficulties, becoming more autonomous and over-
coming their daily challenges. Otherwise, the adoption of new technologies with all
its forms, especially home automation, significantly affects the daily life of PWD,
deeply changing their human interactions, making them more autonomous and pro-
moting their social and cultural inclusion.

In this direction, by working together all the several organizations, academics
and practitioners, that is psychologists, sociologists, researchers, engineers, and the
overall community can provide affordable safe and reliable technological assistive
devices, technologies for training and rehabilitation, and for making the daily world
of PWD much easier and accessible.

4 Disability and Home Automation: The State of Art
in the Practice

Around 80 million people in the European Union (EU), the sixth part of the over-all
population, have a disability. Furthermore, according to the United Nations Conven-
tion on the Rights of Persons with Disabilities (art. 9) [33], signed by the European
Commission in 2010, the accessibility is a basic right for all PWD. The purpose of
accessibility is to enable PWD to live independently and to participate in all aspects
of life.

Home automation has the ambition to develop a novel and revolutionary modular
and adaptive multimodal human—machine interface to allow moderately and severely
impaired people at interacting with intelligent devices to perform daily activities
and to fully participate in society. Besides, it will develop a totally new shared-
control paradigm for assistive devices that integrate information from identification
of residual abilities, behaviours, emotional state, on one hand, and intentions of the
user and analysis of the environment and contextual factors, on the other hand.

It is crucial in considering what a person would like to be able to do at home to
take into account his/her different needs. There are numerous ways and theories to
explore and many priorities, tasks and requirements. Maslow’s hierarchy theory of
needs sets out a pyramid beginning with a person’s most basic needs at the bottom
and as the persons’ needs are satisfied, they move up the pyramid towards the need to
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develop into the person they desire to be [34]. Specifically, a good automated domes-
tic environment wants to create a place where people with limited mobility is able to
meet their needs at each stage of the pyramid in order to ultimately engage in their
community as active citizens through the use of the system. The activities of daily
living are essential for the existence and include fundamental tasks, such as personal
care, feeding, drinking, hygiene, and mobility. However, a person requires more than
their basic survival needs to get satisfaction from life. These tasks include preparing
their own food or meal, shopping, light housework and managing finances. Finally,
the discretionary activities are important such as leisure activities, hobbies, engaging
in the community, spiritual activities, caring for people, shopping, gardening and
so forth. Also, as already outlined, the ICF framework, focused on the interaction
between the health condition and the contextual factors, created a checklist to sup-
port clinicians in identifying the functioning and impairment level of an individual
while also considering activities, participation, environment and personal factors.
This checklist is also an important tool to reflect on the important activities to people
within the overall context of their living situation and environment [35].

To ensure a user centred approach a kind of road map of needs compared to devices
could be developed. The road map is defined from the target end users, therapists,
and caregivers input. Then, the identification of these needs is mapped against the
systems specification and design solution (Table 2).

Some examples could be given as results of this process: an interesting empir-
ical analysis could be the applied research in this field financed by the European
Commission trough the 6th and 7th Framework Programs and Horizon 2020:

— SRS (Multi-Role Shadow Robotic System for Independent Living): The SRS
project, funded by the European Commission under the 7th Framework Program
(Call FP7-ICT-2009-4, ICT and Aging), aims to develop and to experiment with

Table 2 Summary of applications

User requirements Planned technical specification

Ease of use: The user should be
able to easily establish and
maintain control of the system

Signal acquisition The user’s ability to control the
system will be maximised through
multiple input devices that can be
customised according to the unique
presentation of user and their

preference to interact with it

Software Effectiveness: The user should be | The adoption of the multi-level
able to control the system as control architecture guarantees a
accurately and completely as great accuracy in task execution
possible with a low error rate

Hardware Safety: The system must be safe The systems hardware could have

and alleviates any fear target users
might have

exoskeleton and specifications
aligned at achieving specific
purposes

Source Our processing
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a robotic aid for people assistance elderly in domestic environments, able to pro-
vide support to improve and prolong the autonomy condition. Instead of thinking
of a completely autonomous device, which does not yet appear realistic in the
current state of technology, they aimed at a semi-autonomous robotic solution,
that is able to accomplish in autonomy only determined inalienable operations
in an unstructured environment (such as, for example, circumventing obstacles
encountered along the way) that for the operational functions is remote controlled
by the same elderly person or remotely from a family member or a family member
operator not present at that moment at home. The term “shadow robot” that is
acting as a shadow of a human operator well expresses this concept. The principal
target is to remotely manage emergency situations, when the family member has
to leave home or even routine situations in which the elderly person can be helped
in carrying out some domestic activities from a remote location;

— HEAD (Human Empowerment Aging and Disability): This project primarily
aimed at defining and structuring of contextualized and individualized rehabil-
itative care processes with the related health and social care for chronic disability
conditions caused by congenital lesions or acquired of the nervous system, with
innovative use of technologies. With a telecommunication infrastructure web-
based configuration, the formal organization is proposed and the activation of a
neuro-rehabilitation service model in continuity between hospital and territory,
using video connection for telepresence, high-tech technologies (e.g.: robotics,
wireless dynamic electromyography, BCI) and low cost (e.g.: RFID, dedicated
software for touch screen functions) for the recovery of cognitive and/or motor
functions of the upper limbs and lower. A structured mode of service delivery
of tele-neuro-rehabilitation for both motor and cognitive components will there-
fore be fundamental for defining direct and indirect costs, and their sustainability,
compared to the real benefits detectable with rehabilitation logic in which bod-
ily functions, activities and participation can be monitored in their own vary, and
integrate into representing the state of person health;

— SMARTA (Environmental Monitoring System with Network sensors and wear-
able telemonitoring to support health services, prevention and security for Active
Aging): The SMARTA project aims to develop an innovative system for moni-
toring the health picture of the elderly population over 65 age, healthy or with
diseases, living in a home environment. The project aimed at supporting active
aging, a concept that the European Community is promoting as a tool for control
of health costs and increase in quality of life, through the development of a system
of environmental sensors and personal features.

These funded projects show that technological progress has allowed the realization
of disable living and rehabilitation model: the advent of smart phones (equipped with
a processor, memory, wireless connection, geolocation) and their applications, have
proved to be the tools most able to meet the needs of home-based rehabilitation,
radically changing the management of patient care [36], and, also, to support PWD
to easily manage their daily life.
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Two main advantages of the automated home systems can be distinguished. First,
to get the best quality of life of PWD, if monitored in conditions of absolute safety,
which can more easily live their daily life. Second, to achieve economic goals and it
is linked to the reduction of hospitalization.

5 Concluding Remarks

The development and adoption of new technologies in any forms and tools have
significantly changed relevant aspects of the daily life, especially, for people with
different forms of disability. We can observe positive or negative effects of technol-
ogy, specifically home automation, such as the improvement of daily life of PWD,
thanks to the innovative understanding, monitoring and evaluation digital systems
introduced for enabling the normal routine activities or promoting the social inte-
gration of PWD, or the overcoming of geographic and cultural barriers. Although
all these recognized benefits derived from home automation in terms of increasing
autonomy of PWD, its impact is very relevant and sometimes alarming, because it
contributes to change deeply the human interactions concerning the traditional daily
life of these groups.

Technological innovation, mostly home automation devises, changes the nature
and the way to manage the daily life of everyone, especially PWD, but this topic is
still unsearched and underrepresented in the literature and in practice. Thanks to a
brief review of the contributions in the literature and of the projects in the practice,
this study allows to confirm that the interest in this topic is still limited and there
are not specific theoretical and integrative frameworks developed to investigate how
technology is deeply changing the overall daily life of PWD.

This explorative and theoretical study because of its nature have several limita-
tions, it is still at the first step of its long development process that easily represents
and describes still undeveloped ideas about the phenomenon investigated. In the
future, we might conduct a meta-analysis to identify in a wide research design the
main variables of the impact of home automation on disability, and also we would
focus on IoT, as specific expressions of new technologies applied in any organiza-
tional settings.
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Efforts Towards Openness )
and Transparency of Data: A Focus L
on Open Science Platforms

Daniela Mancini, Alessandra Lardo and Massimo De Angelis

Abstract Although Open Science currently enjoys widespread support across sci-
entific and technological communities, institutional and cultural barriers remain, as
does the lack of investment in knowledge to foster Open Science. Generally, open
research processes are based on information system infrastructure, such as informat-
ics platforms where efficient web interfaces should be developed to easily record
and share open data. Moreover, Open Science requires a systemic shift in current
practices to bring transparency across the system, to ensure the ongoing sustainabil-
ity of the associated social and physical infrastructures, and to foster greater public
trust in science. Until now, the literature has focused its attention more on the final
phases of the research process and, in particular, on Open Access, which is only
one of the final steps of the Open Science research process. From this perspective,
our research focuses on Open Science infrastructure, considering the openness and
transparency attributes, with the aim of identifying a theoretical model able to assess
web interfaces of Open Science platforms.

Keywords Open science + Open platforms - Transparency

1 Introduction

Research and innovation have been changing rapidly in the last few years. Digital
technologies are key components that make the conduct of science and innovation
more collaborative, more international and more open to citizens [1, 2]. To encourage
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the transition from linear knowledge transfer towards more dynamic knowledge
circulation, scholars [3-5], national and supranational organizations agree that it
is essential to create and support an open innovation ecosystem that facilitates the
transformation of knowledge into socioeconomic value.

According to this perspective, Open Science represents “a new approach to the
scientific process based on cooperative work and new ways of diffusing knowledge
by using digital technologies and new collaborative tools” [6: p. 33]. Open Science
is a disruptive phenomenon emerging around the world and especially in Europe
[71; it brings about sociocultural and technological change, based on openness and
connectivity and on how research is designed, performed, captured, and assessed [8].
Although Open Science currently enjoys widespread support across scientific and
technological communities, institutional and cultural barriers remain, and the lack of
investment in knowledge and infrastructure may hinder local efforts to foster Open
Science.

In fact, according to many scholars [9-11], Open Science requires a systemic
shift in current practices to bring transparency across the system, to ensure the ongo-
ing sustainability of the associated social and physical infrastructures, and to foster
greater public trust in science.

In practice, the discussion on broadening the science base and on novel ways
to produce and spread knowledge has gradually evolved according to two global
trends: Open Access and Open Source. The former refers to online, peer-reviewed
scholarly outputs, which are free to read and are subject to limited or no copyright and
licensing restrictions [12], while Open Source refers to software co-created without
any proprietary restriction and that can be freely accessed and used [13].

In the beginning, Open Access was considered the keystone of the entire process
of a particular publishing or scientific dissemination practice; instead, currently, the
attention has been shifted to a broader concept that includes the general re-use of
all kinds of research products. Open Science affects the entire process of research,
starting from the selection of research subjects to carrying out research, as well as
its use and re-use.

As we observe from the following Fig. 1, the standard process of research com-
posed of the phases of data gathering, analysis, publication, review and conceptual-
ization is linked to ongoing changes brought about by Open Science.

‘= * Opendata « Alternative L « Science blog

= °© Data- lew. * Open code —

* Open tab/ intensive o Pre-print reputation * Open .
books « Citizen « Open Access systems annotation
workflows science ) * Altmetrics

Fig. 1 Interconnected research process in the Open Science paradigm
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Until now, the literature has preferentially focused on the final phases of the
research process and, in particular, on Open Access, mainly because one of the
most significant obstacles to openness involves the incentive structures of academic
research, which can often fail to recognize, value, and reward efforts to open up the
scientific process [14—16]. However, Open Access is only one of the final steps of
the Open Science research process (Fig. 1).

Therefore, most of the existing literature focuses on the definition of open data and
on the development and impact of Open Access, butless is written about infrastructure
that allows users and other stakeholders to reach and utilize open data. In the Open
Science infrastructure perspective, our work focuses on how web interfaces are built,
identifying the needed requisites to efficiently pursue openness and transparency
goals.

This paper aims to investigate the Open Science infrastructure, analysing the web
interfaces of Open Science platforms to define, based on the literature, a model able
to assess the openness and transparency of web interfaces.

The research develops in accordance with the five lines of potential policy actions
to support the improvement in Open Science in Europe, identified by the European
Commission in 2015, with the expectation that Open Science will lead to better
science by making science more credible (addressing scientific integrity), reliable
(enabling better and more transparent verification of data), efficient (avoiding dupli-
cation of resources) and more responsive to societal challenges [6]. The potential
interventions are fostering and creating incentives for Open Science, removing bar-
riers to Open Science, mainstreaming and further promoting Open Access policies,
developing research infrastructure for Open Science, and embedding Open Science
in society as a socioeconomic driver.

In particular, the purpose of our research is strictly linked to the fourth line of
action of improving the development of a common framework for research data to
create a European Open Science Cloud.

This article is structured as follows. After the introduction, Section 2 provides
a literature review of the Open Science paradigm and of existing classifications of
transparency of Open Science platforms. Section 3 proposes a model for assessing
such platforms’ transparency. Section 4 contains the discussion and primary conclu-
sions.

2 Literature Review

2.1 Open Science Paradigm

The Open Science movement has gained visibility and influence for a number of
reasons. These reasons range from scientific advances, such as recent developments
in computing and communication technologies and the rise of Big Data, to political
and economic factors, including the interest of European and North American gov-
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ernments in reinforcing the transparency and accountability of research processes to
renew public trust in science-based policies [10].

Examining the relevant literature on Open Science, Fecher and Friesike [17] struc-
ture the overall changes encompassed by the term Open Science into five schools of
thought: the infrastructure school, which is concerned with the technological archi-
tecture; the public school, which is concerned with the accessibility of knowledge
creation; the measurement school, which is concerned with alternative impact assess-
ment; the democratic school, which is concerned with access to knowledge; and the
pragmatic school, which is concerned with collaborative research.

Focusing on the infrastructure literature [18, 19], efficient research depends on
the available tools and applications. The goal is to create openly available platforms
and tools and services for scientists and other stakeholders to foster collaboration.
Therefore, the infrastructure school is concerned with the technical infrastructure
that enables emerging research practices on the Internet, for the most part, software
tools and applications, as well as computing networks. The literature on this topic is,
therefore, often practice-oriented and case-specific; it focuses on the technological
requirements that facilitate particular research practices (e.g., the Open Science grid).

Most Open Science practices described in terms of Internet technologies represent
an unprecedented and extraordinary two-way channel of communication between
producers and users of data [20, p. 1]. For this reason, the web is widely recognized
as an asset capable of achieving the fundamental goal of transparency of information
and of data products.

Nielsen [3] extrapolates, from current events, the rise of a scientific culture of “ex-
treme openness”, where “all information of scientific value, from raw experimental
data and computer code to all the questions, ideas, folk knowledge, and speculations
that are currently locked up inside the heads of individual scientists” is moved onto
the network “in forms that are not just human-readable but also machine-readable,
as part of a data web.”

With the recent push to Open Science and, thus, to Open Data [13, 21, 22],
the need for transparency and the resulting concern about reproducibility are of
increasing interest to the scholarly community [23]. Reproducibility can be defined
as “the calculation of quantitative scientific results by independent scientists using the
original datasets and methods” [24, p. vii]. Although the two concepts are sometimes
used interchangeably in the literature, reproducibility applies to the use (or re-use) of
data to recreate findings, and replication applies to the broader testing of hypotheses
and potentially the replication of entire studies.

The openness and transparency issues are analysed by many scholars in the field of
the Open Data movement. This commitment is seen to play a central role in enabling
researchers to effectively reuse existing outputs for their own purposes [25] and
to foster intelligibility and reproducibility of research findings across disciplinary
boundaries.

The requirements for data sharing (e.g., G8 Open Data Charter, America COM-
PETES Act, etc.) seem straightforward: a scientist receives funding and, therefore, is
required to share his or her data with other scientists. However, the physical sciences
and social sciences produce different kinds of data that are more or less easily stored.
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Additionally, in some cases, researchers can (and should) put restrictions on who can
view their data because of ethical concerns.

Moreover, the openness of data and code is not an all-or-nothing binary propo-
sition; openness may be more accurately considered on a sliding scale [26]. There
are different levels of openness. Such openness can help shore up transparencys;
therefore, the two concepts are closely linked.

2.2 Existing Classifications of Transparency of Open Science
Platforms

Despite widespread recognition of the value of Open Science, proponents differ in
how they interpret the norms of openness and transparency in research and in what
they consider the best procedures to practice and encourage such norms [11]. As
other scholars have noted, there is little consensus over what is meant by or how
to practice openness and transparency in science [27-30], and consequently, there
is little clarity as to how the implementation and enforcement of Open Science
should occur. Policies have different terms and requirements for researchers [31],
institutions have different infrastructures for repositories and databases, and scholarly
communities have different commitments and goals. Such variations often mean
that researchers do not know how and in what way to practice Open Science [32].
Therefore, a variety of approaches have been used in the study of data openness and
transparency and the criteria that can be used to measure the quality of a database.
According to the studies of various authors [30, 33, 34], we can define two main
problems: first, defining the characteristics that data and databases should possess
to be considered open and, therefore, transparent, and second, given that the desired
characteristics have been agreed upon for a given set or category of data and databases,
evaluating how well an open platform meets those standards.

The first step involves the analysis of Open Data characteristics to solve the first
part of the problem. Many scholars define Open Data characteristics in the field of
e-democracy and open government; e.g., Peled [34] asserts that transparency is open-
ness to public scrutiny as defined by the rights and abilities of organizations and indi-
viduals to access government information and information about government, and
Open Data represents the requirement that governments release authoritative, high-
quality, complete, and timely data on the web in a downloadable, non-proprietary,
and license-free format. Moreover, other authors [35] adopt the definition of the
Open Knowledge Foundation [36] to identify Open Data: to be considered open,
data have to be complete, primary, timely, accessible, machine-processable, non-
discriminatory, non-proprietary, and license-free.

However, to facilitate transparency, it is not sufficient to simply provide a platform
on which to disclose datasets or other quantitative aspects of studies [37, 38]. A review
of the portal assessment literature shows that the structure and organization of portals
where data are published are essential. Following this perspective, we have analysed
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studies defining requirements for and elements of an Open Data e-infrastructure
because web portals are a tool, the ability of which to achieve transparency is affected
by the content of information, the design of information delivery to users, and the
functionality of the web portal.

For instance, Zuiderwijk et al. [39] state that an e-infrastructure to support the
provision and use of Open Data must have specific features, organized by category.
These features can be grouped into the following main categories:

(a) Data Provision;

(b) Data Retrieval and Use;
(c) Data Linking;

(d) User Rating; and

(e) User Cooperation.

Data Provision considers data and metadata acquisition, data cleansing and valida-
tion (comparison with similar datasets), data conversion and metadata enhancement.
Data Retrieval and Use consist of retrieval by facets, retrieval by query, data display,
the data requests module, and version management. Data Linking can be automated
based on syntactic and semantic matching and mapping using enhanced metadata
or be manual when users may assert that there is a linkage between two datasets
(or instances of objects within those datasets). User Rating is a feature that allows
for not only rating the datasets based on the user’s qualitative perception but also
rating users based on their participation in the platform. After the user rating, there
is the quality control provided by contextual metadata about the dataset, the link (if
one exists) and the person allowing the successive user to evaluate his or her own
confidence in the rating provided. Finally, the last defined feature is User Coopera-
tion, implemented through user profiles recording user preferences, responsibilities,
authorities and usage history.

Glassey and Glassey [40] define proximity dimensions for e-infrastructure in the
field of e-government, considering, as the main parameter, the low number of clicks.
Using this parameter, platforms’ openness is measured by studying the features
of connectivity, actuality, navigability, accessibility, transparency and interactivity.
Connectivity is defined as the low number of clicks to find the means of communicat-
ing directly with public administrations; actuality is the possibility to reach elements
showing the temporal relevance of information or services or to access up-to-date
information; navigability is the existence of navigation tools; accessibility is the
possibility to retrieve elements guaranteeing that the portal is open to varied users;
transparency concerns the identification of elements that help understand administra-
tive services and provide feedback regarding these services; and finally, interactivity
represents the possibility to find elements allowing the users to undertake adminis-
trative procedures.

Another study on Open Science describes the evolution of functions needed by a
platform before and after the Web 2.0 revolution [41]. The traditional functions refer
to data publication/uploading, data modelling, data searching, data visualization,
and data downloading; after the advent of Web 2.0, the preceding features have been
updated, considering the possibilities of grouping and interactions between users,
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a new way of processing data and metadata, enhanced capabilities of description
of flat, contextual and detailed metadata of any metadata/vocabulary model, the
possibility of expressing and receiving feedback, communicating to other users and
providers about the level of quality of the datasets that the user perceives, becoming
informed of the level of quality of datasets perceived by other users through their
ratings and, finally, the capabilities of data and metadata linking to other ontologies
in the Linked Open Data Cloud. A study carried out in Brazil [35] has identified a
Digital Transparency Index based on only three dimensions: usability, accessibility,
and interoperability.

Moreover, a useful comparison of more than 250 open data portals is provided
by the study of Kubler et al. [42], which analyses multiple quality dimensions of
portals. The cited paper develops an Open Data Portal Quality framework in the
context of e-government that enables end-users to assess, rank and compare open
data portals easily and in real time, integrating various data quality dimensions and
end-user preferences. The model proposed by the above authors is based on a data
openness indicator that focuses on evaluating the degree of openness of the pub-
lished data based upon criteria consistent with the Open Government WG’s [43] list
of preferable characteristics for open data, a transparency indicator, consisting of
two indicators, (i) Government Transparency, observed as a measure of insight into
governmental tasks, processes and operations, and (ii) Data Transparency, calculated
as an average of the Authenticity, Understandability and Data Reusability values, and
finally, participation and collaboration indicators, where user involvement is used as
an indicator.

Another relevant research item is represented by the analysis of the case study of
the Open Universe Initiative carried out in the field of Astronomy and Cosmology
data and proposed by the Italian Space Agency [44]. The authors present a complete
definition of transparency and identify the components that contribute to transparency
in Open Science, specifically naming availability, usability, and accessibility. Each
factor has properties and indicators for performance measurement of transparency
in Open Science data.

In conclusion, despite the growing interest in Open Science, acomplete framework
useful in assessing openness and transparency of Open Science platforms has not
been defined clearly in the literature. Starting from this research gap, we aim to
design a model based on the literature review to understand the type of properties
and indicators that must be used to effectively assess and appreciate the level of
openness and transparency of data and platforms.

3 Proposed Model for Assessing Platforms’ Openness
and Transparency

The aim of this section is to systematize the literature and extrapolate from it a
model for assessing the openness and transparency of an Open Science platform
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usable in various scientific fields. To define more specifically how the objective of
the study could be reached, elements for the model were gathered from the literature
review analysis of requirements of open data e-infrastructure, by searching for journal
papers, conference papers, books, governmental [6, 7, 25] and non-governmental
reports [23, 36, 43, 45] and other information.

The requirements defined in the model are ordered by category and not by priority
because it is difficult to prioritize requirements: one requirement may be important
for one way of using data yet less important for another way of using data.

In the following Table 1, we describe the factors, related properties, items and
related indicators useful in assessing openness and transparency of the platforms; for
each factor, the main references analysed in order to organize the model are listed.
In particular, some quantitative and, especially, some qualitative indicators to assess
openness and transparency have been identified through the analysis and added to
each item, developing the model to measure the degree of openness and transparency
of web interfaces of Open Science platforms. Considering that the openness of data
and code is not an all-or-nothing binary proposition and that openness may instead
be more accurately considered on a sliding scale [26], in our model, we use a rating
scale from 1 to 5 points to assess various indicators.

4 Discussion and Primary Conclusions

In this paper, we describe a model able to be a complete framework for quantifying
and comparing the openness of scientific data platforms, with a particular emphasis
on the transparency issue. This issue needs to be addressed to ensure that the output
is a useful Open Science platform compliant with the European and international
objectives for Open Science.

Presently, potential users of open public and private data are often unable to
exploit the potential of open data to the fullest. Although the reuse of Open Data can
be encouraged in various ways, e-infrastructure, such as open platforms, plays an
important role. From this perspective, our preliminary research aims at presenting
a complete set of factors that a science platform would need to achieve the desired
outcome of fostering social and economic benefits arising from Open Data.

Many organizations note the importance of archiving and long-term maintenance
and sustainability of such archives, given the power of datasets for generating new
knowledge. These organizations proposed the promotion of the visibility of science
worldwide, including for educational purposes and to the general public, and the
development of more user-friendly interfaces. In fact, one of the main aspects of
knowledge circulation is to ensure that scientific work corresponds to the needs
of the users and that knowledge is findable, accessible, interpretable and reusable
(FAIR) [49].

Implementing a completely Open Data policy on the creation of databases is the
result of the application of the principles of unrestricted access to data and greatly
expanded provision of software services. Such a policy’s aims are to foster dialogue
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between data providers and networks of users and developers to enhance the studies’
potential for scientific discoveries and facilitate education and inspiration among all
communities from professionals to citizens of all ages. Moreover, these efforts are
intended to extend to all sectors, including the science sector, in view of the current
widespread desire for transparency of goods produced with public money.

Finally, an Open Data policy is expected to enhance recognition of the efforts
involved in producing research components other than journal publications, which
could in turn enhance impact and citations of developers of such components [50, 51]
and encourage the use of high standards, such as careful data production, well-tested
modelling and robust software [45], in research.

From this perspective, the practical implications of the development of a model
able to assess openness and transparency of web interfaces of Open Science plat-
forms could be not only its use to evaluate those responsible for projects that have,
among other goals, the purpose of implementing and managing open platforms but
also its contribution to defining standards to build open infrastructure capable of
adapting to innovations in Open Knowledge practices as requested by the European
Community [45]. At the same time, increasing transparency in research practices
can have unintended consequences. Finding common ways to decide how sharing
and transparency can be organized to be as fruitful as possible is one of the main
challenges at the present.

The originality of this paper consists of highlighting the characteristics that web
interfaces should possess to be considered open and, therefore, transparent, bringing
in a single model of web interfaces’ attributes previously unsystematically identi-
fied in the literature. This paper proposes a complete and comprehensive scheme to
assess and measure transparency and openness, identifying parameters, indicators
and metrics in a unique model.

While our preliminary study is a step in this direction, further work remains to be
done to refine the model based on the literature through collaboration with scientists
and platform managers and, then, applying this assessment model to various web
interfaces of Open Science platforms to verify if it is valid and applicable and whether
it could become a standard.
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Millennials, Information Assessment, )
and Social Media: An Exploratory Study | @&
on the Assessment of Critical Thinking

Habits

Michael Menichelli and Alessio Maria Braccini

Abstract Critical thinking is as a systematic habit of being able to question infor-
mation, confront different information sources seeking diversity of points of view,
understanding statements, and being able to make inferences out of information.
Critical thinking is an active behavior against information processing which influ-
ences in a positive way individual and organizational decision making. While we can
observe different levels of critical thinking in different individuals, millennials are
reputed to possess low critical thinking skills given their habit of passively receiving
information through social media. In this paper, we study the critical thinking skills
of millennials, and we explore the level of critical thinking shown in relation to the
reported intensity of use of social media and other traditional media for information
acquisition. The paper is based on a quantitative analysis of an incidental sample of
424 millennials.

Keywords Critical thinking - Digital natives + Millennials + Information
assessment

1 Introduction

Digital technologies are used for information dissemination and retrieval. Digital
technologies exacerbated both individual and organizational communication capa-
bilities and offered new venues for information dissemination for individuals and
organizations [1-3]. Among these technologies, social media emerged recently for
their capabilities of circulating information directly among people and both inside
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and outside organizations [1, 3, 4]. The dissemination potential of social media
brought many opportunities for organizations and individuals [3, 5, 6]. However,
they presented also challenges especially about the mass of unreliable or counterfeit
material purposefully disseminated over social media to orient individuals’ opinions
and decision making.

In this context, we study the critical thinking skills of millennials, the generation
of people born after the year 1982 [7], about their intensity of use of social media.
Critical thinking is the skill to be able to critically assess information and judge
its reliability [8—10]. It is a necessary skill to master the information overload and
improve decision making [11]. To reach our objectives, we run an exploratory study
to investigate the level of critical thinking of future members of the workforce in orga-
nizations. We distributed a survey containing both self-assessed measures of critical
thinking and information analysis tasks through which we could directly assess the
critical thinking level. We focused specifically on millennials as the literature sug-
gests they are a generation of digital natives, born and immersed in a digitized world,
using digital technology for communication and information dissemination [12, 13].

2 Theoretical Framework

The capability to acquire and process information is at the basis of the three funda-
mental organizational processes: sense making, decision making, and knowing [14].
We define critical thinking as the capability to critically evaluate pieces of informa-
tion found on online sources, and to choose the most authoritative ones [8, 9, 15].
While thinking is a capability of human being, critical thinking is a specific kind of
reflexive thinking, open to changing and improving the points of view of the thinker,
and it is an active process on concepts and information [16].

Under a managerial perspective, critical thinking is an approach to problem setting
and analysis with the potential to improve the effectiveness of decision-making pro-
cesses [11]. It is an organized and systematic way of thinking that involves both the
problem definition phase and the assessment of the resources available and the pos-
sible alternatives [17]. Critical thinking requires active engagement with problems
and solutions avoiding—to the largest extent possible—the influence of individuals’
judgments.

Critical thinking is a set of capabilities about the use of information which an
individual shall possess [18]:

e Interpretation: the capability to understand and express the meaning of events,
situations, data, rules, processes, judgments;

e Analysis: the capability to identify relations among declarations, statements, con-
cepts, descriptions or other forms of representation of information used to express
judgments, experiences, and opinions;

e Evaluation: the capability to evaluate credibility and reliability of statements or
other sources of representations of facts which stem out of individuals’ perceptions,
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experience, judgments, beliefs, opinions or by the contextual conditions in which
the person is to be found. The evaluation capability also extends to the possibility to
assess the logic soundness among different statements, descriptions, declarations
or another form of representation of information;

e Inference: the capability to identify the required elements to formulate hypotheses
or consequences stemming from data, declarations, principles, tests, judgments,
beliefs, opinions, concepts, descriptions or other forms of representation of infor-
mation;

e Explanation: the capability to be able to explain the path followed to assert specific
considerations out of specific conditions;

e Self-regulation: the capability to apply critical thinking to themselves to improve
one’s opinions.

2.1 Critical Thinking and Millennials

Individuals differ regarding critical thinking capabilities. Systematic habits of ques-
tioning information, looking for alternative points of view, and assessing strong and
weak points in the information to be assessed can improve critical thinking [18]. All
individuals depend on heuristics and routines for information processing. Cognitive
biases could influence the latter, and these biases and heuristics might influence in
turn the level of critical thinking [19, 20].

Millennials are suspected of possessing low critical thinking skills, due to the
passive habit of receiving information in the form of words and images on digital
technologies [13]. However, they are also described as a cohort competent in infor-
mation browsing and searching [8], with habits and preferences in the use of digital
technologies different than that of other generations [21, 22], but with significant
internal differences [9].

However, millennials are born and grown up in a world permeated by digital
technologies [23]. They have expectations for easy and quick access to information,
and they frequently use social media to acquire and disseminate information [24].
They are constantly connected to the network, with their smartphones and have had
no previous experiences of a world different than that [25]. If and how these habits of
use of social media influence their critical thinking has still to be empirically studied.

3 Research Design

To explore the critical skills capabilities of millennials about their use of social media
we created and distributed a survey based on existing measurement instruments to
assess critical thinking. The survey is structured in four sections as follows:
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Section one: sex, age, academic degree, the intensity of use of social media, tra-
ditional media, and press for information retrieving;

Section two: assessment of critical thinking capabilities through the Watson-Glaser
Critical Thinking test;

Section three: assessment of critical thinking capabilities through fake news detec-
tion capabilities;

e Section four: self-assessment of critical thinking capabilities.

The Watson-Glaser Critical Thinking Appraisal testused for section two is reputed
areliable source for the assessment of critical thinking [26]. The test encompasses five
key areas, each one covered in the survey by three questions, to which respondents
are required to answer with a multiple choice after having read a short text statement
to which the questions are referred:

1. Inference: the section measures the capability to distinguish between true and
false assertions;

2. Recognize Assumptions: the section measures the capability to identify assump-
tions underpinned in a specific text;

3. Deduction: the section measures the capability to deduce conclusions out a spe-
cific text;

4. Interpretation: the section measures the capability to identify acceptable conclu-
sions out of a specific text statement;

5. Evaluation of Arguments: the section measures the capability to assess the validity
and relevance of inductive reasoning based on a specific text statement.

We measured the capability of detecting fake news capabilities reporting two fake
news circulating over the network based on plausible, but inaccurate, real-life events.
Finally, we used a model from the literature to assess the behavioral traits of digital
natives [13] to perform the self-assessment of critical thinking.

The survey has been administered anonymously through a public page on Face-
book, and data were collected and analyzed anonymously. Participants were guided
by online instructions on how to fill the survey and had the chance to opt out once
started. Respondents were voluntary informed participants who agreed to share their
responses with us. We collected 422 complete responses to the survey of millennials
born in the period from 1982 to 2001 [12, 23, 27].

4 Data Analysis

This section describes the main results of the exploratory analysis of the data collected
from the survey. The description focuses on the profile of the respondents first and
the details on the answers collected by respondents using descriptive statistics.
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4.1 The Profile of Respondents

Out of the 422 responses 67 were males (15.80%), and 357 were females (84.20%).
Respondents age varied between 17 and 36, with an average of 22. Under this perspec-
tive, the sample is biased towards the major presence of women among respondents.
Most of the respondents have a high education degree (71.23%), and one fifth a
three-year bachelor’s degree (21.46%). Only 7 participants (1.65%) declared only a
high school degree, 22 (5.19%) a single-cycle or two-cycle degree and 2 (0.47%) a
master’s degree. This profile is in line with the general trend in the millennials gener-
ation, which is considered to be the most educated generation ever [28]. However, the
presence of high education degrees among millennials in our sample is larger than
the average of the generation: 71.23% in our sample against 54% of the millennials
generation average [28].

Concerning their engagement with social media, 95.75% of respondents (n = 406)
said to use WhatsApp every day, while only 2 (0.47%) never use it. Similar situation
for the usage intensity of Facebook: 90.09% of the sample connects to the site every
day and 6.84% more times a week, while less than 3% declared to use it seldom or not
use it at all. The use of social media platforms other than WhatsApp and Facebook is
instead less frequent. Only 52.12% (n = 221) of respondents declared a daily use of
other social media, and a further 19.81% declared to use them several times a week.

On the other hand, as regards millennials’ trend to obtain information from tradi-
tional sources, the context appears to be less homogeneous. While the use of social
media in general (Facebook, WhatsApp, and other platforms) is diffused among the
sample of Millennials, only 23.82% (n = 101) and 29.01% (n = 123) respectively
declared to read newspaper articles (including those online) and watch TV news on
a daily basis. On the other hand, the percentage of those who never resort to these
information media is higher compared to that of the use of social media platforms:
6.60% (n = 28) for the former and 11.32% (n = 48) for the second. In general, we
can say that about 60% of respondents tend to use these channels of information
quite frequently, while about 25% use them seldom or not at all.

4.2 Critical Thinking Skills: Descriptive Statistics

The survey contained 15 questions, divided into five sections, to measure critical
thinking skills with the Watson-Glaser critical thinking appraisal schema [26]. We
measured the answers on the following scale: 0 points (wrong answer), 1 (correct
answer). The maximum theoretical score for each section is 3. The maximum theo-
retical score for the 15 questions on critical thinking is 15.

In the first section, Inference, the average score was 1.21 (S.D. 0.94). Only 10.38%
of the participants answered all the questions correctly, while 25.24% answered none.
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The results of the second section, Recognizing Assumptions, are better. The aver-
age score was 2.40 (S.D. 0.68), and 50.71% of the respondents answered all the
questions correctly. The scores of the third section, Deduction, were even higher, in
which everyone answered at least one question, and 76.42% of the participants at
all correctly. The average score was 2.73 (S.D. 0.52). In the fourth section, Interpre-
tation, we found an average score of 2.62 (S.D. 0.63). In this case, only 0.71% of
respondents could not answer the questions, while 69.81% completed them without
errors. Finally, the Evaluation of Arguments section was completed only by 21.23%
of participants, with an average score of 1.98 (S.D. 0.70).

Considering the five sections together, we note an average total score of 10.94
(S.D. 1.74) on a maximum of 15. The worst result (4) is only in one case, while two
participants achieved the maximum score of 15. The modal score is 11, obtained
from 26.89% of respondents (n = 114). Figure 1 shows the distribution of the total
score.

To further assess the interviewees’ critical thinking skills, we inserted into the
survey two fake news based on events discussed by communication media during
the period of administration of the survey. Concerning the first fake news, 63.92%
(n = 271) recognized it as false, 28.77% said they did not know it, and only 7.31%
(n = 31) believed it was real. The opposite happened for the second fake news: only
18.40% of the participants (n = 78) correctly stated it was false, while 62.74% (n =
266) considered it to be true. The remaining 18.87% could not evaluate the validity
of the news.

We ask respondents to declare the reasons for their answers. Those who felt the
news to be false reported to know the facts, to have other sources which proven the
news fake, or reported inconsistencies in the information in the news. The respondents
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who declared to ignore whether the news was true or false stated they were not
sufficiently informed on the topic or declared to have not been able to find the
original or related sources. Finally, who believed the news to be truly stated to have
already read it or heard of it from sources reputed reliable. The second news, in some
cases, was considered true by the “credible and logical” information it contained.

4.3 Self-assessment of Critical Thinking Skills

In the last part of the survey (four questions), we asked respondents to self-declare
their critical thinking skills. The scores for the self-assessment were taken from a
validated scale available in the literature [13] and ranged from a minimum value
of 1 (completely disagree) to a maximum value of 5 (completely agree). The self-
assessment encompassed the following set of questions:

e I am used to selecting information sources on the Internet and to judge their
relevance (average score of 4.39, S.D. 0.73);

e Itiseasy for me to identify and avoid unreliable information sources on the Internet
(average score of 3.88, S.D. 0.88);

e I never fall into the trap of considering as reliable an unreliable information source
on the internet (average score of 3.65, S. D. 0.98);

e I think I am capable of assessing the reliability of information sources on the
Internet (average score of 4.10, S. D. 0.74).

The theoretical total score on the self-assessed measure ranged from 4 (min) to 20
(max). Figure 2 shows the distribution of the total score. The distribution is skewed
towards the higher value of the scale.

To analyze potential differences among the average scores in the different sections
of the survey, we noted that in the overall, in Sections 3—7, men obtained a higher
average score in respect of that of women (respectively of 11.03 and 10.92), although
this difference is not statistically significant (p-value 0.65). Men also reported a
higher self-assessment score: 17.18 compared to 15.8 (p-value 5.159). While about
the recognition of fake news, results show no particular inequality.

Repeating the test after dividing the participants into two groups based on ages,
17-21 years (n = 204) and 22 to 36 (n = 220), the average score obtained in the
evaluation of Critical Thinking is very similar, respectively 10.90 and 10.98 (p-value
0.657), to that obtained in the self-assessment: 15.90 and 16.12 (p-value 0.388).
However, the second group turned out to be better able to recognize fake news
(p-value 8.596e—5).

Considering the differences regarding the degree we divided the interviewees
into two groups: the first of those who have a middle school diploma or a higher
school diploma (n = 309) and the second of those who have a university degree or
a master (n = 115). We note that the latter obtained a higher average score in the
analysis of Critical Thinking, 11.15 compared to 10.86 (p-value 0.136) and in the self-
assessment, 16.27 compared to 15.93 (p-value 0.222). Moreover, they recognized the
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Fig. 2 Distribution of the total scores of the self-assessment of critical thinking skills

falsity of the news better (p-value 0.579). Through an ANOVA test, it is clear how
the average score obtained in Critical Thinking increases with the increase of the
qualification: 10.71 for the middle school diploma; 10.87 for the diploma; 11.11 for
the three-year degree and 11.32 for the master’s degree (p-value 0.638).

Going to analyze the differences due to the frequency of use of social media
and information channels, through the ANOVA test, we note that: increasing use
of Facebook is associated with an average descending score on Critical Thinking.
From a maximum of 11.4 for those who do not use it (n = 5) to a minimum of 10.92
for those who use it every day (n = 382), with a non-significant p-value equal to
0.946. Instead, there are no particular inequalities between groups in recognizing
fake news. Also, concerning the use of the others social media platforms, there are
no significant differences between the various sub-groups.

Those who said they read newspapers or listen to news broadcasts more frequently
(daily or several times a week) were better at recognizing fake news (p-value 0.13
in the first case and 0.185 in the second).

Finally, analyzing the relationship between the self-assessment of critical thinking
made by the participants and the ability to recognize the falsity of the two news, we
noted that those who obtained a score greater than 16/20, on average, were better
than those who were attributed a score equal to or less than 16/20. The difference is
not statistically significant (p-value 0.271).
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4.4 Exploratory Analysis

Considering that almost no difference regarding averages among the groups defined
over the variables in section one was statistically significant, and with the objec-
tive of further exploring the data, we run a cluster analysis to extract homogeneous
groups within the dataset. The analysis was performed using a complete clustering
analysis algorithm with the Wards. D2 method: Fig. 3 shows the resulting dendro-
gram. According to Fig. 3, and to the quality metrics we calculated, both a two and
four clusters solutions are possible. We explored both and opted for a two clusters
solution.

To understand the composition of the different groups, Table 1 show min and max
value, the first and third quartile, median and mean of the data of the two clusters.
The table is divided into two parts: the first part refers to cluster number one with
264 observations (right cluster in the dendrogram), while the second part refers to
cluster number 2 with 158 observations.

The columns in Table 1 are to be interpreted as follows:

wAp: Intensity of use of WhatsApp (min 1 — max 5)

Fb: intensity of use of Facebook (min 1 — max 5)

Sn: intensity of use of other Social Networking platforms (min 1 — max 5)
Nws: intensity of use of traditional newspapers (min 1 — max 5)

Tg: intensity of use of TV news programs (min 1 — max 5)

Inf: Inference (min 0 — max 1)

Asp: Assumption (min 0 — max 1)

Ded: Deduction (min 0 — max 1)

Int: Interpretation (min 0 — max 1)

Arg: Arguments following (min 0 — max 1)

Fig. 3 Cluster dendrogram
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Table 1 Description statistics of cluster data

wAp | Fb Sn Nws | Tg Inf |Asp |Ded |Int Arg |sCri | Fake
264 |Min |1.00 |1.00 |1.00 |1.00 |1.00 |0.00 |0.00 [0.33 [0.00 [0.00 |0.35 |0.67
obs 1Q |5.00 |5.00 |3.00 [3.00 [3.00 [0.00 |0.67 |1.00 [0.67 |0.67 |0.70 |0.67
Med |5.00 |5.00 [5.00 [4.00 [4.00 |0.33 |0.83 |1.00 [1.00 |0.67 |0.80 |0.67
Mean|4.94 [4.85 |3.92 |3.63 |3.54 |0.38 |0.81 [0.92 |0.88 |0.66 [0.80 |0.74
3Q |5.00 [5.00 |5.00 [4.00 5.00 [0.67 |1.00 |1.00 |1.00 [0.67 [0.90 |0.83
Max [5.00 |5.00 5.00 [5.00 [5.00 |1.00 |1.00 |1.00 |[1.00 |1.00 |1.00 |1.00
158 |Min [2.00 |1.00 |1.00 |1.00 |1.00 |0.00 |0.00 |0.33 [0.33 [0.00 |0.50 |0.33
obs 1Q |5.00 |5.00 {3.00 |3.00 |3.00 [0.33 |0.67 |0.67 |0.67 |0.67 |0.75 |0.33
Med [5.00 |5.00 4.00 [4.00 [4.00 |0.33 |1.00 |1.00 |1.00 |0.67 |0.80 |0.50
Mean|4.91 |4.82 3.77 |3.51 |3.45 |0.44 [0.79 |0.89 [0.87 |0.65 |0.81 |0.50
3Q |5.00 [5.00 |5.00 [4.00 4.00 [0.67 |1.00 |1.00 |1.00 [0.67 [0.90 |0.50
Max [5.00 |5.00 [5.00 |5.00 [5.00 |1.00 |1.00 |1.00 [1.00 |1.00 |1.00 |0.83

e sCri: self-perception of critical thinking (min O — max 1)
e Fake: detection of fake news (min 0 — max 1).

The column from wAp to Tg represent behavioral data on the main sources of
information used by the respondents. The columns from Inf to Arg represent the
five dimensions of the Watson Glaser survey. The column sCri represent the self-
assessment of critical thinking assessed with the dimension in the scale provided by
[13], while the column Fake represent the capability of detecting fake news measured
by the judgment formulated by respondents on the truthfulness of a two fake news.

The data on the habits of information acquisition do not show significant differ-
ences among the samples. Both groups are intense users of Facebook and WhatsApp.
The first group differs from the second as the usage of other social networking plat-
form is more diffused. The intensity of use of traditional newspaper and TV daily
news is lower than the usage of social media in both groups, and this is consistent
with the profile close to that of digital natives that respondents show [29].

Concerning the critical thinking skills measured by the Watson Glaser instrument,
both groups show low average scores for the inference and evaluation of arguments
dimensions. The average scores of the remaining dimensions are all quite high and
not so differentiated between the two groups.

Where the two groups differ is on the comparison between the self-perceived
critical thinking skill and the capability to detect fake news. The self-perceived critical
thinking skill is equally high for both groups. Consequently, the capability to detect
fake news is consistently lower than the self-perceived capability of critical thinking,
still in both cases. However, groups two shows lower scores on the capability to
detect fake news and marks a larger difference between the self and the actual critical
thinking capability.
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5 Discussion

The analysis of the data shows three aspects to discuss: critical thinking scores,
differences between measured and self-assessed critical thinking, and sample homo-
geneity.

Concerning the results on critical thinking, the analysis potentially disputes the
claims from the literature [9, 15] on the lack of critical thinking by millennials. The
scores on the Watson-Glaser instrument reported by the millennials are on average not
low, if not for the inference (particularly) and evaluation of arguments dimensions.
Adding to this, we need to mention also the capability of detecting fake news which,
though higher than one might expect, at least for the second cluster affects 50% of
the millennials. This statement seems to suggest that, though millennials are capable
of interpreting and deducing information, and recognizing assumptions in it, they
are weak in identify true and false assertions—and the capability to detect fake news
confirms that—and in assessing the validity and relevance of inductive reasoning
based on information.

Concerning the differences between the measured and self-assessed critical think-
ing skills, the study shows that, when we measure it by the capability to detect fake
news, the perceived critical thinking skills are on average greater than the actual ones
in the investigated group of millennials. The statement also holds for the dimensions
of inference and evaluation of arguments. In a way, this result is expected since the
self-assessment of critical thinking skills might be affected by individual biases [13].

The third aspect concerns the homogeneity of the sample. The literature warns
on treating millennials as a homogeneous cohort of individuals all showing the same
traits [9]. Empirical sources also identified significant internal differentiation among
the characteristics of the millennials [8]. However, looking at the analysis of the data
sample we collected we are not in the position to confirm such statement, as the data
show in our case a higher level of homogeneity. Out of the two cluster solutions
found indeed, individuals belonging to them differ only by little details.

Finally, no significant evidence emerge from the adoption of social media or tradi-
tional media as the source of information of millennials as, also from this perspective,
the respondents do not show differences about the usage of social media.

6 Conclusions

This paper presents the results of an exploratory analysis on a sample of 422 responses
from millennials to a survey designed to assess the critical skills capabilities of
respondents. The results of the exploratory study show that—among the dimensions
of critical thinking—millennials are weak regarding making inferences out of data
and information, evaluate arguments, and identify fake news. Given that the inten-
sity of use of social media among the other information sources is similar for the
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two groups of millennials analyzed, the study revealed no differences regarding the
influence of social media on critical thinking.

As mentioned in the paper, the sample analyzed is biased towards the presence of
female among the group of millennials. Respondents of our sample also show a higher
level of education compared to the average of millennials. As a limitation, we have
to acknowledge that the differences among means in the groups could be affected by
these biases. Adding to this, we also acknowledge that the use of Facebook for the
formation of the incidental sample might have contributed to the lack of diversity in
it. For this reason, we retain this analysis exploratory, and we make no inferences.
In future research, we will collect further data balancing the representativeness of
the sample from the sex point of view and use different channels for the selection of
respondents.
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Abstract Corporate identity is often defined as “what an organization is”. This con-
cept relates to organizational identity. However, while organizational identity has
an internal employee focus, corporate identity has an external focus. As such, it is
often used as a synonym to organizational image that organizations project exter-
nally. Social media have created a multitude of ways for organizations, as well as
for their employees, independently, to develop and disseminate corporate identity.
However, although there have already been attempts to explore the role of employ-
ees’ personal social media profiles in projecting organizational identity externally,
little is still known about how organizations use their social media profiles for these
purposes. This empirical research, which is part of a broader doctoral research focus-
ing on organizational identity and social media, aims to address this gap. Building
on previous corporate identity and social media research, and adopting an existing
framework explaining the relationship between social media and corporate iden-
tity, it analyses social media profiles of 12 international HR consulting companies.
In particular, it explores the platforms they use, type of content they publish, their
approaches for stakeholder engagement and interaction for building stronger orga-
nizational image/corporate identity. Diverse off-the-shelf applications were used for
collecting social media data for the period between January and December 2017.
We expect that the results of our analysis will help to understand how organizations
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(specifically HR consulting companies) use social media to project and strengthen
their corporate identity, and what organizations from other sectors can learn from
them.

Keywords Corporate identity + Organizational image * Social media -+ Human
resources

1 Introduction: Corporate Identity and Social Media

The concept of corporate identity has been widely discussed and defined in the lit-
erature [1]. It is often referred to as “the mix of attributes which makes any entity
distinct” [2], or in other words what organization do, how it does it, and where it is
going [3]. The concept of corporate identity strictly relates to organizational identity
[1]. The latter refers broadly to what members perceive, feel and think about their
organizations [4] or in other words “who are we as an organization” [5]. As such
organizational identity has an internal employee focus, while corporate identity is
a socially constructed view on organization of external stakeholders [1]. Therefore,
corporate identity is often used as a synonym to organizational image that organi-
zations project externally [6]. This image is formed through the company’s identity,
which is composed by strategy, philosophy, culture and organizational design [7].

According to Kaplan and Haenlein [8], “social media is a group of Internet-based
applications that build on the ideological and technological foundations of Web 2.0,
and that allow the creation and exchange of User Generated Content”. Social media
have created a multitude of ways for organizations, as well as for their employ-
ees, independently, to develop and disseminate their identity [9]. However, although
there have already been attempts to explore the role of employees’ personal (public)
social media profiles in projecting organizational identity externally [10], little is
known about how organizations use their official social media for these purposes.
This empirical research, which is part of a broader doctoral research focusing on
organizational identity and social media, aims to address this important literature
gap. Drawing from the existing research on corporate identity and social media, it
analyses official social media pages of 12 companies belonging to the same specific
industry—HR consulting companies. This is done to understand how companies
from the same industry, which can also be direct competitors to each other [11], can
use social media to project and strengthen their own corporate identity. The specific
objectives of the research are the following:

e To understand the social media platforms HR consulting companies use;

e To understand the main content themes of the posts made by HR consulting com-
panies on different social media platforms;

e To understand whether and how organizations (specifically HR consulting compa-
nies) use social media for stakeholder engagement and to project and strengthen
their corporate identity.
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In order to facilitate this research, we drew on the framework linking corporate
identity and social media developed by Devereux et al. [9] which summarizes this
relationship according to five stages of social media including Social media adoption,
Choice of platform/s, Choice of content, Stakeholder engagement and Organization
interaction.

The article is structured as follows. First, we present the latest research on corpo-
rate identity and social media. Next, the paper describes the research design methods,
followed by the description and discussion of the findings. The paper closes with the
conclusions that consider also limitations of the current research as well as future
research areas.

2 Theoretical Framework

One of the most cited academic social media classification was developed by Kaplan
and Haenlein in 2010 [8]. It defines social media as collaborative projects, blogs,
content communities, social networking sites, virtual game worlds and virtual social
worlds. However, as demonstrated by the updated classification published recently
by Hootsuite [12] in its influential practitioners’ blog, considering the rapid latest
developments in the social media field, this definition is no longer fully inclusive.
Hootsuite reclassified social media into 10 categories according to what users hope
to accomplish by using them: 1. Social networks (e.g. Facebook, Twitter, LinkedIn);
2. Media sharing networks (e.g. YouTube, Instagram); 3. Discussion forums (e.g.
Reddit, Quora); 4. Bookmarking and content curation networks (e.g. Pinterest); 5.
Consumer review networks (e.g. Yelp, TripAdvisor); 6. Blogging and publishing
networks (e.g. WordPress, Tumblr); 7. Social shopping networks (e.g. Etsy, Fancy);
8. Interest-based networks (e.g. Goodreads, Last.fm); 9. ‘Sharing economy’ networks
(e.g. Airbnb, Uber); and 10. Anonymous social networks (e.g. Whisper, Ask.fm). It
is worthwhile to mention that these days, however, the lines between social networks
and media sharing networks are blurring. For example, Facebook and Twitter have
recently added live videos and other multimedia services on their platforms.
Previous research on social media use and organizational or corporate identity
relevant to this study is limited. Some existing studies focused on the ways organi-
zations can exist on social media. These areas can include official means, employee
accounts, parody accounts, and online discussions [9]. Other studies focused on
examining the ways different online media channels can contribute to organizations’
projected image. These reported that every social media has specific objectives and
can deliver specific benefits to business. For example, social networks can be used
for connecting with people and brand and they can be beneficial for market research,
brand awareness or even lead generation; social media sharing networks can be used
for finding and sharing photos and videos and they can help with audience engage-
ment and brand awareness; bookmarking and content curation networks can be used
to discover, share and discuss new and trending content and media, and they can help
with customers engagement and website traffic [12]. Some studies also focused on
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the ways organizations can best present their identities on social media for different
audiences. Thus Postman [13] stressed the importance of the graphic elements, such
as for example logo, in order to build corporate identity. Morgan et al. [14] noticed
that social media has also changed the consumers’ role from passive to active par-
ticipants, transforming corporate identity into a process of brand co-creation—in
collaboration with the consumers on social media [15]. Kuvykaite and Piligrimiene
[16] concluded that overall the way organizations present their identity on social
media depends on the organizational social media strategy that can include aims
of social media interaction, message theme/s, content form, social media channel.
However, although as aforementioned every social media has different goals and can
benefit organizations in different ways, it is believed that it is more efficient and pro-
ductive for companies to migrate toward a larger-scale, integrated strategy covering
all social media they use [17].

Some previous research also focused on exploring how social media affected
specific organizations’ corporate or organizational identity or some specific areas
within organizations. Thus, for example, we know how social media affected brand
image of organizations in the hospitality industry [ 18] or how social media influenced
HR functions or the HR management practices they perform, such as recruitment or
training and development (e.g. [19]). However, little is known on how HR consulting
companies use social media, especially how they do it to project their corporate
identity. In this study we focused on addressing this research gap. In order to do
it, we draw from the framework developed by Devereux et al. [9] that links social
media and corporate identity concepts, and summarizes their relationship into the
specific stages of social media. These stages together with some of the specific aspects
(questions) that we consider relevant to this research are presented in the Table 1.

Description of how the framework was applied to this research is described in the
following research design section.

Table 1 Framework on the relationship between corporate identity and social media (adapted from
Devereux et al. [9])

Social media Choice of Choice of Stakeholder Organization

adoption platform/s content engagement interaction

e Touse ornotto |+ How many * Why is it * What is the * How does the
use social platforms created? Level/Nature organization
media? should be * Who will of react to

* How to use it adopted? create it? Engagement? engagement?
(e.g. for * Why are they |+ What form * How does the
internal or chosen? will it take? organization
external use)? * When are they |+ What does it interact with

¢ Who needs to adopted? contain? other users?
look after * When is it
them? published?
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3 Research Design

Twelve worldwide HR consulting companies were selected for this research. These
companies are all based in Europe and in the USA and even though they differ
by size, they provide similar services and products to their customers. In order to
identify suitable companies, expert interview was conducted with the CEO of one of
these companies located in Italy. Data for the companies that he labelled as his direct
competitors were collected in this research from the official social media pages of
these companies.

In order to classify different types of social media we followed social media
classification of Hootsuite’s [12] discussed in the aforementioned section. Being
present on social media, however, was not the only criteria we considered, as such
companies also had to be “active”, meaning that they had to regularly update the
content of their social media and/or interact with their users. The whole analysis
took into consideration a twelve months period (from January to December 2017).
Data were mostly collected manually, although diverse off-the-shelf applications
were used where possible.

In order to reveal corporate identity of the analysed companies, following Dev-
ereux et al. [9] framework presented in Table 1 we first identified which platform/s
companies used and the number of these platforms. Then we focused on understand-
ing the content these platforms contained and tried to explore why it was created,
and on analysing the stakeholder engagement, and the nature of this engagement.
Finally, we considered organizations’ interaction with their social media audience.

Detailed description of our approach to data collection and data analysis with
regards to each social media the companies used is presented in the Table 2.

4 Results

4.1 Choice of Platform

12 HR consulting companies analysed are present only on social networks [12],
including Facebook, Twitter and LinkedIn, and media sharing network [12]—
YouTube. Social media platforms each HR consulting company is present on are
demonstrated in Fig. 1.

As illustrated in Fig. 1, LinkedIn is the most used social network. Indeed, all
analysed companies have an official LinkedIn page. However, only nine out of 12
companies are active on LinkedIn, meaning that they regularly share their updates.
Twitter is the second mostly used social network platform (10 out of 12). However, it
is the first, together with LinkedlIn, in terms of companies’ level of activity (nine out
of 12 companies are active on Twitter). Facebook is the least used social network.
It is actively used only by five companies, and another company which only has
an official page without any recently published content. Finally, the most common
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Fig. 1 Types of social media the companies analysed use

media-sharing network [23], YouTube, is actively used by seven companies. Four
companies have an official channel on YouTube, but they are not using it. As “social
media are all about sharing and interaction” [8] Company4 and Company12 were
not included into analysis as they did not share any content on their official pages in
the past 12 months. The remaining companies are all active on social media channels
they use.

4.2 Choice of Content

Our analysis demonstrated that none of the companies has a fully integrated social
media strategy, as none of them is a frequent and regular simultaneous publisher
of the content on all of the platforms adopted. For example, none of the companies
shared the same update on all of its social media simultaneously. Our analysis also
demonstrated that none of the analysed companies published content on Facebook
regularly implying that they do not have a pre-defined social media publishing calen-
dar. However, we observed that some companies (Company7 and Company8) have
a structured publishing plan on LinkedIn.
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Typology of content companies posted differed by social media platform. Almost
all companies present on Facebook (Company2, Company5, Company7) published
internal content related to their employees’ company life, especially pictures. These,
together with employees’ video interviews were the most popular in terms of total
reactions, comments and shares (see Appendix 1 for details).

The content published on LinkedIn is richer, and the publishing calendar although
not always well defined, looks to be more dynamic and professional. It included case
studies, reports, whitepapers, insights on trends, informative and promotional tests,
announcements about workshops, trainings and/or webinars, and provided some
space to content related to company’s values, culture and identity. This included
awards and recognitions, internal testimonial interviews and blog posts from the
LinkedIn publishing platform—Pulse. One company (Company8) even had a dedi-
cated career page containing employees’ and top managers’ interviews and photos
taken during or outside working hours (e.g. during outdoor team buildings) and
demonstrating a friendly working environment (see Appendix 2 for details). It can
be grasped from the content analysed that the primary aim of this career page is to
attract talents.

Twitter is used by all of the active companies. Team life pictures were again
the main typology of original content posted by the companies (seven out of nine
companies with Twitter). Live tweeting during events and pictures for these events
were also very common content tweeted by the companies. Moreover, all of the
companies used hashtags related to their business activity (e.g. #HR is the most used
hashtag among all companies). However while most of the companies use trending
and content hastags (e.g. #assessment #leadership), three companies (Companyl,
Company5 and Company8) frequently used a personalized hashtag (brand hashtag)
with their company name (see Appendix 3 for details).

Finally, YouTube channel is mostly used by companies to show company videos
including stories about the company, to share informative/promotional videos, and
to help clients with tutorial videos. The most preferred content by users included
informative videos by company employees’ and managers on company values and
culture (see Appendix 4 for details). Only one company (Company6) had a featured
or default video with a generic presentation about the company, which automatically
plays when any user opens their YouTube channel.

4.3 Engagement

The level of engagement was generally low on all the social media pages analysed.
Even though there are companies with slightly higher level of engagement on some
specific platforms, none had the same (high) level of engagement on all the social
media platforms adopted.

On Facebook, almost all of the companies shared less than a post per day. The level
of engagement on Facebook was mostly inversely proportional to the number of fans.
For example, Company?2 has the lower number of fans (526) and the highest level
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of engagement (0.34%) and Company7 has the highest number of fans (25 K) and
the lower level of engagement (0.0047%). Company7 also has the highest number
of posts per day (7.5) (see Appendix 1 for details).

Company7 and Company8 had the highest number of followers on LinkedIn (209
and 148 K respectively). However, here, the number of followers did not affect much
the total number of likes per post. Company8 has a Career page and it has the highest
number of employees linked to the page (4.3 K) (see Appendix 2 for details), which
potentially can also represent the total number of company employees in general.
However, considering the aforementioned company’s page goals and focus which
as emerged from our analysis is to attract talents, it is worthwhile to assume that
the company pays great attention to its employees’ network. Company8 also has the
highest number of followers on Twitter (20 K) and the highest number of tweets per
day (9.0). The level of engagement (0.29%) of Company8 is the highest among all
of the other companies (see Appendix 3 for details), showing the highest number
of users interacted with the company’s tweets. Company6 has the lowest level of
engagement (0.0028%).

Company6 has YouTube channel with the highest number of subscribers (2.7 K)
and video views (410 K). Overall, the number of subscribers on this social media
channel is directly proportional to the total number of views (see Appendix 4 for
details).

4.4 Interaction

The concept of interaction is related to the concept of engagement. However, inter-
action involves also how the companies respond to users’ engagement. Similarly
to the engagement, the level of interaction is overall pretty low, especially on Face-
book. Our analysis revealed that the companies use social media only for information
push purposes, as such as a one way interaction tool. Only one company (Company9)
responded to their LinkedIn and Twitter users timely providing them requested infor-
mation, but especially trying to establish a dialogue. Moreover, this company creates
interaction not only through its official social media channels but also through the
public (personal) social media accounts of its employees (in particular on Twitter).
Here the employees retweet the company posts, reply to comments, and mention the
company in their posts. Moreover, analysing the top retweets we noticed that the
content related to employees’ life and live corporate events generates more interac-
tion also from the users’ side. Detailed information on the user interaction findings
can be found in Appendix 1. Similar high-level interaction between companies and
personal (public) employee accounts on LinkedIn was notable also by Company?7,
Company8 and Company9, where they shared LinkedIn Pulse articles written by
their employees or consultants. On Facebook we observed that most of the compa-
nies use “call now” or “send message” CTA buttons, instead of “shop now” or “see
offers” buttons (see Appendix 1 for details).
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5 Discussion and Conclusions

Previous research has already identified social media as a relevant and useful tool
for building and managing corporate identity. In our research we aimed to explore
whether and how companies from the specific HR Consulting industry actually use
social media to develop and strengthen their corporate identity/organizational image.

The analysed companies used several social media platforms. This is in line with
the findings of previous generic social media research [24] mentioning the adoption of
several social media channels as a successful strategy for expanding the range of their
organizational image. The companies, however, were present only on two typologies
of social media (social networks and media sharing networks) out of 10 categories
proposed by Hootsuite [12]. This finding is similar to the findings of research on
social media use by other organizations, for example, by public health organizations
[25], most of the non-profit organizations [26] and by Fortune 500 Companies [27]
which named Facebook, Twitter, YouTube and LinkedIn as the most commonly used
social media.

Overall, most of the selected companies seem to recognize the importance of using
social media for sharing and demonstrating externally a positive organizational image
(corporate identity). The companies do it with the help of company life pictures and
video interviews of CEO and employees. This once more confirms the effectiveness
of posting visual materials on social media [9]. However, companies can do more by
taking advantage also of the latest types of visual materials such as infographics and
gifs. Another approach to demonstrating corporate identity was observed from the use
of personalized hashtag with the company’s name. Indeed, marketing professionals
have already referred to this as an effective strategy for promoting the brand online
and achieving an extended reach for the company with the help of users [28].

Our findings demonstrate, however, that none of the companies has a fully inte-
grated social media strategy focused on aspects that could be helpful to grasp their
corporate identity. Some companies were found to be better structured on some spe-
cific social media platforms. For example, it was notable that they published posts
according to a pre-defined publishing calendar. Publishing calendars, overall, are
recommended to be used [29] to maintain the audience expectations and to select the
best time/date to publish content. This is usually done after carefully studying social
media insights and/or other analytics [29].

Moreover, the type of content companies posted differed by social media plat-
forms. This finding is in line with Gilpin’s [24] study reporting high level of message
differentiation among the different communication channels, and suggesting that
each social media plays a distinct role in constructing organizational image. How-
ever, we observed that the companies analysed did not link the content posted on
different social media. Furthermore, the content for which it was possible to track
this connection was not well adapted to each individual platform. For example some
tweets were shared also on Facebook, without taking into consideration the word
limits available on each platform (e.g. Twitter has a limit of 280 characters, while
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Facebook post character limit is 63,206)—and the use of the hashtags, which have
an essential role in Twitter, but are pointless in Facebook.

Our analysis demonstrated that having a high number of fans/followers does not
always mean having a higher number of likes. This counter intuitive result can be
possibly explained by the fact that the followers of these companies are not well
targeted (e.g. many followers are not related to the business of the companies) or that
the followers do not consider the content of a particular interest to them. An exception
to this was observed on YouTube, where the number of subscribers is always more
or less directly proportional to the total number of video views. Sharing too many
posts per day on Facebook can also be considered a cause of having a low level of
engagement on the platform (e.g. Company7), as sharing more than 1 or 2 posts per
day can push the boundaries of civil participation [30].

While we observed some evidence that companies were paying attention to the
content they publish and the organizational image this content can project to their
followers/fans, focusing specifically on its visual representation, less attention was
paid by the companies on interaction with followers. This is evident not only from
the low interaction rates or from the companies’ low response rates to their followers,
but also from the written content posted by the companies. Very rarely companies’
asked questions or tried to involve users with the content they posted by, for example,
sharing followers comments or commenting on follower’s posts [17]. Overall, the
concept of interaction closely relates to the concept of co-creation—*"it is through
the interaction with the stakeholders that the identity would develop” [9]. However,
the idea of co-creation with external stakeholders (e.g. clients or possible clients)
seemed to be neglected in most of the companys’ social media strategies observable
from their social media with the exception of LinkedIn where some companies liked
or shared positive content written (and published) by their employees. This type of
content is generally considered more credible [31], as such employees are often nom-
inated as ambassadors for promoting company culture and values—components of
organizational identity. Employee’s important role in projecting externally organiza-
tional identity on social media has indeed been empirically confirmed by a relevant
recent study on organizational identity and social media [10]. Finally, also the “call
now” or “send message” CTA buttons chosen frequently by the companies demon-
strate that rather than only selling their product/services, companies are also eager
to understand their customers’ needs and try to create opportunities for dialogue.

Like any research, this study has some lim