
Lecture Notes in Information Systems and Organisation 33

Alessandra Lazazzara
Francesca Ricciardi
Stefano Za    Editors 

Exploring 
Digital 
Ecosystems
Organizational and Human Challenges



Lecture Notes in Information Systems
and Organisation

Volume 33

Series Editors

Paolo Spagnoletti, Rome, Italy
Marco De Marco, Rome, Italy
Nancy Pouloudi, Athens, Greece
Dov Te’eni, Tel Aviv, Israel
Jan vom Brocke, Vaduz, Liechtenstein
Robert Winter, St. Gallen, Switzerland
Richard Baskerville, Atlanta, USA



Lecture Notes in Information Systems and Organization—LNISO—is a series of
scientific books that explore the current scenario of information systems, in
particular IS and organization. The focus on the relationship between IT, IS and
organization is the common thread of this collection, which aspires to provide
scholars across the world with a point of reference and comparison in the study and
research of information systems and organization. LNISO is the publication forum
for the community of scholars investigating behavioral and design aspects of IS and
organization. The series offers an integrated publication platform for high-quality
conferences, symposia and workshops in this field. Materials are published upon a
strictly controlled double blind peer review evaluation made by selected reviewers.
LNISO is abstracted/indexed in Scopus

More information about this series at http://www.springer.com/series/11237

http://www.springer.com/series/11237


Alessandra Lazazzara • Francesca Ricciardi •

Stefano Za
Editors

Exploring Digital Ecosystems
Organizational and Human Challenges

123



Editors
Alessandra Lazazzara
Department of Social and Political Sciences
University of Milan
Milan, Italy

Francesca Ricciardi
Department of Management
University of Turin
Turin, Italy

Stefano Za
Management and Business Administration
University of Chieti-Pescara
Pescara, Italy

ISSN 2195-4968 ISSN 2195-4976 (electronic)
Lecture Notes in Information Systems and Organisation
ISBN 978-3-030-23664-9 ISBN 978-3-030-23665-6 (eBook)
https://doi.org/10.1007/978-3-030-23665-6

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-23665-6


Preface

The recent surge of interest in ‘digital ecosystems’ highlights the impact of per-
vasive connectivity on firms and societies and poses several human and organi-
zational challenges. Therefore, both scholars and practitioners are interested in
better understanding and managing the key mechanisms behind their emergence
and the dynamics within and between digital ecosystems. In order to disentangle
such factors and explaining how digital ecosystems may benefit different stake-
holders, this book contains a collection of research papers focusing on the rela-
tionships between technologies (e.g., digital platforms, AI, infrastructure) and
behaviours (e.g., digital learning, knowledge sharing, decision-making), and pro-
vides critical insights about how digital ecosystems may shape value creation. The
plurality of views offered makes this book particularly relevant to users, companies,
scientists and governments. The content of the book is based on a selection of the
best papers (original double-blind peer-reviewed contributions) presented at the
annual conference of the Italian chapter of AIS which took place in Pavia, Italy in
October 2018.

Milan, Italy Alessandra Lazazzara
May 2019 Francesca Ricciardi

Stefano Za

v



Contents

Introduction to Digital Ecosystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Alessandra Lazazzara, Francesca Ricciardi and Stefano Za

Part I Human Communities in Digital Ecosystems

Rethinking Romanian and Italian Smart Cities as Knowledge-Based
Communities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Ramona-Diana Leon and Mauro Romanelli

Are the Elderly Averse to Technology? . . . . . . . . . . . . . . . . . . . . . . . . . 25
Jonathan Jones and Peter Bednar

Value Co-creation in Online Communities: A Preliminary
Literature Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Stefano Za, Jessie Pallud, Rocco Agrifoglio and Concetta Metallo

Disability and Home Automation: Insights and Challenges
Within Organizational Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Luisa Varriale, Paola Briganti and Stefania Mele

Efforts Towards Openness and Transparency of Data:
A Focus on Open Science Platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Daniela Mancini, Alessandra Lardo and Massimo De Angelis

Millennials, Information Assessment, and Social Media:
An Exploratory Study on the Assessment of Critical
Thinking Habits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Michael Menichelli and Alessio Maria Braccini

vii



Part II Human Resources and Learning in Digital Ecosystems

Grasping Corporate Identity from Social Media:
Analysis of HR Consulting Companies . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Stefano Di Lauro, Aizhan Tursunbayeva, Gilda Antonelli
and Marcello Martinez

Managing Intellectual Capital Inside Online Communities of Practice:
An Integrated Multi-step Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Chiara Meret, Michela Iannotta, Desiree Giacomelli, Mauro Gatti
and Ida Sirolli

How Do We Learn Today and How Will We Learn in the Future
Within Organizations? Digitally-Enhanced and Personalized
Learning Win . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Leonardo Caporarello, Beatrice Manzoni, Chiara Moscardo
and Lilach Trabelsi

Understanding the Relationship Between Intellectual Capital
and Organizational Performance: The Role of e-HRM
and Performance Pay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Alessandra Lazazzara, Edoardo Della Torre and Raoul C. D. Nacamulli

Information and Communication Technologies Usage for Professional
Purposes, Work Changes and Job Satisfaction. Some Insights
from Europe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Daria Sarti, Teresina Torre and Elena Pirani

(Digital) Learning Models and Organizational Learning Mechanisms:
Should Organizations Adopt a Single Learning Model
or Multiple Ones? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Leonardo Caporarello, Beatrice Manzoni and Lilach Trabelsi

Part III Processes and IS Design in Digital Ecosystems

Meta Principles of Technology Accessibility Design for Users
with Learning Disabilities: Towards Inclusion of the Differently
Enabled . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
Nabil Georges Badr and Michele Kosremelli Asmar

Business Process Analysis and Change Management: The Role
of Material Resource Planning and Discrete-Event Simulation . . . . . . . 211
Antonio Di Leva, Emilio Sulis, Angela De Lellis
and Ilaria Angela Amantea

A Simulation-Driven Approach to Decision Support in Process
Reorganization: A Case Study in Healthcare . . . . . . . . . . . . . . . . . . . . . 223
Ilaria Angela Amantea, Antonio Di Leva and Emilio Sulis

viii Contents



How to Rate a Physician?—A Framework for Physician Ratings
and What They Mean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Maximilian Haug and Heiko Gewald

Last Mile Logistics in Smart Cities: An IT Platform for Vehicle
Sharing and Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
Emanuele Guerrazzi

Digital Transformation Projects Maturity and Managerial
Competences: A Model and Its Preliminary Assessment . . . . . . . . . . . . 261
Aurelio Ravarini, Angela Locoro and Marcello Martinez

Reporting Some Marginal Discourses to Root a De-design
Approach in IS Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
Federico Cabitza, Angela Locoro and Aurelio Ravarini

Digital Infrastructures for Patient Centered Care:
Examining Two Strategies for Recombinability . . . . . . . . . . . . . . . . . . . 289
Miria Grisot, Tomas Lindroth and Anna Sigridur Islind

Time Accounting System: Measuring Usability for Validating
the Socio-Technical Fit of E-service Exchange Solutions
in Local Communities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
Tunazzina Sultana

Digital Identity: A Case Study of the ProCIDA Project . . . . . . . . . . . . . 315
Francesco Bellini, Fabrizio D’Ascenzo, Iana Dulskaia
and Marco Savastano

A Monte Carlo Method for the Diffusion of Information
Between Mobile Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Alberto Berretti and Simone Ciccarone

Part IV Organizing in Digital Ecosystems

Understanding the Use of Smart Working in Public Administration:
The Experience of the Presidency of the Council of Ministers . . . . . . . . 343
Maurizio Decastri, Francesca Gagliarducci, Pietro Previtali
and Danila Scarozza

Decisions and Infrastructure (In)visibility: A Case Study . . . . . . . . . . . . 365
Roberta Cuel and Diego Ponte

Unlocking the Value of Public Sector Personal Information
Through Coproduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
Walter Castelnovo

Social Media Communication Strategies in Fashion Industry . . . . . . . . . 393
F. Cabiddu, C. Dessì and M. Floris

Contents ix



The Illusion of Routine as an Indicator for Job Automation
with Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
Jason Bissessur, Farzad Arabikhan and Peter Bednar

IS in the Cloud and Organizational Benefits:
An Exploratory Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417
Emanuele Gabriel Margherita and Alessio Maria Braccini

Organizational Change and Learning: An Explorative
Bibliometric-Based Literature Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 429
Stefano Za, Cristiano Ghiringhelli and Francesco Virili

Community-Oriented Motivations and Knowledge Sharing
as Drivers of Success Within Food Assemblies . . . . . . . . . . . . . . . . . . . . 443
Paola De Bernardi, Alberto Bertello and Francesco Venuti

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459

x Contents



Introduction to Digital Ecosystem

Alessandra Lazazzara, Francesca Ricciardi and Stefano Za

This book collects some of the best contributions presented at the XV Conference
of the Italian Chapter of AIS (ItAIS) which was held at the University of Pavia,
Italy, in October 2018. ItAIS is an important community of reference for scholars
and researchers involved in the Information Systems domain. The participants of
the itAIS conferences include national and international researchers interested in
exchanging ideas and discussing the most important trends in the IS discipline. The
contributions included in this volume cover a wide variety of topics related to how
people, communities, and organizations address the digital age, with a specific focus
on digital ecosystems.

In the first place, the concept of a digital ecosystem has been mainly used in the
literature on service-oriented architectures, in order to indicate the relevant interde-
pendencies between service providers and clients of IT services [1, 2]. However, the
label of the digital ecosystem is being increasingly used also in a broader sense, to
indicate the self-organizing capabilities and complex interdependencies between and
across the technological and the social environment [3]. This evolution is consistent
with the growing interest of all sciences in complexity, systems thinking, and sus-
tainability concerns [4]. By choosing this theme as the common thread of this book’s
contributions, we intend to highlight the important role that information systems
studies are called on to play in this interdisciplinary effort.

A. Lazazzara (B)
Department of Social and Political Sciences, University of Milan, Milan, Italy
e-mail: alessandra.lazazzara@unimi.it

F. Ricciardi
Department of Management, University of Turin, Turin, Italy
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2 A. Lazazzara et al.

All the 31 selected papers included in this volumehave been evaluated and selected
for publication through a standard blind review process, in order to ensure relevance
and rigor. The contributions have been clustered into four sections: (a) Human com-
munities in digital ecosystems; (b) Human resources and learning in digital ecosys-
tems; (c) Processes and IS design in digital ecosystems; and (d) Organizing for digital
ecosystems.

1 Human Communities in Digital Ecosystems

The first part of the book explores how digital ecosystems influence the options,
perceptions, capabilities, and relationships within and across different types of com-
munities.

In the paper by Leon and Romanelli, smart cities are viewed as communities of
citizens. This study suggests that technological and institutional solutions to smart
city challenges make sense to the extent these solutions positively influence people’s
values and beliefs, on the one side, and people’s capabilities to translate vision into
reality, on the other side. The authors adopt a knowledge management perspective
to analyze six smart cities in Romania and Italy through a smart city model includ-
ing six dimensions and 28 components. The resulting citizen-centered smart city
view values both visionary and practical knowledge as the two key pillars of smart
transformations.

Jones and Bednar conduct an empirical investigation whose results challenge
common beliefs about the level of technology acceptance and use on the part of the
elderly. In-depth interviews in daycare center reveal that the elderly use different
technologies for different purposes and in different contexts. In addition, the study
suggests that family pressure is an important factor influencing how the elderly feel
about information technology and their decisions to interact with it.

Za, Pallud, Agrifoglio, and Metallo present the results of a literature analysis
using bibliometric data of 246 articles debating value co-creation process within
online communities. The quantitative analysis leverages social network analysis
tools, which allow for the identification of interesting connections between and
across research streams. The most cited and influential publications are identified
and described, and the main research areas and most promising topics are high-
lighted.

The social inclusion of people with disabilities is at the core of the paper by
Varriale, Briganti, and Mele. Based on the analysis of the literature published in
the 1998–2018 period, the authors discuss whether and how the home automation
solutions and devices support disabled people, and particularly their inclusion in the
wider social community. The most interesting research perspectives in this field are
also identified.

The study by Mancini, Lardo, and De Angelis focuses on open science. The
authors argue that the literature has so far mainly addressed open access, which is
only the final phase of the open science process. Moreover, they claim that a systemic
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shift in current practices is necessary to bring transparency in scientific research, to
ensure the ongoing sustainability of the associated social and physical infrastructures,
and to foster greater public trust in science. The final aim of the authors is to develop
a theoretical model for assessing web interfaces of open science platforms.

Menichelli and Braccini address an issue that is of paramount importance for the
role of communities in digital ecosystems: critical thinking. The authors investigate
the critical thinking skills of millennials in relation to the reported intensity of use
of social media and other traditional media for information acquisition. The paper
is based on a quantitative analysis of an incidental sample of 424 millennials. The
results show that millennials are weak regarding making inferences out of data and
information, evaluating arguments, and identifying fake news. Interestingly, the study
reveals no differences regarding the influence of social media on critical thinking.

2 Part II: Human Resources and Learning in Digital
Ecosystems

The rise of complex digital ecosystem results in complex, intertwining changes in
human resource management and learning processes. This section provides some
interestingly complementary views on this issue.

Meret, Iannotta, Giacomelli, Sarti, and Sirolli investigate two online communities
of practice operating within a leading Italian telecommunication company. Based on
this empirical investigation, they propose a tool for assessing the dimensions of
intellectual capital in online communities of practice.

Taking another perspective, the study by Di Lauro, Tursunbayeva, Antonelli, and
Martinez analyses the social media profiles of 12 international HR consulting com-
panies. In particular, it explores the platforms they use, type of content they publish,
their approaches for stakeholder engagement and interaction for stronger organiza-
tional image and corporate identity.

Caporarello,Manzoni,Moscardo, and Trabelsi explore the ongoing changes in the
processes through which people learn in organizations. Based on a quali-quantitative
survey with 91 employees as respondents, the authors show that digitally-enhanced
models and methods are constantly growing in importance (although more in terms
of “expected” rather than “desired” use), together with a need for more personalized
learning.

Lazazzara, Della Torre and Nacamulli leverage a survey on 168 Italian large
organizations to investigate the relationship between intellectual capital and orga-
nizational performance. The results of this quantitative study are highly interesting
and stimulating: in contexts of high intellectual capital, the combined presence of
high level of performance pay and e-HRMnullifies the positive impact of intellectual
capital on performance, whereas in contexts of low intellectual capital they lead to
higher performance.
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Another survey, conducted at the European level, provides further insights on the
relationship betweenwork changes and Information andCommunicationTechnology
usage for professional purposes. Sarti, Torre and Pirani leverage this large survey
(with 21,540 respondents) to conduct analyses whose results enable reflections on
the emerging challenges of ICT management.

Caporarelli, Manzoni, and Trabelsi investigate whether the learning models (i.e.
face-to-face vs. online vs. blended) that employees use to learn have an impact on
their satisfaction and enjoyment, as well as their perceptions of the organizational
learningmechanisms they are confronted with. Based on a survey (67 employees) the
authors highlight that the usage of multiple learning models, instead of just one, is
associated to higher employee satisfactionwith their learning experiences, and amore
positive perception of their company’s ability to put in place effective organizational
learning mechanisms.

3 Part III: Processes and IS Design in Digital Ecosystems

This rich section includes papers addressing various issues relating to process design
and information system design.

The paper by Badr and Kosermelli Asmar focuses on the design of accessible
and inclusive technology for people with learning disabilities. Based on a literature
review, the authors explore the possible guiding principles for addressing this issue
and develop a set of meta-principles of technology accessibility design.

Di Leva, Sulis, De Lellis and Amantea explore the role of business process simu-
lation to address changemanagement projects dealingwith significant organizational
growth. Based on a case study, the authors illustrate how modeling, computational
simulation and scenario analysis of business processes are suitable tools to support
organizational change.

Simulation andmodeling of business processes are also themain focus of the paper
by Amantea, Di Leva, and Sulis. Their paper proposes a methodological framework
to investigate risks and compliance in reorganizations by adopting a Business Pro-
cess Management perspective that includes modeling and simulation of business
processes. The effectiveness of the approach is illustrated by describing how it has
been applied in a Blood Bank department of a large hospital.

Haug andGewald also focus on the health care sector, and particularly on the issue
of online physician ratings. Based on the literature, the authors develop a framework,
which is then tested through structural equation modeling of data collected in the
southern Germany context. The findings reveal that physician ratings cannot accu-
rately predict the quality of the healthcare service but are rather a measure of how
sympathetic the physician appears to the patient. Implications for design are dis-
cussed.

The evolution of last mile logistics in the e-commerce age is the core topic of
the paper by Guerrazzi. The author proposes a solution based on a shared Informa-
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tion Technology (IT) platform that enables resource pooling to share heterogeneous
vehicles in the urban network. This was achieved through the development of four
software modules. The first results of this experimental approach are promising both
as for cost savings and air quality.

Ravarini, Locoro, and Martinez discuss some extant technology maturity mod-
els and argue that these models while focusing on the technological aspects, tend
to overlook the broader set of managerial competencies (i.e. knowledge, skill and
experience) that are needed in the different phases of the digital transformation pro-
cess. Therefore, the authors propose a new digital transformationmaturity model and
leverage a couple of pilot interviews to discuss its key features and possible future
developments.

The study by Cabitza, Locoro, and Ravarini is a theoretical discussion on some
main trends in IS design. The authors identify a divide between modeling and prac-
ticing, design and use, with the hegemony of the planning mind over that of the
performer. However, the current convergence of networked application paradigms
and the Web 2.0 infrastructure has led to agile methods, open design concepts and
on the idea of a prosuming user. The authors claim that the socio-technical princi-
ples could play a pivotal role in mitigating the effects of the modernist over-design
attitude, and make IS development more sustainable.

Grisot, Lindroth, and Islind focus on the challenge of designing for recombinabil-
ity in digital infrastructures. The authors conduct a comparative cases study on two
patient-centered digital infrastructures, thus identifying and analyzing two possible
design strategies for recombinability in the health care sector.

The paper by Turnazzina presents a prototype of a time accounting system
designed to support technology-based service exchange in Bangladesh. The final
validation steps are described, at the level of the interface and user interaction. The
heuristic-based evaluation process allows the author to identify the main usability
problems to be addressed.

Bellini, D’Ascenzo, Dulskaia, and Savastano focus on a key challenge facing
cloud computing: digital identity. Their paper presents the results of a project in
which a digital platform has been developed in order to simplify access to different
kind of digital services (public and private) using digital identity.

The study by Berretti and Ciccarone models the spread of information in random,
rapidly changing mobile social networks. In these mobile social networks, users
typically form small and dynamic local communities sparsely connected and without
a fixed topology (e.g. a house, a company office, a residential neighborhood). The
diffusion of the information is analyzed both empirically by a Monte Carlo method
and analytically by mean field theory, revealing the existence of a phase transition.
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4 Part IV: Organizing in Digital Ecosystems

Digital ecosystems pose unprecedented challenges in organizations of all types, as
the papers in this section effectively show.

Decastri, Gagliarducci, Previtali, and Scarozza address the issue of smart work-
ing in public organizations, in the light of a recently issued law that permits and
encourages smart working as an innovative approach to work, organizing, and human
resource management. The study leverages the Presidency of the Council of Minis-
ters as a case study to investigate the concrete implications of, and issues raised by,
smart working.

Another recent law, the GDPR regulation issued by the EU in 2016, has signifi-
cantly impacted organization and processes in the public sector. This issue is at the
core of the paper by Castelnovo, who argues that people can be made more willing
to consent to the processing (and possibly to the re-use) of personal information by
involving them as co-producers in the processes through which the public sector
organizations can support economic growth in the digital society.

The study by Cuel and Ponte takes the inter-organizational network as the level
of analysis and investigates how the complex infrastructure that links different orga-
nizations is “cultivated” to enable network-level decision making. The Air Traffic
Management system is taken as a case and the requirements for a decision support
system are proposed.

Cabiddu, Dessì, and Floris present an analysis of the Facebook contents produced
by a sample of firms in the fashion industry. Data are collected over two years
(2016–2017). The results highlight the different communication strategies, time of
interaction, and kind of interaction across the sample, and shed light on the role of
digital ecosystems in building an organization’s identity.

Bissessur, Arabikhan, and Bednar explore the concept of routineness from the
perspective of the job occupants themselves. The findings reveal that jobs which
are considered routine from an organizational perspective, actually require a degree
of human intervention in the real-world experience. This suggests that the fear of
mass unemployment at the hands of AI may be an unrealistic notion. Rather, the
introduction of AI into jobs paves the way for collaborative methods of working
which could augment current jobs and create new jobs.

The study by Margherita and Braccini presents the results of an exploratory com-
parative study analyzing 23 cases of different enterprises who run a cloud computing
strategy.Using fs/QCAas amethodof analysis in amultiple cases setting, the research
paper investigates the organizational benefits following cloud adoption, arguing that
these benefits may go beyond cost savings.

Za, Ghiringhelli and Virili leverage social network analysis to conduct a literature
investigation on the organizational learning processes stemming from organizational
change initiatives. The results raise many questions and identify some challenges
facing this relevant research stream.

The paper byDeBernardi, Bertello andVenuti investigates the role of actors’moti-
vations, beliefs and knowledge exchange behaviors in community-based business
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models. The authors collect 2115 questionnaires in an Italian alternative food net-
work, that is, a network based on a digital platform enabling the direct trade between
communities and local farmers and producers. The results confirm the influence of
community-based motivations and online knowledge sharing on purchase frequency
and quantity.

We are really grateful to the Authors, the Conference Chairs and Committee
members, to the members of the Editorial Board, and to the Reviewers for their
competence and commitment. This publicationwould not have been possiblewithout
their active, sustained and generous contributions.
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Rethinking Romanian and Italian Smart
Cities as Knowledge-Based Communities

Ramona-Diana Leon and Mauro Romanelli

Abstract The aim of this study is to analyse the Romanian and Italian smart cities
from a knowledge management perspective, and thus 6 smart cities represent the
units of analysis (Ancona, Craiova, Padova, Perugia, Sibiu, Timisoara) while a smart
city model (which includes 6 dimension and 28 components) is taken into con-
sideration. Each of these components is analysed from a knowledge management
perspective due to the fact that the difference among cognitive, emotional and spir-
itual knowledge may influence the tools which policy-makers could use for smart
city development. The results prove that smart city development is based on two
pillars: the first one is represented by citizens’ values and beliefs, their vision for the
future while the second one reunites what they are able to do in order to transform
their vision into reality. Thus, it can be stated that the smart cities model has both
a visionary pillar (which incorporates spiritual knowledge) and a practical one (in
which knowledge is converted into action). Beyond this, the best Romanian and Ital-
ian performers concentrate their efforts on economy, mobility and people. In other
words, they focus on creating and disseminating cognitive and emotional knowledge
(innovations, emotions, feelings). These findings have both theoretical and practical
implications as, on the one hand, they provide the nexus between knowledge man-
agement and urban development, while on the other, they bring forward the elements
on which the policy-makers should focus in order to foster smart city development.

Keywords Smart cities · Knowledge cities · Smart communities · Urban
development knowledge-based
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1 Introduction

As smart communities, cities contribute to promoting economic and social develop-
ment, sustaining job growth and ensuring high quality of life [1]. Technology helps
cities to develop knowledge sources and human capital promoting smartness as a
valuable guide for designing the future of industry, economy, living, mobility and
governance while relying on skilled people and sustainable management of natural
environments [2–4]. Within knowledge-based economies and open societies, cities
of tomorrow should rethink the urban landscape as a smart and knowledge-based
community that promotes social and economic growth while developing knowledge
sources and using technology to acquire and create new knowledge, develop human
capital and facilitate open innovation.

Promoting a smart approach for urban growth implies reconsidering cities that
are connected to the global knowledge-based economy as knowledge-based com-
munities that rediscover knowledge sources and management, as well as developing
technological infrastructures and having skilled and well-educated people to hand
[5–7]. Knowledge-based cities help connect structural and human capital merging
urban development perspectives and the knowledge management approach [8, 9].
Cities of the future should become smart communities that sustain social and eco-
nomic innovation and growth, encourage social interaction, develop services plat-
forms and promote opportunities for learning and knowledge sharing ensuring bet-
ter quality of life and involving both private and public actors [1, 2, 10–14]. As
technology-enabled communities, cities should develop as knowledge-based cities
within an urban ecosystem enabling the transformation of knowledge resources into
local development as a means of sustainability [5, 6].

Cities should develop the use of smart technology as a policy and managerial
innovation integrating services and capabilities while developing human capital and
involving people in the smart city as part of the project and strategic vision [4, 15]. As
smart communities, cities contribute to promoting economic and social development,
sustaining job growth and better opportunities for employment, business and quality
of life [1]. Technology helps cities to develop knowledge sources and human capital.
Cities should assume the smartness as a vision and policy innovation for designing the
future of industry, economy,mobility, government relying on skilled and smart people
[2, 3, 16]. As communities driving for sustainable urban development, smart cities
should also adopt a knowledge management perspective where values, cognitive,
emotional and visionary sources contribute to transforming knowledge into other
knowledge coherently with local specificity and capital identity [6, 7, 17, 18].

This research aims to analyse the Romanian and Italian smart cities via a knowl-
edge management perspective. Thus, the research focuses on providing answers to
the following questions: (i) what are the strengths andweaknesses of the Italian smart
cities; (ii) what are the strengths and weaknesses of the Romanian smart cities and
(iii) what type of knowledge is mostly involved in the development of the Romanian
and Italian smart cities?
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The paper is structured around five sections. The next section presents the liter-
ature review, and in particular, the recognition of cities as smart communities. The
influences that knowledge management could have on their development is also elu-
cidated. Section 3 sheds light on the research methodology, while in the fourth part
the main results are presented. Finally, the article closes by highlighting the theoret-
ical and practical implications of the research findings as well as discussing further
research directions.

2 Developing Cities as Smart and Knowledge-Based
Communities

Cities should reinvent themselves as smart, knowledge-based communities, re-
discovering knowledge as a critical source and developing technological infrastruc-
tures to drive urban and sustainable growth while connecting structural and human
capital [5–7, 12, 14, 17]. Developing cities as smart and knowledge-based communi-
ties relies on promoting smartness and sustaining knowledge sources to drive urban
growth [3, 6, 12, 14].

2.1 Rediscovering Knowledge-Based Cities

Knowledge based urban development relies on cities embracing and strengthening
smartness, technology, creativity, cultural diversity, networking, knowledge, educa-
tion and connectivity to merge urban development perspectives and the knowledge
management approach, acquiring and reinforcing knowledge and intellectual infras-
tructures to drive urban growth [5, 7–9]. “Knowledge is a fluid mix of framed expe-
rience, values, contextual information, and expert insight that provides a framework
for evaluating and incorporating new experiences and information. It originates and
is applied in the minds of knowers” [17]. Ideas and emotions are elements that enable
service production and value creation within knowledge economies [19].

Cities as communitiesmade of people develop and evolve relying on lives, beliefs,
actions and thoughts of the individual that influence, drive and orient history, as well
as values and beliefs of their cities [6]. Values and beliefs contribute to knowledge and
determining what the knowers see. People see and perceive differently in the same
situations and organise their knowledge because their values are different [17]. Cities
live because a significant community of people organise their lives around a recog-
nizable value system staying together. As value collectives moving from industrial
to knowledge-based production, cities are evolving entities both as coproduction
systems and as varying arrays of cultural, political and economic capital systems
that are becoming increasingly knowledge-based value systems, driving knowledge
development [6, 20].
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Knowledge objects or flows are significant in relation to the value context, where
goods and services produced have a symbolic value, exerting influence on the city’s
identity [18]. Thus, in the last 50 years, knowledge was presented as “a metaphor
or fluid capable of incorporating an organised set of factual declarations, ideas and
experiences, shared systematically with others by using a common communication
environment” [21].Basedon its visibility, the distinction ismadebetween explicit and
tacit knowledge; the former is available at the conscious level and is shared through
words, propositions and phrases, while the latter is available at the unconscious level
and is shared through interactions—the only ones capable of disseminating values,
emotions, beliefs and hunches. Furthermore, explicit knowledge is considered to
be the “core” of a community while tacit knowledge represents the “blood” that
makes individuals move in the desired direction, transforming the vision into reality
[21]. Despite the fact that the nature of explicit knowledge is basically cognitive, the
same cannot be claimed regarding tacit knowledge. Therefore, a distinction is made
among cognitive, emotional and spiritual knowledge. Cognitive knowledge “refers
to an individual’s stored assumptions, hypotheses, and beliefs about thinking” and
represents the result of logical thinking [22]. Emotional knowledge brings forward
the importance of individual’s emotions and feelingswhile spiritual knowledge sheds
light on the values and beliefs that guide individuals’ decisions and actions [23]. In
other words, the former emphasises what people feel while the latter highlights why
people do what they do.

2.2 Promoting Smart Cities as Communities

Cities tend to promote smartness as a value to improve competitiveness, social and
human capital, mechanisms of governance, mobility as transport and ICT, the natural
environment, resources and quality of life [3]. Cities using information technology
tend to design smart cities as networked infrastructures that enable political effi-
ciency, social and cultural development and inclusion, and relying on business-led
urban development to promote urban growth to identify solutions for solving urban
problems [15].

As smart communities, knowledge-based cities enable knowledge acquisition to
support knowledge-based processes and activities, strategically using information
technology to develop collaborative processes that involve private and public organ-
isations (local government, business, education, health care institutions and the civil
society) to positively transform the community and promote economic development
and job growth, improving the quality of life and urban competitiveness, sustaining
people’s engagement in co-production of public services and leading cities in order
to be entrepreneurial, pioneering, liveable and connected [1, 2, 12–14]. Cities should
shape the urban development employing technology, land, people and institutions as
the sources for designing the smart city as a community proceeding towards urban,
social and economic growth [4, 24]. This is a transformational process utilising cit-
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izens’ involvement and participation [25], legitimising the city to sustain policy and
managerial innovation and rediscover a new urban identity [26, 27].

Technology, organisation and policies as knowledge sources enable people,
municipal institutions, businesses, research and education centres and other organi-
sations to adopt initiatives for driving urban growth [16]. Smart cities as communi-
ties provide ICT-enabled and digital platforms to facilitate business and life [10] to
encourage public-private partnerships for innovation [11] encouraging citizens and
city governments to interact for urban problem solving [24].

3 Research Methodology

The research concentrates on analysing the Romanian and Italian smart cities from
a knowledge management perspective. Therefore, the following objectives are set
out: to develop a comparative analysis among the Italian smart cities; to determine
the strengths and weaknesses of the Italian smart cities; to develop a comparative
analysis among theRomanian smart cities; to determine the strengths andweaknesses
of the Romanian smart cities; to analyse smart cities’ components from a knowledge
management perspective. Therefore, a case study strategy is developed since this is
the most appropriate one for answering the “how” and “why” questions [28] and the
research focuses on determining what is possible rather than what is common [29].

Smart cities promote competitiveness, social and human capital, enhance gover-
nance andparticipation, developmobility as transport and ICT, and ensure sustainable
management of natural resources and quality of life [3]. City-rankings help cities to
identify the better performances and policies strengthening local and identity to drive
urban growth [3, 30].

The smart city model [3, 31] is used as a starting point for selecting the case
study units. This presents a smart cities model which includes 6 dimensions and 28
components that emphasize both knowledge resources and processes (Table 1). Each
dimension reflects a characteristic that fosters the development of a smart city while,
at the same time, it incorporates several components which describe either citizens’
attributes or self-decisive and independent actions that they can develop.

Thus, it is assumed that a smart city is built on a smart combination of econ-
omy, living conditions, environment, mobility, governance, and people. In order to
develop a smart economy, special attention should be given to individual (citizens’
innovative spirit and entrepreneurial abilities), organisational (economic image and
trademarks and productivity) and national issues (flexibility of labour market, inter-
national embeddedness). These support one another as citizens’ innovativeness influ-
ences company productivity and it is also reflected by the labour market’s flexibility.

According to the criteria taken into account by Smart-cities.eu [32], there are 77
smart cities across Europe (Table 2); 7 are from Italy (Ancona, Padova, Perugia,
Trento, Trieste, Venezia, Verona) and 3 from Romania (Craiova, Sibiu, Timisoara).
Trento, Trieste, Venezia and Verona are among the first 55 smart cities while the
other ones are situated at the end of the ranking. As a consequence, in order to ensure
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Table 1 The smart cities model [31]

Dimension Components

Smart economy • Innovative spirit
• Entrepreneurship
• Economic image and trademarks
• Productivity
• Flexibility of labour market
• International embeddedness

Smart living • Cultural facilities
• Health conditions
• Individual security
• Housing quality
• Educational facilities
• Touristic attractiveness
• Economic welfare

Smart environment • Environmental conditions
• Air quality (no pollution)
• Ecological awareness
• Sustainable resource management

Smart mobility • Local accessibility
• (Inter)national accessibility
• Availability of IT infrastructure
• Sustainability of the transport system

Smart governance • Participation public life
• Public and social services
• Transparent governance

Smart people • Level of qualification
• Lifelong learning
• Ethnic plurality
• Open-mindedness

Table 2 The criteria taken into account by [32]

Criteria Value

Urban population 100,000–500,000

Universities At least one

Catchment area Less than 1,500,000 inhabitants

Partners in planning for energy efficient cities Yes

Registered in the urban audit database Yes

comparison validity and reliability, the analysis focuses on 6 cities: 3 from Italy
(Ancona, Padova, Perugia) and 3 from Romania (Craiova, Sibiu, Timisoara).

After selecting the case-study units, a comparative analysis is performed in order
to determine the strengths and weaknesses of the analysed smart cities. Each compo-
nent is analysed from a knowledge management perspective; the difference among
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cognitive, emotional and spiritual knowledge is taken into account since this may
influence the tools which the policy-makers could use for smart city development.

4 Main Results

4.1 A Knowledge Management Perspective on the Smart
Cities Model

Cities that are in the process of becoming smart tend to develop knowledge sources
and use technology in order to drive urban growth. All the elements included in
the smart cities model focus on knowledge resources, and their development is fos-
tered through knowledge acquisition, dissemination and use. Cities tend to design
smartness as a vision to rediscover the city as a community by using technology for
investing in knowledge sources that enable managerial, policy and organisational
innovation and rely on values, beliefs and ideas of people that live the city driving
urban growth and development [2–4, 6, 14, 16, 19, 24, 26, 27].

As can be noticed in Table 3, they either have their roots in cognitive knowledge
or spiritual knowledge. In other words, they bring forward the fact that smart cities’
development is based on two pillars: the first one is represented by individuals’ values
and beliefs, as well as their vision for the future while the second one reunites what
they are able to do in order to transform their vision into reality. Thus, it can be
stated that the smart city model has a visionary pillar (which incorporates spiritual
knowledge) and a practical one (in which knowledge is converted into action).

Last but not least, only 2 out of 28 elements focus on individuals’ emotions and
feelings, namely: individual security and economic welfare. These emphasise the
reasons for which individuals become involved in smart city development, and the
desired intangible outcomes.

4.2 The Performance of the Romanian and Italian Smart
Cities

According to data presented in Fig. 1, the Italian smart cities are very close to the
European average in terms of (i) Smart Economy, and (ii) Smart Living. Furthermore,
except for the Smart Environment dimension where Ancona is above the average, the
Italian smart cities tend to range below the European average; their vulnerabilities
come mainly from the (i) Smart Governance and (ii) Smart Mobility areas [33].

However, various differences appear when each city is analysed individually
(Table 4). Thus, Padova’s strengths rely on the Smart Economy, Smart Mobility
and Smart People areas, while Ancona’s strengths have their roots in the Smart Envi-
ronment dimension. Within this framework, it can be stated that Padova invested
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Table 3 The knowledge resources involved in the smart cities model

Factors Cognitive knowledge Emotional knowledge Spiritual knowledge

Innovative spirit X

Entrepreneurship X X

Economic image and
trademarks

X

Productivity X

Flexibility of labour
market

X X

International
embeddedness

X

Cultural facilities X

Health conditions X

Individual security X

Housing quality X

Educational facilities X

Touristic
attractiveness

X

Economic welfare X X

Environmental
conditions

X

Air quality (no
pollution)

X

Ecological awareness X

Sustainable resource
management

X

Local accessibility X

(Inter)national
accessibility

X

Availability of IT
infrastructure

X

Sustainability of the
transport system

X

Participation public
life

X X

Public and social
services

X

Transparent
governance

X

Level of qualification X

Lifelong learning X

Ethnic plurality X

Open-mindedness X
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Fig. 1 Comparative analysis among the Italian smart cities [33]

Table 4 The Italian smart
cities—the best and worst
performer

Criteria Best performer Worst performer

Smart economy Padova Perugia

Smart living Perugia Ancona

Smart environment Ancona Padova

Smart mobility Padova Perugia

Smart governance Perugia Padova

Smart people Padova Ancona

in the economic and social sustainability while Ancona concentrates on the envi-
ronmental side. Therefore, the former is tempted to share cognitive and emotional
knowledge (innovations, emotions, feelings) while the latter focuses on spiritual
knowledge (values and beliefs).

Compared with the European average, the Romanian smart cities are the worst
performers (Fig. 2); their performance is below the average. However, several pro-
gresses have been made on the Smart Living, and Sibiu tends to get closer to the
European average. On the other hand, it can be noticed that, in most of the cases,
the Romanian cities have a similar evolution, and there are small variations among
their scores in 4 out of 6 dimensions. In other words, it can be argued that the dif-
ference among the Romanian smart cities is made by the Smart Living and Smart
Environment conditions.

Nevertheless, some differences appear when each city is analysed individually
(Table 5). Thus, Timisoara’s strengths rely on the Smart Economy, Smart Mobility
and Smart People areas while Sibiu strengths have their roots in the Smart Living
and Smart Environment dimension. Within this framework, it can be stated that
Timisoara invested in economic and social sustainability while Sibiu concentrates
on environmental sustainability. Therefore, the former is tempted to share cognitive
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Fig. 2 Comparative analysis among the Romanian smart cities [33]

Table 5 The Romanian
smart cities—the best and
worst performer

Criteria Best performer Worst performer

Smart economy Timisoara Craiova

Smart living Sibiu Craiova

Smart environment Sibiu Craiova

Smart mobility Timisoara Craiova

Smart governance Craiova Timisoara

Smart people Timisoara Craiova

and emotional knowledge (innovations, emotions, feelings) while the latter focuses
on spiritual knowledge (values and beliefs).

5 Conclusion and Further Research

As places where the majority of people reside, cities are meeting places, services
providers and platforms, smart and sustainable communities where people work and
live and businesses can successfully operate, dealing with economic and social gains
and issues. Cities contribute to sustaining economic growth and urban development,
promoting learning, education and culture, developing technology and knowledge
sources, as well as driving social and economic aspects by engendering open inno-
vation for change. Following a smart city approach is emerging as a visionary pillar
and strategic perspective leading cities to invest in knowledge, financial, technical
and human resources identifying a path and driving cities as communities to proceed
towards sustainable development and urban growth.



Rethinking Romanian and Italian Smart Cities … 21

Rediscovering cities as knowledge-based and oriented communities helps them to
strengthen available knowledge sources adapting to local specificity and contexts and
rediscovering the potential value of identity capital. Acquiring, using and dissemi-
nating knowledge is a critical resource to sustain development and growth in urban
areas. Following a knowledge-based perspective for rethinking the future develop-
ment of cities helps to support urban growth and the design of a sustainable and
smart city as a community, developing emotional, spiritual and cognitive knowledge
sources and using the potential of information technology to build cooperation and
collaboration between public and private organisations, groups, individuals, other
stakeholders within the community and those involved in knowledge creation pro-
cesses. Promoting a knowledge-based urban development perspective for sustaining
the smart city approach helps cities to design social and economic growth integrating
technological, human and knowledge sources and intelligence to create environments
and enabling cognitive skills and capacities to enhance knowledge and innovation
following a virtuous cycle while driving cities to continuously rethink and re-plan
the social and economic growth of urban areas and rediscovering strengths.

The results of the current study prove that smart city development is based on two
pillars: the first one is represented by citizens’ values, beliefs and their vision for the
future while the second one reunites what they are able to do in order to transform
their vision into reality. Thus, it can be stated that the smart cities model has a vision-
ary pillar (which incorporates spiritual knowledge) and a practical one (in which
knowledge is converted into action). Beyond this, the best Romanian and Italian
performers concentrated their efforts into the aspects economy, mobility and people.
In other words, they focus on creating and disseminating cognitive and emotional
knowledge (innovations, emotions, feelings). These findings have both theoretical
and practical implications as, on the one hand, they provide the nexus between knowl-
edge management and urban development, and on the other, they bring forward the
elements on which the policy-makers should focus in order to foster smart city’
development. Thus, if the Italian policy-makers want to improve their performance
and to be competitive on the European level, they should address their main vul-
nerabilities, namely the insurance of a Smart Governance and Smart Mobility. The
former is based on cognitive and spiritual knowledge while the latter has its roots in
cognitive knowledge. In other words, the development of the latter would be easier
than the former since it will only require the use of tangible resources; the devel-
opment of the former will involve a change in citizens’ values system and attitude
(they have to feel the need to be involved). Although this research provides valuable
insights, its results are limited. On the one hand, it only analyses the characteristics
of one smart city model, and the results could have been different if various models
had been taken into account. On the other hand, only a limited number of Romanian
and Italian cities were taken into consideration and the analysis was performed on a
national level. Future research perspectives should further investigate how Italian and
Romanian smart cities are currently planning and building knowledge-based urban
developments by adopting a smart approach and relying on building and valuing
knowledge sources and types.
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Are the Elderly Averse to Technology?

Jonathan Jones and Peter Bednar

Abstract In 2018, I interviewed seven people from the ‘silent generation’ to find
out what they thought about information technology, whether they were averse to
it, and why. Using this snap-shot image from Hornchurch Tapestry day care centre,
this paper analyses the human activity system that frames how the elderly interact
with the technology that surrounds them. It details what these interactions con-
sist of, investigates how the participants view the purpose of the technology and
explores how they ‘feel’ about their interactions with it. Ultimately, this paper chal-
lenges a societal assumption that elderly people are averse to information tech-
nology. The elderly use different technologies for different purposes and in differ-
ent contexts. The Tapestry interviews highlight how critical family pressure was in
determining how the elderly feel about information technology and their decisions
to interact with it.

Keywords Socio-technical · Systems · Elderly · Averse · Information
technology · Information systems

1 Introduction

It is a widespread societal view in the United Kingdom (UK) that the elderly are
innately averse to technology. Just last year, TheGuardian ran a story that exclaimed,
“Older people can’t copewith new technology—but nobody cares” [5]. This research
was predicated on the view that such a societal assumption ignores how different peo-
ple interact with different technologies in different ways. Moreover, Patilla-Góngora
et al. research found that 74.5% of their elderly participants did not know the basic
element of computer use [8]. This research further shows that over 90% did not have
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the skills in databases, presentation creation, graph creation or web page creation
[8]. To explore whether elderly people are averse to technology, I conducted semi-
structured interviews with residents from Hornchurch Tapestry day care centre. The
interviews sought to uncover what technologies the participants interacted with, why
they did so, and how they felt about these interactions. These interviews provide this
paper with a snapshot insight into the various views that elderly people hold about
technology and why they might use it.

A participant’s interactions with technology is characterised by purposeful action
and they will interpret technology in different ways, as they interpret the world in
different ways [4]. Peter Bednar states that a system is defined by interest [2]. As
such, we ask what interest the elderly have towards ‘information technology’.

As new information technology arrives, an elderly person may have to adapt to
the new technology or at least be surrounded by a new technology. In this piece, we
try to uncover what might affect an elderly person’s will and ability to adapt to new
technology. Eden Mumford states that there are values, attitudes and incentives for
change and that some more than others may feel less threatened by change [7].

Without a boundary “we will have to take the whole planet into account, which of
course we cannot do” [9]. So, when this paper talks about technology, it is of course
referring to information technology. As such, we do not ask participants to talk about
the steam engine, cars, or even electric toothbrushes. Instead we ask how participants
interact with information processing technology like tablets, personal computers, and
smart phones. By conducting semi-structured interviews, we enabled participants to
reflect upon their responses and return to them if needs be. This conversational
approach led the interviews to explore unforeseen ideas and themes. The interviews
were semi structured for a mix of reasons, firstly, I wanted more of a conversation
style, and from this conversation style hopefully we could a high level of complexity
around and outside the subject area. Secondly, as the interviews were ‘face-to-face’
I wanted to ask follow-up questions, that could explore the topic further. From the
open-end conversations new themes did arrive.

In total, seven people were interviewed in the care centre on the same day. The age
of the participants ranged from 68 to 98. Due to issues of mobility and the centre’s
resource capacity, it was not possible to interview participants in isolation from other
service users at the centre. Interviewee’s varied in their receptiveness to the questions.
For example, some participants wanted a short interview (seven minutes), whereas
some wanted a longer interview (fifteen minutes) so they could reflect upon past
examples to shape their responses. With every interview, I learned how to improve
my approach to get the most out of the responses.

One of the major drives behind my decision to explore this topic is quite per-
sonal. I have family members who care for the elderly, both in professional and
non-professional contexts. From their experiences of care, I have observed that there
are many stereotypes about how the elderly perceive certain issues. As a group, ‘the
elderly’ are often assumed as incapable of using information technology. Funda-
mentally, I argue that we should not want technology to be created or prescribed to
elderly people that ignores what they think and care about as individuals.
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Some scholars cite a need to address how much the elderly cost the state as
a justification for their research [6]. However, this project is more concerned with
exploring elderly people’s perceptions of IT rather than uncovering how IT can assist
the state in improving cost-effectiveness.

2 Investigation

Two weeks before the interviews took place, the participants were provided with
the question ‘Are you averse to technology?’. This gave them time to reflect on the
question and come to possible conclusions prior to the interview. Each face-to-face
interview was audio-recorded and conducted in a relaxed and familiar environment.

After giving their informed consent, participants were interviewed individually. A
core issue was that there are some people at the day centre that could have dementia
or Parkinson’s. This was taken into consideration and before the interviews, the issue
was discussed with the staff, and they selected participants.

1. What technology do you frequently use?
2. Do you have any privacy concerns with technology?

a. If so, what concerns?

3. Is there any technology that you will not use?

a. If so, why?

4. What technology have you liked using?
5. What technology have you disliked using?
6. Have you ever had IT lessons before?
7. Would you like to have IT lessons?
8. What do you generally think about the progression of modern technology?

The data analysis is a thematic analysis, this takes themes and ideas from the
interviews. The data analysis has a ‘products’ and ‘services’ section. The intention
of this is to showwhat the participants define technology as. This is important because
they may have different ways of thinking about technology. As an example, if I asked
them to talk about a specific technology, the participant may not go outside the area
of the investigation. For example, if I asked a participant to talk about tablets, they
may talk about the tablets, but they may not discuss their interactions with other
technology, or what they think overall about technology.
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3 Findings

The findings are listed in the order of the amount talked about. Not measured from
the text, rather the emphasis participants put into explaining the topics. So, in order
the findings are:

• Family Pressure
• Childhood
• Progression
• Apathy
• Aversion

The findings suggest that participants have a wide range of opinions and views
around ‘technology’. The findings, however, show some trends. The first trend is
family pressure. For participant three and one, they both mentioned that they were
pressuredby family to get a tablet or smartphone. For example, participant three stated
that there was a long struggle with their family to get a smartphone, but even when
participant three got a smartphone, theyweren’t entirely happywith it. Participant one
mentioned that her family berated her until she got a tablet. Interestingly we need to
see ‘why’ the family pressured or encouraged the participants to adopt a technology.
In multiple cases the participants were using technology to contact family abroad,
perhaps families believe that information technology enables communication. And
perhaps as well, families are looking to buy presents for the participants and believed
they were achieving giving a present and introducing a technology at the same time.
Both points, however, need more direct research; something we will investigate later.

Three of the participants directly mentioned children. This is interesting because
it doesn’t directly affect themselves. Participant six mentioned childhood quite a lot.
They stated that children are missing out on ‘childhood’ and children are growing up
too fast. Three of the participants really had a concern for children and their use of
technology. Participant three, when asked about technology progression, said: “It’s
over the top too much, especially for children, they don’t know how to communicate
properly.”

The conversations included a comparison of experience between their childhood
and the current childhood of the children they observe. For example, participant
two sounded very nostalgic. Participant two stated that they cannot use technology
because of their upbringing, physical photos, and further commented that people are
‘zombified’ and distracted. A key thing to take away from participant two is that they
felt powerless to change society and their interactions with technology.

Like participant two, participant six mentioned progression and stated that they
felt as though: ‘Times have changed’. Perhaps this means that they feel like society
is changing, and this is outside of their control. However, participant four and five
accept that ‘progression ‘is happening and sound more optimistic about it. In fact,
participant four stated that “it’s going tomake a lot of things better”. Interestingly, the
question “What do you generally think about the progression ofmodern technology?”
doesn’t define what progression is, what it involves and what technology.
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Reflectively, this is great because it allows for the participants to express their
emotions or express how they feel about something outside of a boundary setting.
If the question was more specific perhaps the participant would have stated that
they didn’t know or care. For example, if I asked them if the progression of online
shopping was a good thing, they may have given a specific answer. But, allowing
for a general answer means that they don’t have to be specific. When asked what
they think about societal behaviour with technology, participant two said “They’ll
become zombies eventually, there is nothing you can change about it. It’s at the hands
of the people that create all this stuff. You cannot stop progression, people will stop
using their heads.” One quote that sticks out is: ‘Times have changed, they say it’s
for the better, but I sometimes think is it for the better?’

Participant one and participant five when asked some questions answered ‘I don’t
know what I think about it’ and ‘I don’t know, I just think it’s a good thing’. Perhaps,
they are either apathetic to answering questions and are not interested in the interview.
However, considering the participantswere told about the interview topic beforehand,
perhaps these apathetic answers are more telling. Perhaps the participants do not
care about technology, they may not think of it or are not interested. For example,
participant five further mentioned that ‘There’s no one I want to phone, all my friends
are here’.

This research shows how vague aversion is, and how hard it is to define it. Many
of the participants said that they felt as if they didn’t like technology, by their own
definition. However, many participants were using technology around them. Many
participants were using smartphones to phone people across the world, voice call
those around, paybills online or play board games onmobile devices. Theparticipants
can use a technology and still dislike it. It is possible that the participants see it as
means to an end, a necessity to communicate, play games or search things online.
You could assume that if asked ‘Do you like communicating?’, ‘Do you like playing
Scrabble?’ or ‘Do you like searching things online?’ The participants may answer
that they do, perhaps a lot of people would answer that they like communicating.

So, the devices may seem like a necessity to do these things, but this does not
suggest that they like the devices they have. For example, participant six stated that
technology ‘drives them mad’, but they further explained that it was a necessity to
speak to their daughter in Australia. In this case, participant six may value speaking
to their daughter enough to use the technology that they acclaimed ‘drive themmad’.
From this, it is urged that anyone analysing elderly interactions with technology
recognise that just because an elderly person uses a technology, doesn’t mean that
they like it. In participant six’s case, they could hate it, but find it useful. This
questions what it means to say that you ‘like’ or ‘dislike’ something, which will
further be explored in the discussion.

Perhaps the participants do not have an interest in technology but find the use of
technology necessary. For example, in Heart et al. research 62% of the participants,
when asked why they don’t use computers stated that they have ‘no need’ or ‘not
interested’ [6]. This questions what aversion really is, which is discussed further.
From this, we can assume that we don’t have to expect a person to have an opinion.
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In this case, at least, some participants simply did not care for technology and didn’t
care to involve themselves.

4 Discussion

Bednar states that a system is defined by interest [2]. These findings support Bednar
statements because systemically, the elderly have different interests in technology.
For example, in this case some of the elderly participants see technology as a means
of communication. Further, some of the elderly participants are interested in using
technology for games. So, these different interests define the purpose of ‘technology’.

Family pressure was the strongest theme. As found in the research, perhaps the
reason for this family pressure is the want or need for communication. For example,
many participants mentioned that they wanted a technology, so they could speak to
family abroad or to distant new grandchildren. The participants mentioned distance,
and the use of this technology as a tool to virtually shorten it. Research has found
in between 1970 and 2000 in Europe that the propensity of an elderly person living
alone had increased [10]. In Great Britain about one-half of the elderly participants
in Tomassini et al. research stated that they are in contact with their children at least
once a week [10]. Albeit in 2004, this research suggests that half of the elderly people
in Great Britain are not in contact with their children on a weekly basis. Tomassini
et al. indicate that frequency of contact can strengthen potential support for elderly
people [10]. Perhaps, therefore, family members feel a need to pressure their parents
or grandparents into adopting aspects of technology, to communicate and support
them.

Interesting though, this family pressure has been mentioned by Asghar et al. [1]
and Vacek et al. [11]. They suggest that there may be a correlation between social
inclusion and technology use. These studies found that where an elderly person is
socially excluded they are less likely to be taught a technology or be introduced to
that technology. Perhaps, the family pressure isn’t necessarily a negative thing, but
just an element of social inclusion.

With a boundary setting bigger than just the participant and a technology we
found the complexity of the external world. The research found, in many cases, that
a participant wasn’t always concerned about themselves, but they were concerned
with the external, in this case, children. Within the research, we asked whether
the elderly are averse to technology and assumed that if they are, it is because of
things affecting them. This includes; privacy concerns, lack of education, usability,
and security. Never did we wonder whether an elderly person was concerned about
technology that did not directly affect them, for example, children or society. There
needs to be further research on this topic.

Again, in the research design, there was no mention of concern for society, some-
thing that doesn’t directly involve a participant. Some participants stated that tech-
nological and societal progression was a good thing, but most didn’t. We can take
from this, that not only do some participants think that society progression is good,
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or some think that it is bad, but that they all think it is moving or happening. Many
mentioned that it was out of their control, and that time would tell. To summarise,
perhaps you can be averse to something that does not directly affect you.

Contrary to the secondary research,within the primary research participants didn’t
have many complaints about usability. In fact, one participant mentioned that usabil-
itywas an issue in the past, but not now.Cooper, a critic of poorly designed technology
suggested that the technology industry was causing a software apartheid [3]. How-
ever, this research was in 2004 and this papers research was in 2018. This could
suggest that usability design has improved, specifically with mobile phones and
tablets. Ashgar et al. research found that most of their participants felt comfortable
with using ‘assistive technology’ [1]. This could suggest that there has been a change
in usability design between those years.

In the research, we questioned what aversion is. In addition, we questioned what
it meant to feel averse to something. For example, many of the participants said that
they liked playing scrabble on their tablets. If we based the research on tablets and if
they said they enjoy playing games on it, wemay have concluded that the participants
like playing scrabble on tablets. In this context, it is purposeless. We wanted to find
out how they ‘felt’ about something not if they use something,

The technology must have a purposeful action, for example phone calls or play-
ing games. Contextually as mentioned earlier, a participant’s interactions with tech-
nology is characterised by purposeful action and they will interpret technology in
different ways, as they interpret the world in different ways [4]. As we have learnt
the participants do interpret the world in different ways, and when we allowed for
complexity in the open-ended conversations we found a wide interpretation of the
world.

Even though Skyme et al. and Heart et al. questioned the opinions of their partici-
pants directly, other research has segmented technology use. Just because an elderly
person has security concerns regarding a technology, does not mean that they dislike
technology. Just because an elderly person finds some technology to be unusable, it
does not mean that they dislike technology. In addition, just because they communi-
cate with their family without the restraints of geographic location, does not mean
that they like technology. Therefore, we need to question what it is to be averse.

From this discussion, theremust be further research.We can gather that the elderly
perceive technology as not just internal, but external. This is to suggest that the elderly
care about how technology affects others, not necessarily themselves. In a society
where many may be using a technology we may propagate a digital divide.

5 Conclusion

To conclude, the answer to the question “Are the elderly averse to technology?” is
that the elderly includes a wide range of people, they have many different opinions
and beliefs, and from the research, there are themes and trends that arrive. These
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themes are trends include the family pressure, children, apathy, usability, and their
past interactions.

Before anything else, there needs to be more research into the family pressures
that pressure the elderly into using technology. Hopefully, this research may find
a mix of pressures, hidden pressure, and wrongly assumed pressure. This research
would be important to find the pressures that elderly people have, and the influence
of technology.

Furthermore, there needs to bemore research intowhat the elderly think about their
external world. As mentioned throughout this project, elderly people talk a lot about
the external world, perhaps more than their internal world. It would be interesting to
research what they care about, external to them. For example, the project found that
some participants have a big concern for the impact of technology on children, and
not so much themselves.
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Abstract This research-in-progress paper provides some preliminary insights to
scholars who intend to investigate value co-creation process within online commu-
nities. This contribution presents the results of a literature analysis using bibliometric
data of 246 articles debating this specific topic. The analysis shows the main research
areas discussing value co-creation issues within online communities, selecting and
describing the main cited references. Moreover, using social network analysis tools,
it was possible to recognize the main connection among the most cited references
(co-citation analysis) and the most used keywords and the connections among them.
This quantitative bibliographic analysis represents just the starting point of a liter-
ature analysis process. Further steps will aim at conducting a systematic literature
review of ongoing debate on value co-creation within online communities and to pro-
pose and test a research model for investigating the determinants of value co-creation
within online communities.
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1 Introduction

Co-creation was originally defined as the participation of consumers along with
producers in the creation of value in the marketplace [1]. In comparison with the tra-
ditional creation paradigm where the value creation occurred inside companies only,
co-creation changes the nature of the consumer-company interaction. Co-creation
represents a process in which consumers take an active role—for instance, designing
product/service or developing activities—and create value together with organiza-
tions [2]. As such, firms have moved the focus from the market to the interactions
as the locus of value creation and value extraction [2]. Furthermore, the diffusion
of ubiquitous digital ecosystems [3, 4] has facilitated the emergence of new ways
for consumers to interact with organizations and to engage in their innovation pro-
cesses. Conversely, digital econosystems support organizations in exploiting and
better capitalizing consumers’ innovative potential and knowledge [5]. At the same
time, the use of digital technologies offers social and cognitive benefits to customers,
thus leading to a better interaction and greater involvement during the co-creation
experiences. Zwass [6] identified different prominent contributing research streams
of co-creation, such as online communities (also called as internet community or
virtual community), the commons, collective intelligence, and open innovation. In
these scenarios online communities are the primary locus of collective contribution.
Online community is a set of people who interact and exchange information within a
virtual social context by using computer-mediated communication. Although there
are many kinds of online communities, those active on social network platforms,
which serve as community enablers for knowledge creation and sharing within a
specific domain, were recognized as critical in co-creation initiatives (e.g. [6, 7]).

Prior research on online communities has mainly investigated the benefits they
generate for firms in terms of economic value. However, Mein Goh et al. [8] (p. 247)
pointed out that “while economic value is doubtless important, a large number of
online communities are not sponsored by a particular company, nor do they have
direct business implications, raising the question of how else the benefits of online
communities might be conceptualized”.

When co-creation initiatives occurred, market becomes a forum where the inter-
action with online community members contributes to co-create value not just for
firms, but for individual, community and society [6]. Some scholars focus onvalue co-
creation by extending the economic analysis of capital in the direction of sociological
analysis, since online community was recognized as productive generator of social
capital (e.g. [6, 8]). Nahapiet and Ghoshal [9] found that structural and relational
dimensions of social capital are the most prominent in providing the opportunity
to combine and exchange knowledge, as well as to anticipate value through such
exchange. Other contributions, instead, focus on how the use of digital platforms
affect online communities engagement and contributions [7, 10, 11]. In this regard,
“online communities hold considerable promise for generating social value for par-
ticipants on the platform” [8] (p. 249). Thus, the most recent research has extended
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the online community domain towards intellectual, social and cultural dimensions
of value co-creation (e.g. [7, 8, 12]).

However, although research has focused on what types of value the online com-
munity contributes to co-create, it has neglected how value is created and leveraged
and what the determinants of value co-creation are. This paper is the first part of a
wider research project in which the main aim is to understand which variables affect
the value co-creation within online community. Accordingly, through a bibliometric
study, we firstly look at recognizing the foundations of research on value co-creation
within online communities, seeking to answer to the following research questions:

– RQ1. What are the foundations of value co-creation within online communities in
terms of key sources cited in articles discussing it?

– RQ2. What are the most active research areas and topics discussing value co-
creation within online communities?

With this analysis, we are interested in identifying the different fields in which
the value co-creation within online communities discourse is taking place, pointing
out at the same time the foundations of the discourse and the main related topics.

The paper unfolds as follows. The research methodology and the literature search
protocol are described in Sect. 2. The results of the analysis are provided in Sect. 3.
Eventually, Sect. 4 concludes the paper summarizing findings, limitations and future
steps.

2 Research Framework and Data Collection

Considering our aim to investigate the literature discussing value co-creation process
in online communities in order to identify foundations and most active research
areas we make use of citation analysis. Citation analysis is a form of quantitative
bibliographywhich uses quantitativemeasures of number of publications and number
of citations and co-citation as proxies of the influence of various sources in a research
discourse [13, 14]. Citation analysis allows to investigate the evolution of knowledge
production in a specific context (i.e. a discipline, a research area, a journal, a group
of authors) [15, 16]. This analysis allows identifying papers considered as highly
relevant for a discourse in the literature. Sources cited more frequently together tend
to cluster [17] and through the analysis of these clusters the foundations of a literature
discourse can be identified. Since citation analysis alone does not show the structure
of ideas in a field [18], like previous studies did [16], we used social network analysis
tools to obtain citation based measures of literature sources.

For bibliometric studies that involve citation/co-citation analysis literature selec-
tion is a key aspect to ensure validity and consistency. To perform the literature
selection and the eventual analysis of the results we followed a sequential research
protocol composed by four steps illustrated in Fig. 1.

The first step concerns the data collection and involves the identification of a
suitable source for literature search. We identified ISI (Institute for Scientific Infor-
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Fig. 1 Research protocol (adapted from [22])

mation)Webof Science (ISI-WoS, http://apps.webofknowledge.com) as the platform
to perform the literature search and selection. Our choice is corroborated by the fre-
quent use of ISI-WoS in other IS studies [19–21].Moreover, the threemain databases
included in the platform (Science Citation Index Expanded, Social Sciences Cita-
tion Index, and Arts and Humanities Citation Index) fully cover over 12,000 major
journals adding up to over 40 million searchable records.

We firstly used the following keywords: “co-creation”, “co-production” and
“value creation” for identify the process while “Virtual community”, “Online com-
munity” and “collaborative network” as context. We perform a first query, gathering
81 contributions. We did a preliminary analysis in order to verify if some other
keywords could be included in our original query. Than we took into account “Co-
innovation” as one more process keyword and “social network” and “community”
considered together as context keywords. Most of the keywords were stemmed and
used in combination with wild cards to include both singular and plural expressions.

The last query produced 246 results corresponding to as many papers published
from 1985 (starting date of the chronological ISI-WOS coverage) up to October
2017.

On this final set, following the further steps of the research protocol, we performed
a descriptive analysis (Sect. 3.1) and a network analysis (Sect. 3.2).

3 Data Analysis

The examination of the 246 publications was done following two steps: (i) a descrip-
tive analysis of our sample providing information on the evolution of number of
publications and citations over the year and an overview of the most productive
research areas and most cited references, and (ii) the use of SNA tools to reveal
the co-citation network and the key concepts (keywords co-occurrences) that are
examined in relation to our research topic, namely co-creation in online community.

http://apps.webofknowledge.com


Value Co-creation in Online Communities: A Preliminary … 37

0

200

400

600

800

0
10
20
30
40
50
60

Ci
ta

�o
ns

Pu
bl

ic
a�

on
s

Year

Publica�ons and cita�ons trend

Number of publica�ons Number of cita�ons

Fig. 2 The publications and citations trend over the years

3.1 Descriptive Analysis

Figure 2 reports the number of publications and citations trend per year from 2002
to October 2017. This figure shows that the topic of co-creation has received scant
attention until 2005 (less than two papers per year and zero citations). Starting from
2006, more andmore publications and citations were made on that topic. Co-creation
in online communities is a topic that has becomemore prevalentwith the development
of Web 2.0. Indeed, this new Internet paradigm fosters creation and exchange of user
generated content, thus supporting the development of online communities and co-
creation projects [23]. Customers are less and less recipients of goods, but they
are also co-producers of services [24]. After 2010, we even observe an exponential
growth with almost the double of publications every year (10 publications in 2010,
20 publications in 2011, 30 publications in 2013 and the year 2016 reached a peak
with 50 publications on that topic and 700 citations). But the number of citations has
grown steadily these last past 10 years.

As indicated in Table 1, the topic of co-creation has been mainly published in aca-
demic journals from the following fields: business research, marketing, information
systems, and innovation. The research area of business economics also represents
52% of the 246 articles. This indicates that the topic of co-creation in online commu-
nities is especially relevant for management researchers and business practitioner.

In Table 2, we present a set of 18 research papers corresponding to the most
cited references in our 246 publications sample. These most influential sources can
be grouped into three categories that are (1) determinants of participating and con-
tributing to communities and networks; (2) processes of value co-creation through
network interaction and resource exchange; and (3) research methodologies.

The first group (8 articles) refers to the reasons leading individuals to participate
and to contribute to communities and networks. It focuses on ‘why’ people interact
with each other and exchange resources within a social context. Research in that
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Table 1 The most active journals and research areas

Journals #Paper Research areas Freq. Nr.

Journal of business research 7 Business economics 129
(52%)

Computers in human behavior 6 Computer science 88
(36%)

Industrial marketing management 5 Engineering 42
(17%)

Technological forecasting and
social change

5 Information science library
science

28
(11%)

Journal of management
information systems

4 Operations research management
science

22 (9%)

Journal of strategic marketing 4 Telecommunications 18 (7%)

Journal of interactive marketing 4 Psychology 14 (6%)

Journal of product innovation
management

3 Social sciences other topics 9 (4%)

Journal of organizational and end
user computing

3 Public administration 8 (3%)

Journal of services marketing 3 Education educational research 8 (3%)

International journal of electronic
commerce

3 Science technology other topics 5 (2%)

International journal of
information management

3 Environmental sciences ecology 5 (2%)

Journal of service management 3 Communication 3 (1%)

category especially examines consumer participation and engagement in online brand
communities. Muniz and O’Guinn [25] introduce the brand community concept
such as “a specialized, non-geographically bound community, based on a structured
set of social relations among admirers of a brand” (p. 412). On one hand, social
factors such as group norms and social identity [29], customer relationship with
the brand [34] or customer relationship with the product, the firm or with other
fellow customers [32] can influence consumer participation. On the other hand,
individual factors such as customer perceptions also explain why people engage
in online communities. For instance, Nambisan and Baron [30] rely on the uses
and gratifications approach to consider an integrated set of four perceived benefits
(learning, social integrative, personal integrative and hedonic benefits) that all prove
to influence customer participation in online value creation. Brodie et al. [37] develop
a conceptual model illustrating the consumer engagement’s cognitive, emotional and
behavioural aspects and process within a virtual brand community. Other studies in
that category focus more on the issue of knowledge contribution and sharing. For
instance,McLureWasko and Faraj [28] find that people contribute their knowledge in
electronic networks of practicewhen: they perceive that it enhances their professional
reputations; they have the experience to share; and they are structurally embedded in
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Table 2 Most influential sources

References Main contribution Nr. Of Cit. Group

Vargo and Lusch [24] Describe the marketing evolution
from a good-centered model to a
service-centered model of
exchange

44 G2

Muniz and O’Guinn [25] Advance the theoretical notion of
brand community and find
evidence of brand community
offline and online

44 G2

Prahalad and Ramaswamy [2] Suggest the DART (Dialog,
Access, Risk Assessment and
Transparency) framework to
implement co-creation
experiences

37 G2

Kozinets [26] Develop a new methodology
based on ethnography to analyse
online data

35 G3

Schau et al. [27] Identify 12 common practices
across brand communities and
show how they create value-added
brand community experiences

31 G2

McLure Wasko and Faraj [28] Identify the three pre-requisites to
knowledge contribution in the
electronic networks of practice

27 G1

Dholakia et al. [29] Develop a social influence model
of consumer participation in
virtual communities. Offer a
typology to conceptualize virtual
communities

26 G1

Nambisan and Baron [30] Identify four perceived customer
benefits that influence customer
participation in value creation

26 G1

Payne et al. [31] Develop a conceptual framework
is based on the centrality of three
main processes in co-creation:
customer, supplier, and encounter

25 G2

McAlexander et al. [32] Take into account the dynamic and
multifaceted nature of brand
community

25 G1

Vargo and Lusch [33] Update their seminal paper on
service-dominant logic

23 G2

Kaplan and Haenlein [23] Provide a definition of social
media and a classification
according to social presence and
self-presentation/self-disclosure
dimensions

23 G2

(continued)
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Table 2 (continued)

References Main contribution Nr. Of Cit. Group

Algesheimer et al. [34] Identify the positive
consequences, such as greater
community engagement, and
negative consequences, such as
normative community pressure
and (ultimately) reactance of
identification to a brand

22 G1

Von Hippel [35] Highlight the reasons leading
innovating users to share their
innovations with others

22 G1

Wiertz and De Ruyter [36] Investigate the influence of
relational social capital and
individual attributes on knowledge
contribution of customers in
firm-hosted online communities

21 G1

Brodie et al. [37] Develop a conceptual model to
capture consumer engagement’s
cognitive, emotional and
behavioral aspects as such as
process within a virtual brand
community

20 G1

Fornell and Larcker [38] Provide guidelines on how to
implement and evaluate SEM
approach

20 G3

Zwass [6] Define co-creation and provide a
taxonomy of web based
co-creation

20 G2

the network.VonHippel [35] investigates the user-centered innovation by focusing on
the reasons leading innovating users to share their innovationswith others, so creating
user-innovation communities and rich intellectual commons. Wiertz and De Ruyter
[36] investigate the influence of relational social capital and individual attributes on
knowledge contribution of customers in firm-hosted online communities.

The second group (8 articles) refers to the processes of value co-creation through
network interactions and resources exchange. Vargo and Lusch’s [24] paper that
is cited 44 times represents one of the seminal papers on the topic of co-creation.
The authors explain how the marketing field has changed from a dominant logic
(focused on exchange of goods) to a service logic, in which relationships between
people and co-creation are more prevalent. As such, this paper is often cited to set the
context of co-creation. Vargo and Lusch [33] analyse the major issues surrounding
service-dominant logic and offer revisions to the foundational premises of their sem-
inal article. Through the examination of different communities, Muniz and O’Guinn
[25] reveal the characteristics, processes, and particularities of brand communities.
Brand communities create value by amplifying consumer voices, providing infor-
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mation and affectual benefits. In order to clarify and optimize the processes of value
co-creation, someother studies develop frameworks for value creation/extraction. For
instance, Prahalad and Ramaswamy [2] offer a framework based on four building
blocks of consumer-company interaction: Dialog, Access, Risk-benefits, and Trans-
parency (DART). Another framework was developed by Payne et al. [31] to investi-
gate how customers engage in the co-creation of value. This conceptual framework
is based on the centrality of three main processes in co-creation: customer, supplier,
and encounter. Zwass [6] investigates the intellectual space underlying co-creation
research and then he proposes an inclusive taxonomy of Web-based co-creation,
which contains co-creators, task, process and co-created value. Schau et al. [27]
offer empirical evidence of value co-creation by investigating the process of collec-
tive value creation within nine brand communities using social practice theory. They
also categorize value creation practices within brand communities, identifying the
role of each type of practice in the value creation process, and suggesting templates
for bundling practices to enhance collaborative value creation. Kaplan and Haenlein
[23] investigate social media in respect of other entities such as Web 2.0 and User
Generated Content. The research provides a definition and classification of social
media, as well as several recommendations to decide how to utilize them.

Finally, the third group refers to methods and techniques used by researchers.
Kozinets [26] develops the “netnography” method as an ethnography technique
adapted to the study of online communities. “Netnography” provides information
on the symbolism, meanings, and consumption patterns of online consumer groups.
Since many of the studies are also conducted with the survey approach, Structural
Equation Modeling (SEM) is frequently used and cited. Fornell and Larcker [38]
conduct statistical tests for evaluating structural equation models (SEM) with unob-
servable variables and measurement error. Authors also developed a testing system
based on measures of shared variance within the SEM for overcoming statistical
problems when they occurred.

3.2 The Analysis of Citations and Topics Connections

Further information on the influence of different sources is shown by the network
analysis of the co-citations. The results of that analysis are shown in Fig. 3. Each node
in the figure is a paper cited by the articles of our sample. An arc between two papers
indicates a co-citation of the two papers in one of the papers in the sample. Arcs
thicker than others indicate co-citation pairs that are more frequent than others. The
numbers on the arcs indicate the absolute frequency of the co-citation occurrence. The
most evident co-citation triad links the papers of Vargo and Lusch [24], Muniz and
O’Guinn [25] and Prahalad and Ramaswamy [2], representing the relevant building
block of group G1, while Schau et al. [27] (G1) together with McAlexander et al.
[32] (G1), Kozinets [26] (G3), Vargo and Lusch [33] (G2) represent connections
among the three groups described in the previous paragraph.
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Fig. 3 Co-citations graph

The keywords analysis provides a more accurate information on the topics dis-
cussed in the 246 papers included in our dataset. We identify the most popular key-
words used in the dataset, creating a graph based on their co-occurrences (Fig. 4).
In the network, the keywords are the nodes and there is a tie among two of them if
mentioned together in the same publication (co-occurrence); the thickness indicates
the number of contributions in which the pair appears.

Figure 4 shows the 58 most frequently used keywords and their connections. The
size of each node (and its label) represents the occurrence of a specific keyword
within the dataset.

Considering the eleven keywords with at least 10 occurrences in the dataset, it
is possible to identify the following three group of main topics: (a) co-creation;
(b) social network; (c) innovation. The co-creation group (69 overall number of
occurrences) includes the following keywords: co-creation (36), value creation (20),
and value co-creation (13). The online community group (120 overall number of
occurrences) includes online community (15), online communities (21), collabora-
tive networks (31), social media (30), social capital (12) and netnography (11). The
innovation group (22 overall number of occurrences) includes innovation (12) and
open innovation (10).

From the observation of Fig. 4, we identify two main clusters: the first one is
the sub-graph developed around the keywords “Co-creation”, “Social Media” and
“Online Communities”, the second one is centred on “Collaborative Networks” and
“Value Creation”. These two clusters have direct connections “Value Creation—
Online Communities” and “Collaborative Networks—Co-creation” and the keyword
“co-innovation” (and in a minor manner also “Innovation”) emerges as a bridge
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More frequent keywords: Social Media (30) Online Community (15)
Co-creation (36) Online Communities (21) Value Co-creation (13)
Collaborative Networks (31) Value Creation (20) Innovation (12)
Social Capital (12) Netnography (11) Open Innovation (10)

Fig. 4 Keywords co-occurrence graph

between the two subgraphs, underlining the relevant role of “innovation” in this
context.

4 Preliminary Discussion and Future Steps

This study provides some preliminary insights to scholars and practitioners who are
interested to examine issues concerning value co-creation within online communi-
ties. Regarding the first research question, this contribution offers a broad overview
on the relevant literature, analyzing the most influential sources classifying them in
three main categories: (1) determinants of participating and contributing to commu-
nities and networks; (2) processes of value co-creation through network interaction
and resource exchange; (3) research methodologies. Through the co-citation analy-
sis and co-citation graph it is possible to recognize the references playing the role
of contact points (a sort of bridge) among these groups. Concerning the second
research question, the main topics discussed by the contributions in the dataset are
analyzed considering the keywords defined in each paper. The keywords analysis
identified three groups of main topics: (a) co-creation; (b) social network; (c) inno-
vation. Furthermore, the keywords co-occurrence graph offers a broad overview on
the connections among the different topics (keywords), identifying twomain clusters
where the topic “co-innovation” seems to cover a relevant position.
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The analysis of the citations and publications trends, aswell as of the contributions
in the dataset, indicates this topic is current and especially relevant for management
researchers and business practitioners in management, IS, marketing and innova-
tion fields. Future research could certainly be conducted with more interdisciplinary
approach, for instance in order to capture both technical elements (i.e. characteristics
of co-creation platforms) and human factors (i.e. individual motivations, personal-
ity traits, etc.). This study also identifies the most influential sources and the main
connections among them, highlighting the main contributions that have influenced
subsequent research on value co-creationwithin online communities. Themost influ-
ential sources concern the dynamics and the determinants of participating and con-
tributing to communities and networks, as well as the processes of value co-creation
through network interaction and resource exchange, while it seems less attention was
paid to strategic implications of value co-creation and research methodology. Also,
it should be noted that the three most cited articles, such as Vargo and Lusch [24],
Prahalad and Ramaswamy [2] Muniz and O’Guinn [25], are also the most co-cited
contributions, thus representing the hard core for further research in that area of
inquiry.

This research has some limitations. While our bibliographic analysis is compre-
hensive, it is not exhaustive. Although we performed the search on ISI-WoS using
specific set of keywords, other search terms can also be used and could potentially
yield different results. Despite these limitations, this paper provides a general picture
of past and current research, creating a database of the academic literature on value
co-creation within online communities.

Our quantitative bibliographic analysis represents just the starting point of a lit-
erature analysis process. Further steps will aim at conducting a systematic literature
review of ongoing debate on value co-creation within online communities and to pro-
pose and test a research model for investigating the determinants of value co-creation
within online communities.
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Disability and Home Automation:
Insights and Challenges Within
Organizational Settings

Luisa Varriale, Paola Briganti and Stefania Mele

Abstract This paper investigates the relationship between disability and new tech-
nologies, specifically home automation, evidencing how the application of new tech-
nologies can effectively promote the social inclusion of people with disability. New
technologies in all their forms significantly changed the social and economic activi-
ties, recording an increasing application in any organizational settings, also allowing
people with disability to be significantly involved by improving their social status
and commitment in the social daily life. New technologies can facilitate and promote
the social integration of disabled persons, allowing them to participate into several
social daily activities, acquiring some kind of autonomy. There is an explosion of
technology applications in the disabled people’s daily life in different ways, but this
phenomenon is still under researched in the literature. This paper aims to identify
and evidence the role and function of home automation, for people with disability,
specifically we aim to outline if and how the home automation solutions and devises
can support people with disability improving their social inclusion. This theoretical
study, conducted through a deep review of the contributions in the literature and
in the practice through an online search from a 30-year period (1998–2018) on the
link between technology/home automation and disability, as an interesting research
starting point, contributes to systematize and clarify the main contributions on this
phenomenon, also identifying new research perspectives.
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1 Introduction

New technologies are increasingly present in the daily life of each of us. Technology
may assume a role really decisive in any organizational settings, from educational
to manufacturing context, especially considering its recognized crucial role in pro-
moting the process of social inclusion, enabling people in difficulties, such as people
with disabilities, to carry out, independently, activities that would otherwise be pre-
cluded. We are observing, in fact, a slow and gradual realization (even from software
companies) in terms of accessibility to information technologies, which are becom-
ing more and more accessible, comfortable and used in practice to all, through the
application of the principles of “design for all” [1].

Specifically, Information and Communication Technology (ICT) represents the
set of digital technologies, methods and technologies that allow the transmission,
reception and processing of information included. The use of technology in the
management and processing of information is having an increasing strategic impor-
tance for organizations. Educational institutions, in particular, provide, through its
educational project, special training courses and the use of ICT for cross several dis-
ciplines. Today, information technology (digital devices and software programs) and
telecommunications (computer networks) are the two pillars on which the “society
of communication” is founded.

In particular, the spread application of new technologies significantly affects the
daily life of peoplewith disability. New technologies, especially computers with their
new operating systems or other devises, thanks to the powerful features provided,
allow, through the easy access to information and other actions, to facilitate those
people who face difficulties for their impaired position, allowing them to obtain
satisfactory performance with tools that turn out to be really effective and efficient.
Even more, mobile always provides a series of settings in order to easy use, and
everything not present (default) can be found among the applications available and
easily installed.

This attention paid to the needs of individuals, much more people with disability
in any its forms (cognitive, sensory or motor disability), amplifies the use of these
instruments, which often become an integral part of lives of everyone, not only from
the professional point of view, but especially from a social and personal point of view,
as they provide opportunities for collecting and processing information, taking useful
documentation, socializing, including, through the use of social networks, more
and more widespread in so many different areas, and much more for independently
making the routine activities, such as eating, reading, cleaning up, and so forth.

Thus, it is interesting to analyze the characteristics of empowerment that new tech-
nologies, more specifically home automation, have shown for people with disabilities
(PWD), in terms of living easily and independently and having the opportunity of
expanding their network of contacts and friends beyond the restricted circles with
whom you can share common problems [2–5].
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New technologies in the expression of home automation or smart home consist
of tools able to promote social inclusion of persons with disabilities to enable them
more easily to have a job, to give them better care, to easilymake their daily activities.

The technology in the human history has always influenced the way people live
and, now it becomes crucial for the future of over a billion people in the world living
with some forms of disability.

This conceptual study aims to investigate the role of new technologies, through the
home automation form, for involving and making the active participation of people
with disabilities. Indeed, this exploratory study aims to clarify and systematize the
major existing contributions in the literature and practice focused on home automa-
tion and disability for evidencing and filling the gap still existing, and for identifying
interesting and useful variables to investigate in the future regarding the effectiveness
of home automation.

In the recent years, the significant evolution of the world, in terms of developing
and adopting new technologies through home automation, has been requiring an
increasing attention by scholars and practitioners especially with concern of people
with disabilities.

This paper is structured as follows: Sect. 2 briefly describes the link between
technology, specifically home automation, and people with disability in promoting
their social integration. Section 3 provides a review through an online search of the
main contributions in the literature on disability and home automation. In Sect. 4 the
point of view of practitioners on the phenomenon, the link between home automation
and disability, has been summarized. Finally, in Sect. 5 some final considerations are
provided about the phenomenon investigated.

2 Home Automation for Supporting People with Disability

Sometimes, disability term can be inappropriately conceived, for this reason it is
necessary to clearly define this concept. The idea of the disabled person is no longer
conditioned by the individual’s stereotype of disability seen only in a wheelchair, but
it ismuchmore extensive and includes anypersonwho, permanently or temporarily, is
having difficulty inmovement (heart disease, women pregnancy, people with stroller,
convalescent individuals or limb in a cast, obese, elderly, children, etc.) or sensory
perceptions (the blind and visually impaired, deaf and dumb), as well as, persons
with cognitive or psychological difficulties.

The concept of disability has changed from the recent definition of the Interna-
tional Classification of Functioning, Disability and Health (ICF) drawn up in 2001
by the World Health Organization (WHO) which identified disabilities the product
of environmental factors, physical and social and inadequate or insufficient answers
that the society, in general, and the company, in particular, give to people who have
special needs.

The ICF framework is a revolution because it states that “any person, at any time
of life, can be in health condition who become disabled, because the person is in front
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a context/a negative environment that limit, restrict or cancel its functional capacity
and social participation” [6].

Also, at international level, it is common to talk about people with disabilities. In
fact, theWHOuses theword “person”, instead of adjectival forms as invalid, disabled,
or handicapped nouns: this choice has the advantage without attributing the whole
person an attribute that is only part of and that it leaves intact a term (person) is in itself
neutral; the definition of persons with disabilities, combines the concept of person,
universally accepted and considered positive, received an assignment, something that
does not belong to the person, but that is imposed because disability is not derived
from the psycho-physical situation, but by the failure of the society/organization to
make any actions for including any people, meeting their special needs. The person
who uses a wheelchair has a disability when he/she only meets overcome differences
in height with ladders; the person using a white cane has a disability when it fails
to orientate because he/she lacks elements (such as carefully designed flooring or
sound devices, tactile, etc.) that allow him/her to safely move [6].

Therefore, disability is not caused by subjective factors but from the context or the
company that have not designed thinking at all. This position allows you to abandon
the concept of a person with disabilities to emphasize instead that of “non-skilled
environment or un-suitable” [6].

Today, peoplewith disabilities, through technological innovation, especially home
automation, have the ability to manage their difficulties and to be successfully
engaged in daily life activities, with performances ever closer to those of the able-
bodied.

Assistive technologies available today not only allowyou to prevent complications
or aggravation of a disability, and to correct or resolve postural problems, but they
also allow you to significantly reduce the gap that determines the daily life of the
disabled person and the society that surrounds it.

According tomost scholars [7–12], home automation, also referred to smart home
concept, one relevant and spread expressions of new technologies, is not new for peo-
ple because it was introduced already few decades ago. The term “home automation
or smart home” has been defined in several ways. In general, this concept refers to
any technology able to automate a home-based activity. For instance, electronic ther-
mostats and motion-activated lighting, or interactive systems for controlling home
activities from a central access point (a computer, personal digital assistant or remote-
control device). Many ways exist for making remote control of activities in a smart
home, that is for programming to control lighting, entertainment systems, appliances
and thermostats. Thus, home automation concerns the ability to control electrical and
electronic devices at home remotely, thus allowing ease of access to home users. Vari-
ous manners can allow the application of this concept to fit the requirement of a smart
home. Nowadays, many advanced tools can be used, especially including wireless
technology such as Bluetooth and Internet linking, WiFi, and so forth.

For people with disabilities, hence in the overall disability community, the term
home automation typically concerns the use of electronic assistive technology
(“EAT”), including electronic aids to daily living (“EADL”), assistive technology
for cognition (“ATC”), wireless connectivity and other tools able to provide sup-
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port to people with disability in the home setting [8, 12]. This field is acquiring an
increasing importance, because people with disability right fully advocate for self-
determination and self-efficacy, and as the elderly population is growing and seeks
to age in place. Indeed, smart homes offer the promise of increased independence
and reduced need for caregiver support at home [9, 13, 14].

In this direction, interesting studies have paid their attention to the link between
technology, specifically home automation and disability [9, 12–15]; in fact, home
automation can allow people with disability to face their challenges and mostly to
facilitate their social integration, acquiring their independence [15, 16]. Although
there are significant studies, this phenomenon is still underrepresented and there is
the need to systematize and clarify the state of art in the research and practice for
better support the daily life of PWD.

3 Disability and Home Automation: The State of Art
in the Research

This study conducted an online research to identify the prevalent contributions in the
literature from a 30-year period (1988–2018) on the link between disability, psycho-
logical autonomy, smart home facilities, that is home automation. Specifically, we
conducted a search on line adopting the key words “disability” and “home automa-
tion” in most freely accessible web search engines specialized in academic literature,
that is Google Scholar, PubMed, Web of Science and ScienceDirect.

We used the following three criteria for selecting papers. First, they must be pub-
lished in journals in the range 1988–2018. Second, the selected papers have to be in
English language and contain in their abstract at least one of the word selected (dis-
ability, physical and psychological autonomy, domotics, home automation, domotic
automation and smart home). Third, articles have to deal with research issues rather
than specialty organizational topics, it means we selected papers from management,
educational, medical, physical activity and all the issues available with connection
to disability and home automation issues. We considered also journals with no high
impact factor and of relatively lower ranking (e.g. Poetics, Depression and Anxiety,
etc.).

The search has outlined significant elements showing an increasing attention by
scholars on the issue especially since 2016, more specifically, on the existing link
between disability, physical and psychological autonomy, and smart home, which
has become stronger over the years (see Table 1 for a summary).

The papers resulting from the research were totally 16, and the most part consists
of theoretical studies which adopt a qualitative methodology.

Starting frommore recent and relevant contributions on thematter, in 2018, Esmail
et al. [17] investigated the importance of technology for clothing activities in case
of aging or, generally, reduction of physical and psychological autonomy linked
to disability. Clothing is an important aspect of nearly all human societies from
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performing social and cultural functions to indicate social status, a form of protection
and a way for self-expression. It can help or hinder the ability to fulfill every-day
activities and social roles and with the rising industry of wearable technologies,
smart textiles are adding health-monitoring functions to clothing. The influence that
clothing can have on the life of someone with a physical disability is significant,
and further research is needed to better understand the phenomenon. To achieve this
goal, a scoping review will be performed with the aim of understanding the role of
clothing in participation (e.g. at home, in the community, etc.) of individuals with a
physical disability.

Then, Nam and Park [18] argued that ICT is connected with every aspect of social,
cultural, economic, educational, and commercial activity. Smart devices in the con-
temporaryworld in particular have changed society and are necessary instruments for
modern people. Smart device usage is rapidly growing in everyday life, also support-
ing the inclusion of people with disabilities. Their study investigated the effects of the
smart environment on the information divide experienced by PWD, and information
from the 2013 Information Divide Index Data of the National Information Society
Agency were analyzed regarding three aspects, that is access, skill, and competence.
The accessibility difference was investigated by comparing access to a PC or smart
device in two groups, general people and PWD. The effects of a smart environment
on the information device were analyzed using the General LinearModeling (GLM),
evidencing that the access rate to a PC or smart device was higher for the general
group than for people with disabilities, and this difference appeared to be greater in
the smart environment. Thus, disability and device access had statistically significant
effects on skill and all aspects of competence.

In 2016, Dobransky andHargittai [19] underlined that, while the digital inequality
literature has considered differences in the online experiences of many population
segments, relatively little work investigates how PWD have incorporated digital
media into their lives. Based on a national survey of American adults, this topic was
explored considering both barriers to Internet use and the possibilities that Internet
offers to PWD. Findings indicated barriers for PWD, also depending on their form
of disability, to access the Internet. Those with five of six types of disabilities (e.g.
people with deaf or hearing impaired, blind people, etc.) are considerably less likely
to be online than those who are not disabled. Hence, the findings indicated great
potential for the Internet for PWD and suggested that moving more of them online
holds the potential for considerable gains among this group.

Another study provides a systematic literature review [20]: (1) to determine the
levels of technology readiness among older adults and (2) and to evidence for smart
homes and home-based health-monitoring technologies that support aging in place
for older adults who have complex needs. In fact, this study introduced and discussed
about home automation and disability prevention and care, with particular reference
to the role of technology for older people. Forty-eight of 1863 relevant papers were
identified and analyzed, evidencing the following issues: technology-readiness level
for smart homes and home healthmonitoring technologies is low; there is no evidence
that smart homes and home health monitoring technologies help address disability
prediction and health-related quality of life, or fall prevention; there are still con-
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flicting findings about the capability of smart homes and home health monitoring
technologies to address chronic obstructive pulmonary disease.

According to these perspectives focused on technology and older people health
preservation and care, in 2016, Yusif et al. [21] reviewed themain barriers in adopting
assistive technologies (ATs) by older adults in order to uncover issues of concern
from empirical studies and to arrange these issues from the most critical to the
least critical. They conducted a 4-step systematic review using empirical studies:
locating and identifying relevant articles; screening of located articles; examination
of full text articles for inclusion/exclusion; and particularly examining 44 articles
included. Several barriers for adopting ATs were identified, that is, privacy, trust
and functionality/added value, cost and ease of use and suitability for daily use,
perception of “no need”, stigma, and fear of dependence and lack of training.

Other scholars [22] underlined that the burden of chronic disease and associated
disability present a major threat to financial sustainability of healthcare delivery
systems. Thanks to the adoption of new technologies, such as the ECG monitor-
ing system, it is possible to simplify the life of people with chronic disease with
personalized home health solutions.

Jelin et al. [23] focused their research on another illness, the fibromyalgia, which
implies high healthcare costs and individual social and pain disadvantages. The
patients, mainly women, must simultaneously cope with chronic pain, emotional
distress, activity avoidance and disability. This qualitative study explored female
patients’ experiences of participating in a 4-week web-based home intervention after
in-house multidimensional rehabilitation, showing the positive effects in implement-
ing ICT, such as Internet and smart phones, for text-based communications between
providers and patients with chronic pain.

In 2015, Wästlund et al. [24] analysed the traditional issue of independent home
mobility for disability, and tested the functionality and safety of the innovative sys-
temgaze-driven poweredwheelchairs in the users’ home environment. Their research
described, through three users test, a novel add-on for powered wheelchairs that is
composed of a gaze-driven control system and a navigation support system. The
study tested the functionality and safety of the system in the user’s home environ-
ment considering individuals with very high disability with no possibility of moving
independently, evaluating also whether access to a gaze-driven powered wheel-chair
with navigation support is perceived as meaningful in terms of independence and
participation. The results show that the system has the potential to provide safe,
independent indoor mobility, and that the users perceive doing so as fun, meaning-
ful, and a way to reduce dependency on others.

Ben-Zeev’ research [25] stressed the issue of growing diffusion and need of remote
care of mental health disabilities, outlining that different mental health approaches
are feasible, acceptable, and clinically promising for people with mental health prob-
lems. This study describes the Lifeline Assistance Program (LAP) as an useful model
created in 1985 by the U.S. Federal Communications Commission (FCC). The LAP
consists of a nationwide program designed to help eligible low-income individuals to
obtain home phone and landline services so they can pursue employment, reach help
in case of emergency, and access to social and healthcare services. In 2005, recog-
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nizing the broad shift towards mobile technology and mobile-cellular infrastructure,
the FCC expanded the program to include mobile phones and data plans. Then, pro-
grams like LAP could be expanded to include mobile and wireless health (mHealth)
resources that capitalize “smart” functions, such as secure/encrypted clinical texting
programs and mental health monitoring and illness-management apps.

Piau et al. [26], underlining the growing aging of population around the world,
evidenced the importance to take care of “frailty syndrome” of older individuals, that
frequently experience reversible increasing incidence of disability. Their research,
through laboratory study, aimed: to develop a technological solution designed for
supporting active aging of frail older persons; to conduct a first laboratory evalu-
ation of the device; and to design a multidimensional clinical trial for validating
their solution. The results showed that the prototype smart solution, developed to
respond to the needs expressed by the stakeholders (frailty monitoring and adher-
ence improvement), was effective to monitor key parameters of frailty during daily
life and to promote walking. Thanks to the first laboratory tests, the technological
solution, whichwas a non invasivewireless insole, able to automaticallymeasure gait
parameters and to transmit information to a remote terminal via Internet connection,
by showing good reliability measures and also a good acceptability by the users.

Davies et al. [27] deeply analysed the theme of smart insole, focusing on per-
sonalized self-management rehabilitation system for stroke survivors in the United
Kingdom. The use of innovative technologies and the ability to effectively apply
them, to promote behavior change, are paramount in meeting the current challenges.
The study assessed the usage of self-management technologies on post stroke sur-
vivors while undergoing rehabilitation at home. From a methodological perspective,
a realist evaluation was conducted of a personalized self-management rehabilitation
system at home of 5 stroke survivors over a period of approximately two months.
Using a “smart insole” it was possible to easily facilitate measurement of walking
activities in a free-living, non restrictive environment. The study suggested that 4
out of the 5 participants improved their ability to heel strike on their affected limb.
All participants showed improvements in their speed of gait measured in steps per
minute, with an average increase of 9.8% during the rehabilitation program.

In 2004, Clark et al. [28] stressed the needs to define the concepts and principles of
autonomy and self-determination and the application of those concepts and principles
for working with children and adolescents who have intellectual and developmen-
tal disabilities (ID/DD), including autism, considering the growing number of cases
recorded in the three decades through epidemiological reports. Self-determination
concerns the ability of a person to be autonomous in his/her meaningful life choices.
Specific technological practices were discussed for generating more opportunities
for individuals to exercise personal control and autonomy across activities and envi-
ronments in order to prevent and manage psychological problems.

Focusing always the attention on the importance of physical and psychological
autonomy for PWD, Fuhrer et al. [29] analysed a key step in planning and develop-
ing assistive technology through the formulation of a conceptual model, specific to
a particular type of device. Indeed, the development of device-specific causal mod-
els will be facilitated by having available an overall framework that is potentially
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applicable to multiple types of devices and their outcomes. The outcomes of assistive
technology devices depended on the interaction among characteristics of a specific
device-type, its users, and their environment.

Sometimes, disability derives from injury and accidents, not only from illness, and
requires the psychological support in managing the daily life by professionals in a
direct or remoteway,monitoring at home too through latest validated resilience scale:
the Connor-Davidson resilience scale (CD-RISC) [30]. Resilience may be viewed
as a measure of stress coping ability and, as such, could be an important target of
treatment in anxiety, depression, and stress reactions. In this study, sensitivity to
treatment effects was examined in individuals from the PTSD clinical trials, affected
by physical and/or psychological disabilities effects of traumatic events.

In 2003, other scholars [31] underlined that many people presume that physical
and/or psychological disabilities means absence of self-determination of individuals,
and they stressed the importance of environmental characteristics of daily life and
homes. The self-determination and autonomy functioning levels of individuals with
disabilities, also, depend on environmental features, beyond personal and physical
characteristics; indeed, less restrictive settings help PWD to be more autonomous.

Although a “minority-group” model has emerged to challenge the traditional
dominance of the “functional-limitations” paradigm for the study of disability, as
intuitively showed many decades ago by adopting a sociological perspective [32],
thanks to this brief review of the literature, we highlight that research still needed
to be developed focusing on attitudes toward disabled people with the support and
adoption of technological devises, especially home automation.

In summary, a new conceptual framework is needed in existing multidisciplinary
perspective, based on the fundamental values of personal appearance and individual
autonomy, considering the main positive effects of technologies for PWD helping
them to improve their daily life, promoting their social inclusion and autonomy,
reducing discriminations, and improving in general the life quality of people affected
by disability. Thus, it has been evidenced that it is necessary to enrich the existing
research, still poor, thanks to the contributions of qualified academic researchers.
Investigations using this perspective might contribute to determine the attitudinal
foundations of the competing models that are dividing research on disability consid-
ering and linking to new technologies, that is home automation.

Most of the items of research have as objective the analysis of the different equip-
ment that disabled people can use to acquire more autonomy in their daily life. For
instance, thanks to the relevant changes occurred in the technology and science, there
are special and advanced wheelchairs, able to be empowered using mobile phone or
other devises, such as wheelchairs with three wheels, two largest rear and a front
smaller with a digital monitoring system.

PWD, specifically blind people or people with motor disability, thanks to the
development and spread of home automation devises, can acquire an increasing
autonomy in their daily life also having a stronger psychological and sociological
construct.

The findings of the research outlined some challenges and critical aspects that
still needed to be explored. Although the prevalent literature evidences and investi-
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gates the role played by the technology for PWD, some critical themes have been
identified, such as the implementation of the technological devises making smart
environment, home automation, the critical relationships between the adoption of
new technologies to improve the daily life and psychological/sociological issues,
the impact of technology on PWD autonomy, traditionally considered as the main
challenge to face, and so forth.

This analysis allows us to recognize the importance of the application of tech-
nology for facing any challenges related to disability in its forms, in fact, thanks
to the enrichment and development of innovative instruments (high quality stan-
dard devises, software monitor PWD, etc.) people with disabilities can perform their
activities without high risks or any difficulties, becomingmore autonomous and over-
coming their daily challenges. Otherwise, the adoption of new technologies with all
its forms, especially home automation, significantly affects the daily life of PWD,
deeply changing their human interactions, making them more autonomous and pro-
moting their social and cultural inclusion.

In this direction, by working together all the several organizations, academics
and practitioners, that is psychologists, sociologists, researchers, engineers, and the
overall community can provide affordable safe and reliable technological assistive
devices, technologies for training and rehabilitation, and for making the daily world
of PWD much easier and accessible.

4 Disability and Home Automation: The State of Art
in the Practice

Around 80 million people in the European Union (EU), the sixth part of the over-all
population, have a disability. Furthermore, according to the United Nations Conven-
tion on the Rights of Persons with Disabilities (art. 9) [33], signed by the European
Commission in 2010, the accessibility is a basic right for all PWD. The purpose of
accessibility is to enable PWD to live independently and to participate in all aspects
of life.

Home automation has the ambition to develop a novel and revolutionary modular
and adaptivemultimodal human–machine interface to allowmoderately and severely
impaired people at interacting with intelligent devices to perform daily activities
and to fully participate in society. Besides, it will develop a totally new shared-
control paradigm for assistive devices that integrate information from identification
of residual abilities, behaviours, emotional state, on one hand, and intentions of the
user and analysis of the environment and contextual factors, on the other hand.

It is crucial in considering what a person would like to be able to do at home to
take into account his/her different needs. There are numerous ways and theories to
explore and many priorities, tasks and requirements. Maslow’s hierarchy theory of
needs sets out a pyramid beginning with a person’s most basic needs at the bottom
and as the persons’ needs are satisfied, they move up the pyramid towards the need to
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develop into the person they desire to be [34]. Specifically, a good automated domes-
tic environment wants to create a place where people with limited mobility is able to
meet their needs at each stage of the pyramid in order to ultimately engage in their
community as active citizens through the use of the system. The activities of daily
living are essential for the existence and include fundamental tasks, such as personal
care, feeding, drinking, hygiene, and mobility. However, a person requires more than
their basic survival needs to get satisfaction from life. These tasks include preparing
their own food or meal, shopping, light housework and managing finances. Finally,
the discretionary activities are important such as leisure activities, hobbies, engaging
in the community, spiritual activities, caring for people, shopping, gardening and
so forth. Also, as already outlined, the ICF framework, focused on the interaction
between the health condition and the contextual factors, created a checklist to sup-
port clinicians in identifying the functioning and impairment level of an individual
while also considering activities, participation, environment and personal factors.
This checklist is also an important tool to reflect on the important activities to people
within the overall context of their living situation and environment [35].

To ensure a user centred approach a kind of roadmap of needs compared to devices
could be developed. The road map is defined from the target end users, therapists,
and caregivers input. Then, the identification of these needs is mapped against the
systems specification and design solution (Table 2).

Some examples could be given as results of this process: an interesting empir-
ical analysis could be the applied research in this field financed by the European
Commission trough the 6th and 7th Framework Programs and Horizon 2020:

– SRS (Multi-Role Shadow Robotic System for Independent Living): The SRS
project, funded by the European Commission under the 7th Framework Program
(Call FP7-ICT-2009-4, ICT and Aging), aims to develop and to experiment with

Table 2 Summary of applications

User requirements Planned technical specification

Signal acquisition Ease of use: The user should be
able to easily establish and
maintain control of the system

The user’s ability to control the
system will be maximised through
multiple input devices that can be
customised according to the unique
presentation of user and their
preference to interact with it

Software Effectiveness: The user should be
able to control the system as
accurately and completely as
possible with a low error rate

The adoption of the multi-level
control architecture guarantees a
great accuracy in task execution

Hardware Safety: The system must be safe
and alleviates any fear target users
might have

The systems hardware could have
exoskeleton and specifications
aligned at achieving specific
purposes

Source Our processing
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a robotic aid for people assistance elderly in domestic environments, able to pro-
vide support to improve and prolong the autonomy condition. Instead of thinking
of a completely autonomous device, which does not yet appear realistic in the
current state of technology, they aimed at a semi-autonomous robotic solution,
that is able to accomplish in autonomy only determined inalienable operations
in an unstructured environment (such as, for example, circumventing obstacles
encountered along the way) that for the operational functions is remote controlled
by the same elderly person or remotely from a family member or a family member
operator not present at that moment at home. The term “shadow robot” that is
acting as a shadow of a human operator well expresses this concept. The principal
target is to remotely manage emergency situations, when the family member has
to leave home or even routine situations in which the elderly person can be helped
in carrying out some domestic activities from a remote location;

– HEAD (Human Empowerment Aging and Disability): This project primarily
aimed at defining and structuring of contextualized and individualized rehabil-
itative care processes with the related health and social care for chronic disability
conditions caused by congenital lesions or acquired of the nervous system, with
innovative use of technologies. With a telecommunication infrastructure web-
based configuration, the formal organization is proposed and the activation of a
neuro-rehabilitation service model in continuity between hospital and territory,
using video connection for telepresence, high-tech technologies (e.g.: robotics,
wireless dynamic electromyography, BCI) and low cost (e.g.: RFID, dedicated
software for touch screen functions) for the recovery of cognitive and/or motor
functions of the upper limbs and lower. A structured mode of service delivery
of tele-neuro-rehabilitation for both motor and cognitive components will there-
fore be fundamental for defining direct and indirect costs, and their sustainability,
compared to the real benefits detectable with rehabilitation logic in which bod-
ily functions, activities and participation can be monitored in their own vary, and
integrate into representing the state of person health;

– SMARTA (Environmental Monitoring System with Network sensors and wear-
able telemonitoring to support health services, prevention and security for Active
Aging): The SMARTA project aims to develop an innovative system for moni-
toring the health picture of the elderly population over 65 age, healthy or with
diseases, living in a home environment. The project aimed at supporting active
aging, a concept that the European Community is promoting as a tool for control
of health costs and increase in quality of life, through the development of a system
of environmental sensors and personal features.

These funded projects show that technological progress has allowed the realization
of disable living and rehabilitation model: the advent of smart phones (equipped with
a processor, memory, wireless connection, geolocation) and their applications, have
proved to be the tools most able to meet the needs of home-based rehabilitation,
radically changing the management of patient care [36], and, also, to support PWD
to easily manage their daily life.
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Two main advantages of the automated home systems can be distinguished. First,
to get the best quality of life of PWD, if monitored in conditions of absolute safety,
which can more easily live their daily life. Second, to achieve economic goals and it
is linked to the reduction of hospitalization.

5 Concluding Remarks

The development and adoption of new technologies in any forms and tools have
significantly changed relevant aspects of the daily life, especially, for people with
different forms of disability. We can observe positive or negative effects of technol-
ogy, specifically home automation, such as the improvement of daily life of PWD,
thanks to the innovative understanding, monitoring and evaluation digital systems
introduced for enabling the normal routine activities or promoting the social inte-
gration of PWD, or the overcoming of geographic and cultural barriers. Although
all these recognized benefits derived from home automation in terms of increasing
autonomy of PWD, its impact is very relevant and sometimes alarming, because it
contributes to change deeply the human interactions concerning the traditional daily
life of these groups.

Technological innovation, mostly home automation devises, changes the nature
and the way to manage the daily life of everyone, especially PWD, but this topic is
still unsearched and underrepresented in the literature and in practice. Thanks to a
brief review of the contributions in the literature and of the projects in the practice,
this study allows to confirm that the interest in this topic is still limited and there
are not specific theoretical and integrative frameworks developed to investigate how
technology is deeply changing the overall daily life of PWD.

This explorative and theoretical study because of its nature have several limita-
tions, it is still at the first step of its long development process that easily represents
and describes still undeveloped ideas about the phenomenon investigated. In the
future, we might conduct a meta-analysis to identify in a wide research design the
main variables of the impact of home automation on disability, and also we would
focus on IoT, as specific expressions of new technologies applied in any organiza-
tional settings.
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Efforts Towards Openness
and Transparency of Data: A Focus
on Open Science Platforms

Daniela Mancini, Alessandra Lardo and Massimo De Angelis

Abstract Although Open Science currently enjoys widespread support across sci-
entific and technological communities, institutional and cultural barriers remain, as
does the lack of investment in knowledge to foster Open Science. Generally, open
research processes are based on information system infrastructure, such as informat-
ics platforms where efficient web interfaces should be developed to easily record
and share open data. Moreover, Open Science requires a systemic shift in current
practices to bring transparency across the system, to ensure the ongoing sustainabil-
ity of the associated social and physical infrastructures, and to foster greater public
trust in science. Until now, the literature has focused its attention more on the final
phases of the research process and, in particular, on Open Access, which is only
one of the final steps of the Open Science research process. From this perspective,
our research focuses on Open Science infrastructure, considering the openness and
transparency attributes, with the aim of identifying a theoretical model able to assess
web interfaces of Open Science platforms.

Keywords Open science · Open platforms · Transparency

1 Introduction

Research and innovation have been changing rapidly in the last few years. Digital
technologies are key components that make the conduct of science and innovation
more collaborative, more international andmore open to citizens [1, 2]. To encourage
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the transition from linear knowledge transfer towards more dynamic knowledge
circulation, scholars [3–5], national and supranational organizations agree that it
is essential to create and support an open innovation ecosystem that facilitates the
transformation of knowledge into socioeconomic value.

According to this perspective, Open Science represents “a new approach to the
scientific process based on cooperative work and new ways of diffusing knowledge
by using digital technologies and new collaborative tools” [6: p. 33]. Open Science
is a disruptive phenomenon emerging around the world and especially in Europe
[7]; it brings about sociocultural and technological change, based on openness and
connectivity and on how research is designed, performed, captured, and assessed [8].
Although Open Science currently enjoys widespread support across scientific and
technological communities, institutional and cultural barriers remain, and the lack of
investment in knowledge and infrastructure may hinder local efforts to foster Open
Science.

In fact, according to many scholars [9–11], Open Science requires a systemic
shift in current practices to bring transparency across the system, to ensure the ongo-
ing sustainability of the associated social and physical infrastructures, and to foster
greater public trust in science.

In practice, the discussion on broadening the science base and on novel ways
to produce and spread knowledge has gradually evolved according to two global
trends: Open Access and Open Source. The former refers to online, peer-reviewed
scholarly outputs, which are free to read and are subject to limited or no copyright and
licensing restrictions [12], while Open Source refers to software co-created without
any proprietary restriction and that can be freely accessed and used [13].

In the beginning, Open Access was considered the keystone of the entire process
of a particular publishing or scientific dissemination practice; instead, currently, the
attention has been shifted to a broader concept that includes the general re-use of
all kinds of research products. Open Science affects the entire process of research,
starting from the selection of research subjects to carrying out research, as well as
its use and re-use.

As we observe from the following Fig. 1, the standard process of research com-
posed of the phases of data gathering, analysis, publication, review and conceptual-
ization is linked to ongoing changes brought about by Open Science.

Fig. 1 Interconnected research process in the Open Science paradigm
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Until now, the literature has preferentially focused on the final phases of the
research process and, in particular, on Open Access, mainly because one of the
most significant obstacles to openness involves the incentive structures of academic
research, which can often fail to recognize, value, and reward efforts to open up the
scientific process [14–16]. However, Open Access is only one of the final steps of
the Open Science research process (Fig. 1).

Therefore, most of the existing literature focuses on the definition of open data and
on thedevelopment and impact ofOpenAccess, but less iswritten about infrastructure
that allows users and other stakeholders to reach and utilize open data. In the Open
Science infrastructure perspective, our work focuses on howweb interfaces are built,
identifying the needed requisites to efficiently pursue openness and transparency
goals.

This paper aims to investigate the Open Science infrastructure, analysing the web
interfaces of Open Science platforms to define, based on the literature, a model able
to assess the openness and transparency of web interfaces.

The research develops in accordance with the five lines of potential policy actions
to support the improvement in Open Science in Europe, identified by the European
Commission in 2015, with the expectation that Open Science will lead to better
science by making science more credible (addressing scientific integrity), reliable
(enabling better and more transparent verification of data), efficient (avoiding dupli-
cation of resources) and more responsive to societal challenges [6]. The potential
interventions are fostering and creating incentives for Open Science, removing bar-
riers to Open Science, mainstreaming and further promoting Open Access policies,
developing research infrastructure for Open Science, and embedding Open Science
in society as a socioeconomic driver.

In particular, the purpose of our research is strictly linked to the fourth line of
action of improving the development of a common framework for research data to
create a European Open Science Cloud.

This article is structured as follows. After the introduction, Section 2 provides
a literature review of the Open Science paradigm and of existing classifications of
transparency of Open Science platforms. Section 3 proposes a model for assessing
such platforms’ transparency. Section 4 contains the discussion and primary conclu-
sions.

2 Literature Review

2.1 Open Science Paradigm

The Open Science movement has gained visibility and influence for a number of
reasons. These reasons range from scientific advances, such as recent developments
in computing and communication technologies and the rise of Big Data, to political
and economic factors, including the interest of European and North American gov-
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ernments in reinforcing the transparency and accountability of research processes to
renew public trust in science-based policies [10].

Examining the relevant literature onOpen Science, Fecher and Friesike [17] struc-
ture the overall changes encompassed by the term Open Science into five schools of
thought: the infrastructure school, which is concerned with the technological archi-
tecture; the public school, which is concerned with the accessibility of knowledge
creation; themeasurement school, which is concernedwith alternative impact assess-
ment; the democratic school, which is concerned with access to knowledge; and the
pragmatic school, which is concerned with collaborative research.

Focusing on the infrastructure literature [18, 19], efficient research depends on
the available tools and applications. The goal is to create openly available platforms
and tools and services for scientists and other stakeholders to foster collaboration.
Therefore, the infrastructure school is concerned with the technical infrastructure
that enables emerging research practices on the Internet, for the most part, software
tools and applications, as well as computing networks. The literature on this topic is,
therefore, often practice-oriented and case-specific; it focuses on the technological
requirements that facilitate particular research practices (e.g., theOpen Science grid).

Most Open Science practices described in terms of Internet technologies represent
an unprecedented and extraordinary two-way channel of communication between
producers and users of data [20, p. 1]. For this reason, the web is widely recognized
as an asset capable of achieving the fundamental goal of transparency of information
and of data products.

Nielsen [3] extrapolates, from current events, the rise of a scientific culture of “ex-
treme openness”, where “all information of scientific value, from raw experimental
data and computer code to all the questions, ideas, folk knowledge, and speculations
that are currently locked up inside the heads of individual scientists” is moved onto
the network “in forms that are not just human-readable but also machine-readable,
as part of a data web.”

With the recent push to Open Science and, thus, to Open Data [13, 21, 22],
the need for transparency and the resulting concern about reproducibility are of
increasing interest to the scholarly community [23]. Reproducibility can be defined
as “the calculation of quantitative scientific results by independent scientists using the
original datasets and methods” [24, p. vii]. Although the two concepts are sometimes
used interchangeably in the literature, reproducibility applies to the use (or re-use) of
data to recreate findings, and replication applies to the broader testing of hypotheses
and potentially the replication of entire studies.

The openness and transparency issues are analysed bymany scholars in the field of
the Open Data movement. This commitment is seen to play a central role in enabling
researchers to effectively reuse existing outputs for their own purposes [25] and
to foster intelligibility and reproducibility of research findings across disciplinary
boundaries.

The requirements for data sharing (e.g., G8 Open Data Charter, America COM-
PETESAct, etc.) seem straightforward: a scientist receives funding and, therefore, is
required to share his or her data with other scientists. However, the physical sciences
and social sciences produce different kinds of data that are more or less easily stored.
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Additionally, in some cases, researchers can (and should) put restrictions on who can
view their data because of ethical concerns.

Moreover, the openness of data and code is not an all-or-nothing binary propo-
sition; openness may be more accurately considered on a sliding scale [26]. There
are different levels of openness. Such openness can help shore up transparency;
therefore, the two concepts are closely linked.

2.2 Existing Classifications of Transparency of Open Science
Platforms

Despite widespread recognition of the value of Open Science, proponents differ in
how they interpret the norms of openness and transparency in research and in what
they consider the best procedures to practice and encourage such norms [11]. As
other scholars have noted, there is little consensus over what is meant by or how
to practice openness and transparency in science [27–30], and consequently, there
is little clarity as to how the implementation and enforcement of Open Science
should occur. Policies have different terms and requirements for researchers [31],
institutions have different infrastructures for repositories anddatabases, and scholarly
communities have different commitments and goals. Such variations often mean
that researchers do not know how and in what way to practice Open Science [32].
Therefore, a variety of approaches have been used in the study of data openness and
transparency and the criteria that can be used to measure the quality of a database.
According to the studies of various authors [30, 33, 34], we can define two main
problems: first, defining the characteristics that data and databases should possess
to be considered open and, therefore, transparent, and second, given that the desired
characteristics havebeen agreedupon for a given set or categoryof data anddatabases,
evaluating how well an open platform meets those standards.

The first step involves the analysis of Open Data characteristics to solve the first
part of the problem. Many scholars define Open Data characteristics in the field of
e-democracy and open government; e.g., Peled [34] asserts that transparency is open-
ness to public scrutiny as defined by the rights and abilities of organizations and indi-
viduals to access government information and information about government, and
Open Data represents the requirement that governments release authoritative, high-
quality, complete, and timely data on the web in a downloadable, non-proprietary,
and license-free format. Moreover, other authors [35] adopt the definition of the
Open Knowledge Foundation [36] to identify Open Data: to be considered open,
data have to be complete, primary, timely, accessible, machine-processable, non-
discriminatory, non-proprietary, and license-free.

However, to facilitate transparency, it is not sufficient to simply provide a platform
onwhich to disclose datasets or other quantitative aspects of studies [37, 38].A review
of the portal assessment literature shows that the structure and organization of portals
where data are published are essential. Following this perspective, we have analysed
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studies defining requirements for and elements of an Open Data e-infrastructure
because web portals are a tool, the ability of which to achieve transparency is affected
by the content of information, the design of information delivery to users, and the
functionality of the web portal.

For instance, Zuiderwijk et al. [39] state that an e-infrastructure to support the
provision and use of Open Data must have specific features, organized by category.
These features can be grouped into the following main categories:

(a) Data Provision;
(b) Data Retrieval and Use;
(c) Data Linking;
(d) User Rating; and
(e) User Cooperation.

Data Provision considers data andmetadata acquisition, data cleansing and valida-
tion (comparison with similar datasets), data conversion and metadata enhancement.
Data Retrieval and Use consist of retrieval by facets, retrieval by query, data display,
the data requests module, and version management. Data Linking can be automated
based on syntactic and semantic matching and mapping using enhanced metadata
or be manual when users may assert that there is a linkage between two datasets
(or instances of objects within those datasets). User Rating is a feature that allows
for not only rating the datasets based on the user’s qualitative perception but also
rating users based on their participation in the platform. After the user rating, there
is the quality control provided by contextual metadata about the dataset, the link (if
one exists) and the person allowing the successive user to evaluate his or her own
confidence in the rating provided. Finally, the last defined feature is User Coopera-
tion, implemented through user profiles recording user preferences, responsibilities,
authorities and usage history.

Glassey and Glassey [40] define proximity dimensions for e-infrastructure in the
field of e-government, considering, as the main parameter, the low number of clicks.
Using this parameter, platforms’ openness is measured by studying the features
of connectivity, actuality, navigability, accessibility, transparency and interactivity.
Connectivity is defined as the low number of clicks to find the means of communicat-
ing directly with public administrations; actuality is the possibility to reach elements
showing the temporal relevance of information or services or to access up-to-date
information; navigability is the existence of navigation tools; accessibility is the
possibility to retrieve elements guaranteeing that the portal is open to varied users;
transparency concerns the identification of elements that help understand administra-
tive services and provide feedback regarding these services; and finally, interactivity
represents the possibility to find elements allowing the users to undertake adminis-
trative procedures.

Another study on Open Science describes the evolution of functions needed by a
platform before and after the Web 2.0 revolution [41]. The traditional functions refer
to data publication/uploading, data modelling, data searching, data visualization,
and data downloading; after the advent of Web 2.0, the preceding features have been
updated, considering the possibilities of grouping and interactions between users,
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a new way of processing data and metadata, enhanced capabilities of description
of flat, contextual and detailed metadata of any metadata/vocabulary model, the
possibility of expressing and receiving feedback, communicating to other users and
providers about the level of quality of the datasets that the user perceives, becoming
informed of the level of quality of datasets perceived by other users through their
ratings and, finally, the capabilities of data and metadata linking to other ontologies
in the Linked Open Data Cloud. A study carried out in Brazil [35] has identified a
Digital Transparency Index based on only three dimensions: usability, accessibility,
and interoperability.

Moreover, a useful comparison of more than 250 open data portals is provided
by the study of Kubler et al. [42], which analyses multiple quality dimensions of
portals. The cited paper develops an Open Data Portal Quality framework in the
context of e-government that enables end-users to assess, rank and compare open
data portals easily and in real time, integrating various data quality dimensions and
end-user preferences. The model proposed by the above authors is based on a data
openness indicator that focuses on evaluating the degree of openness of the pub-
lished data based upon criteria consistent with the Open Government WG’s [43] list
of preferable characteristics for open data, a transparency indicator, consisting of
two indicators, (i) Government Transparency, observed as a measure of insight into
governmental tasks, processes and operations, and (ii) Data Transparency, calculated
as an average of the Authenticity, Understandability andData Reusability values, and
finally, participation and collaboration indicators, where user involvement is used as
an indicator.

Another relevant research item is represented by the analysis of the case study of
the Open Universe Initiative carried out in the field of Astronomy and Cosmology
data and proposed by the Italian Space Agency [44]. The authors present a complete
definition of transparency and identify the components that contribute to transparency
in Open Science, specifically naming availability, usability, and accessibility. Each
factor has properties and indicators for performance measurement of transparency
in Open Science data.

In conclusion, despite the growing interest inOpenScience, a complete framework
useful in assessing openness and transparency of Open Science platforms has not
been defined clearly in the literature. Starting from this research gap, we aim to
design a model based on the literature review to understand the type of properties
and indicators that must be used to effectively assess and appreciate the level of
openness and transparency of data and platforms.

3 Proposed Model for Assessing Platforms’ Openness
and Transparency

The aim of this section is to systematize the literature and extrapolate from it a
model for assessing the openness and transparency of an Open Science platform
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usable in various scientific fields. To define more specifically how the objective of
the study could be reached, elements for the model were gathered from the literature
reviewanalysis of requirements of open data e-infrastructure, by searching for journal
papers, conference papers, books, governmental [6, 7, 25] and non-governmental
reports [23, 36, 43, 45] and other information.

The requirements defined in the model are ordered by category and not by priority
because it is difficult to prioritize requirements: one requirement may be important
for one way of using data yet less important for another way of using data.

In the following Table 1, we describe the factors, related properties, items and
related indicators useful in assessing openness and transparency of the platforms; for
each factor, the main references analysed in order to organize the model are listed.
In particular, some quantitative and, especially, some qualitative indicators to assess
openness and transparency have been identified through the analysis and added to
each item, developing the model to measure the degree of openness and transparency
of web interfaces of Open Science platforms. Considering that the openness of data
and code is not an all-or-nothing binary proposition and that openness may instead
be more accurately considered on a sliding scale [26], in our model, we use a rating
scale from 1 to 5 points to assess various indicators.

4 Discussion and Primary Conclusions

In this paper, we describe a model able to be a complete framework for quantifying
and comparing the openness of scientific data platforms, with a particular emphasis
on the transparency issue. This issue needs to be addressed to ensure that the output
is a useful Open Science platform compliant with the European and international
objectives for Open Science.

Presently, potential users of open public and private data are often unable to
exploit the potential of open data to the fullest. Although the reuse of Open Data can
be encouraged in various ways, e-infrastructure, such as open platforms, plays an
important role. From this perspective, our preliminary research aims at presenting
a complete set of factors that a science platform would need to achieve the desired
outcome of fostering social and economic benefits arising from Open Data.

Many organizations note the importance of archiving and long-term maintenance
and sustainability of such archives, given the power of datasets for generating new
knowledge. These organizations proposed the promotion of the visibility of science
worldwide, including for educational purposes and to the general public, and the
development of more user-friendly interfaces. In fact, one of the main aspects of
knowledge circulation is to ensure that scientific work corresponds to the needs
of the users and that knowledge is findable, accessible, interpretable and reusable
(FAIR) [49].

Implementing a completely Open Data policy on the creation of databases is the
result of the application of the principles of unrestricted access to data and greatly
expanded provision of software services. Such a policy’s aims are to foster dialogue
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between data providers and networks of users and developers to enhance the studies’
potential for scientific discoveries and facilitate education and inspiration among all
communities from professionals to citizens of all ages. Moreover, these efforts are
intended to extend to all sectors, including the science sector, in view of the current
widespread desire for transparency of goods produced with public money.

Finally, an Open Data policy is expected to enhance recognition of the efforts
involved in producing research components other than journal publications, which
could in turn enhance impact and citations of developers of such components [50, 51]
and encourage the use of high standards, such as careful data production, well-tested
modelling and robust software [45], in research.

From this perspective, the practical implications of the development of a model
able to assess openness and transparency of web interfaces of Open Science plat-
forms could be not only its use to evaluate those responsible for projects that have,
among other goals, the purpose of implementing and managing open platforms but
also its contribution to defining standards to build open infrastructure capable of
adapting to innovations in Open Knowledge practices as requested by the European
Community [45]. At the same time, increasing transparency in research practices
can have unintended consequences. Finding common ways to decide how sharing
and transparency can be organized to be as fruitful as possible is one of the main
challenges at the present.

The originality of this paper consists of highlighting the characteristics that web
interfaces should possess to be considered open and, therefore, transparent, bringing
in a single model of web interfaces’ attributes previously unsystematically identi-
fied in the literature. This paper proposes a complete and comprehensive scheme to
assess and measure transparency and openness, identifying parameters, indicators
and metrics in a unique model.

While our preliminary study is a step in this direction, further work remains to be
done to refine the model based on the literature through collaboration with scientists
and platform managers and, then, applying this assessment model to various web
interfaces ofOpen Science platforms to verify if it is valid and applicable andwhether
it could become a standard.
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Millennials, Information Assessment,
and Social Media: An Exploratory Study
on the Assessment of Critical Thinking
Habits

Michael Menichelli and Alessio Maria Braccini

Abstract Critical thinking is as a systematic habit of being able to question infor-
mation, confront different information sources seeking diversity of points of view,
understanding statements, and being able to make inferences out of information.
Critical thinking is an active behavior against information processing which influ-
ences in a positive way individual and organizational decision making.While we can
observe different levels of critical thinking in different individuals, millennials are
reputed to possess low critical thinking skills given their habit of passively receiving
information through social media. In this paper, we study the critical thinking skills
of millennials, and we explore the level of critical thinking shown in relation to the
reported intensity of use of social media and other traditional media for information
acquisition. The paper is based on a quantitative analysis of an incidental sample of
424 millennials.

Keywords Critical thinking · Digital natives ·Millennials · Information
assessment

1 Introduction

Digital technologies are used for information dissemination and retrieval. Digital
technologies exacerbated both individual and organizational communication capa-
bilities and offered new venues for information dissemination for individuals and
organizations [1–3]. Among these technologies, social media emerged recently for
their capabilities of circulating information directly among people and both inside
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and outside organizations [1, 3, 4]. The dissemination potential of social media
brought many opportunities for organizations and individuals [3, 5, 6]. However,
they presented also challenges especially about the mass of unreliable or counterfeit
material purposefully disseminated over social media to orient individuals’ opinions
and decision making.

In this context, we study the critical thinking skills of millennials, the generation
of people born after the year 1982 [7], about their intensity of use of social media.
Critical thinking is the skill to be able to critically assess information and judge
its reliability [8–10]. It is a necessary skill to master the information overload and
improve decision making [11]. To reach our objectives, we run an exploratory study
to investigate the level of critical thinking of futuremembers of theworkforce in orga-
nizations. We distributed a survey containing both self-assessed measures of critical
thinking and information analysis tasks through which we could directly assess the
critical thinking level. We focused specifically on millennials as the literature sug-
gests they are a generation of digital natives, born and immersed in a digitized world,
using digital technology for communication and information dissemination [12, 13].

2 Theoretical Framework

The capability to acquire and process information is at the basis of the three funda-
mental organizational processes: sense making, decision making, and knowing [14].
We define critical thinking as the capability to critically evaluate pieces of informa-
tion found on online sources, and to choose the most authoritative ones [8, 9, 15].
While thinking is a capability of human being, critical thinking is a specific kind of
reflexive thinking, open to changing and improving the points of view of the thinker,
and it is an active process on concepts and information [16].

Under amanagerial perspective, critical thinking is an approach to problem setting
and analysis with the potential to improve the effectiveness of decision-making pro-
cesses [11]. It is an organized and systematic way of thinking that involves both the
problem definition phase and the assessment of the resources available and the pos-
sible alternatives [17]. Critical thinking requires active engagement with problems
and solutions avoiding—to the largest extent possible—the influence of individuals’
judgments.

Critical thinking is a set of capabilities about the use of information which an
individual shall possess [18]:

• Interpretation: the capability to understand and express the meaning of events,
situations, data, rules, processes, judgments;

• Analysis: the capability to identify relations among declarations, statements, con-
cepts, descriptions or other forms of representation of information used to express
judgments, experiences, and opinions;

• Evaluation: the capability to evaluate credibility and reliability of statements or
other sources of representations of factswhich stemout of individuals’ perceptions,
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experience, judgments, beliefs, opinions or by the contextual conditions in which
the person is to be found. The evaluation capability also extends to the possibility to
assess the logic soundness among different statements, descriptions, declarations
or another form of representation of information;

• Inference: the capability to identify the required elements to formulate hypotheses
or consequences stemming from data, declarations, principles, tests, judgments,
beliefs, opinions, concepts, descriptions or other forms of representation of infor-
mation;

• Explanation: the capability to be able to explain the path followed to assert specific
considerations out of specific conditions;

• Self-regulation: the capability to apply critical thinking to themselves to improve
one’s opinions.

2.1 Critical Thinking and Millennials

Individuals differ regarding critical thinking capabilities. Systematic habits of ques-
tioning information, looking for alternative points of view, and assessing strong and
weak points in the information to be assessed can improve critical thinking [18]. All
individuals depend on heuristics and routines for information processing. Cognitive
biases could influence the latter, and these biases and heuristics might influence in
turn the level of critical thinking [19, 20].

Millennials are suspected of possessing low critical thinking skills, due to the
passive habit of receiving information in the form of words and images on digital
technologies [13]. However, they are also described as a cohort competent in infor-
mation browsing and searching [8], with habits and preferences in the use of digital
technologies different than that of other generations [21, 22], but with significant
internal differences [9].

However, millennials are born and grown up in a world permeated by digital
technologies [23]. They have expectations for easy and quick access to information,
and they frequently use social media to acquire and disseminate information [24].
They are constantly connected to the network, with their smartphones and have had
no previous experiences of a world different than that [25]. If and how these habits of
use of social media influence their critical thinking has still to be empirically studied.

3 Research Design

To explore the critical skills capabilities of millennials about their use of social media
we created and distributed a survey based on existing measurement instruments to
assess critical thinking. The survey is structured in four sections as follows:
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• Section one: sex, age, academic degree, the intensity of use of social media, tra-
ditional media, and press for information retrieving;

• Section two: assessment of critical thinking capabilities through theWatson-Glaser
Critical Thinking test;

• Section three: assessment of critical thinking capabilities through fake news detec-
tion capabilities;

• Section four: self-assessment of critical thinking capabilities.

TheWatson-GlaserCritical ThinkingAppraisal test used for section two is reputed
a reliable source for the assessment of critical thinking [26]. The test encompasses five
key areas, each one covered in the survey by three questions, to which respondents
are required to answer with a multiple choice after having read a short text statement
to which the questions are referred:

1. Inference: the section measures the capability to distinguish between true and
false assertions;

2. Recognize Assumptions: the section measures the capability to identify assump-
tions underpinned in a specific text;

3. Deduction: the section measures the capability to deduce conclusions out a spe-
cific text;

4. Interpretation: the section measures the capability to identify acceptable conclu-
sions out of a specific text statement;

5. Evaluation ofArguments: the sectionmeasures the capability to assess the validity
and relevance of inductive reasoning based on a specific text statement.

Wemeasured the capability of detecting fake news capabilities reporting two fake
news circulating over the network based on plausible, but inaccurate, real-life events.
Finally, we used a model from the literature to assess the behavioral traits of digital
natives [13] to perform the self-assessment of critical thinking.

The survey has been administered anonymously through a public page on Face-
book, and data were collected and analyzed anonymously. Participants were guided
by online instructions on how to fill the survey and had the chance to opt out once
started. Respondents were voluntary informed participants who agreed to share their
responses with us. We collected 422 complete responses to the survey of millennials
born in the period from 1982 to 2001 [12, 23, 27].

4 Data Analysis

This section describes themain results of the exploratory analysis of the data collected
from the survey. The description focuses on the profile of the respondents first and
the details on the answers collected by respondents using descriptive statistics.
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4.1 The Profile of Respondents

Out of the 422 responses 67 were males (15.80%), and 357 were females (84.20%).
Respondents age varied between 17 and36,with an average of 22.Under this perspec-
tive, the sample is biased towards the major presence of women among respondents.
Most of the respondents have a high education degree (71.23%), and one fifth a
three-year bachelor’s degree (21.46%). Only 7 participants (1.65%) declared only a
high school degree, 22 (5.19%) a single-cycle or two-cycle degree and 2 (0.47%) a
master’s degree. This profile is in line with the general trend in the millennials gener-
ation, which is considered to be themost educated generation ever [28]. However, the
presence of high education degrees among millennials in our sample is larger than
the average of the generation: 71.23% in our sample against 54% of the millennials
generation average [28].

Concerning their engagementwith socialmedia, 95.75%of respondents (n= 406)
said to use WhatsApp every day, while only 2 (0.47%) never use it. Similar situation
for the usage intensity of Facebook: 90.09% of the sample connects to the site every
day and 6.84%more times aweek, while less than 3% declared to use it seldom or not
use it at all. The use of social media platforms other thanWhatsApp and Facebook is
instead less frequent. Only 52.12% (n= 221) of respondents declared a daily use of
other social media, and a further 19.81% declared to use them several times a week.

On the other hand, as regards millennials’ trend to obtain information from tradi-
tional sources, the context appears to be less homogeneous. While the use of social
media in general (Facebook, WhatsApp, and other platforms) is diffused among the
sample of Millennials, only 23.82% (n = 101) and 29.01% (n = 123) respectively
declared to read newspaper articles (including those online) and watch TV news on
a daily basis. On the other hand, the percentage of those who never resort to these
information media is higher compared to that of the use of social media platforms:
6.60% (n = 28) for the former and 11.32% (n = 48) for the second. In general, we
can say that about 60% of respondents tend to use these channels of information
quite frequently, while about 25% use them seldom or not at all.

4.2 Critical Thinking Skills: Descriptive Statistics

The survey contained 15 questions, divided into five sections, to measure critical
thinking skills with the Watson-Glaser critical thinking appraisal schema [26]. We
measured the answers on the following scale: 0 points (wrong answer), 1 (correct
answer). The maximum theoretical score for each section is 3. The maximum theo-
retical score for the 15 questions on critical thinking is 15.

In the first section, Inference, the average scorewas 1.21 (S.D. 0.94). Only 10.38%
of the participants answered all the questions correctly, while 25.24%answered none.
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Fig. 1 Distribution of total score

The results of the second section, Recognizing Assumptions, are better. The aver-
age score was 2.40 (S.D. 0.68), and 50.71% of the respondents answered all the
questions correctly. The scores of the third section, Deduction, were even higher, in
which everyone answered at least one question, and 76.42% of the participants at
all correctly. The average score was 2.73 (S.D. 0.52). In the fourth section, Interpre-
tation, we found an average score of 2.62 (S.D. 0.63). In this case, only 0.71% of
respondents could not answer the questions, while 69.81% completed them without
errors. Finally, the Evaluation of Arguments section was completed only by 21.23%
of participants, with an average score of 1.98 (S.D. 0.70).

Considering the five sections together, we note an average total score of 10.94
(S.D. 1.74) on a maximum of 15. The worst result (4) is only in one case, while two
participants achieved the maximum score of 15. The modal score is 11, obtained
from 26.89% of respondents (n = 114). Figure 1 shows the distribution of the total
score.

To further assess the interviewees’ critical thinking skills, we inserted into the
survey two fake news based on events discussed by communication media during
the period of administration of the survey. Concerning the first fake news, 63.92%
(n = 271) recognized it as false, 28.77% said they did not know it, and only 7.31%
(n= 31) believed it was real. The opposite happened for the second fake news: only
18.40% of the participants (n = 78) correctly stated it was false, while 62.74% (n =
266) considered it to be true. The remaining 18.87% could not evaluate the validity
of the news.

We ask respondents to declare the reasons for their answers. Those who felt the
news to be false reported to know the facts, to have other sources which proven the
news fake, or reported inconsistencies in the information in the news.The respondents
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who declared to ignore whether the news was true or false stated they were not
sufficiently informed on the topic or declared to have not been able to find the
original or related sources. Finally, who believed the news to be truly stated to have
already read it or heard of it from sources reputed reliable. The second news, in some
cases, was considered true by the “credible and logical” information it contained.

4.3 Self-assessment of Critical Thinking Skills

In the last part of the survey (four questions), we asked respondents to self-declare
their critical thinking skills. The scores for the self-assessment were taken from a
validated scale available in the literature [13] and ranged from a minimum value
of 1 (completely disagree) to a maximum value of 5 (completely agree). The self-
assessment encompassed the following set of questions:

• I am used to selecting information sources on the Internet and to judge their
relevance (average score of 4.39, S.D. 0.73);

• It is easy forme to identify and avoid unreliable information sources on the Internet
(average score of 3.88, S.D. 0.88);

• I never fall into the trap of considering as reliable an unreliable information source
on the internet (average score of 3.65, S. D. 0.98);

• I think I am capable of assessing the reliability of information sources on the
Internet (average score of 4.10, S. D. 0.74).

The theoretical total score on the self-assessed measure ranged from 4 (min) to 20
(max). Figure 2 shows the distribution of the total score. The distribution is skewed
towards the higher value of the scale.

To analyze potential differences among the average scores in the different sections
of the survey, we noted that in the overall, in Sections 3–7, men obtained a higher
average score in respect of that of women (respectively of 11.03 and 10.92), although
this difference is not statistically significant (p-value 0.65). Men also reported a
higher self-assessment score: 17.18 compared to 15.8 (p-value 5.159). While about
the recognition of fake news, results show no particular inequality.

Repeating the test after dividing the participants into two groups based on ages,
17–21 years (n = 204) and 22 to 36 (n = 220), the average score obtained in the
evaluation of Critical Thinking is very similar, respectively 10.90 and 10.98 (p-value
0.657), to that obtained in the self-assessment: 15.90 and 16.12 (p-value 0.388).
However, the second group turned out to be better able to recognize fake news
(p-value 8.596e−5).

Considering the differences regarding the degree we divided the interviewees
into two groups: the first of those who have a middle school diploma or a higher
school diploma (n = 309) and the second of those who have a university degree or
a master (n = 115). We note that the latter obtained a higher average score in the
analysis ofCritical Thinking, 11.15 compared to 10.86 (p-value 0.136) and in the self-
assessment, 16.27 compared to 15.93 (p-value 0.222).Moreover, they recognized the
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Fig. 2 Distribution of the total scores of the self-assessment of critical thinking skills

falsity of the news better (p-value 0.579). Through an ANOVA test, it is clear how
the average score obtained in Critical Thinking increases with the increase of the
qualification: 10.71 for the middle school diploma; 10.87 for the diploma; 11.11 for
the three-year degree and 11.32 for the master’s degree (p-value 0.638).

Going to analyze the differences due to the frequency of use of social media
and information channels, through the ANOVA test, we note that: increasing use
of Facebook is associated with an average descending score on Critical Thinking.
From a maximum of 11.4 for those who do not use it (n= 5) to a minimum of 10.92
for those who use it every day (n = 382), with a non-significant p-value equal to
0.946. Instead, there are no particular inequalities between groups in recognizing
fake news. Also, concerning the use of the others social media platforms, there are
no significant differences between the various sub-groups.

Thosewho said they read newspapers or listen to news broadcasts more frequently
(daily or several times a week) were better at recognizing fake news (p-value 0.13
in the first case and 0.185 in the second).

Finally, analyzing the relationship between the self-assessment of critical thinking
made by the participants and the ability to recognize the falsity of the two news, we
noted that those who obtained a score greater than 16/20, on average, were better
than those who were attributed a score equal to or less than 16/20. The difference is
not statistically significant (p-value 0.271).
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4.4 Exploratory Analysis

Considering that almost no difference regarding averages among the groups defined
over the variables in section one was statistically significant, and with the objec-
tive of further exploring the data, we run a cluster analysis to extract homogeneous
groups within the dataset. The analysis was performed using a complete clustering
analysis algorithm with the Wards. D2 method: Fig. 3 shows the resulting dendro-
gram. According to Fig. 3, and to the quality metrics we calculated, both a two and
four clusters solutions are possible. We explored both and opted for a two clusters
solution.

To understand the composition of the different groups, Table 1 showmin and max
value, the first and third quartile, median and mean of the data of the two clusters.
The table is divided into two parts: the first part refers to cluster number one with
264 observations (right cluster in the dendrogram), while the second part refers to
cluster number 2 with 158 observations.

The columns in Table 1 are to be interpreted as follows:

• wAp: Intensity of use of WhatsApp (min 1 − max 5)
• Fb: intensity of use of Facebook (min 1 − max 5)
• Sn: intensity of use of other Social Networking platforms (min 1 − max 5)
• Nws: intensity of use of traditional newspapers (min 1 − max 5)
• Tg: intensity of use of TV news programs (min 1 − max 5)
• Inf: Inference (min 0 − max 1)
• Asp: Assumption (min 0 − max 1)
• Ded: Deduction (min 0 − max 1)
• Int: Interpretation (min 0 − max 1)
• Arg: Arguments following (min 0 − max 1)

Fig. 3 Cluster dendrogram
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Table 1 Description statistics of cluster data

wAp Fb Sn Nws Tg Inf Asp Ded Int Arg sCri Fake

264
obs

Min 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.33 0.00 0.00 0.35 0.67

1Q 5.00 5.00 3.00 3.00 3.00 0.00 0.67 1.00 0.67 0.67 0.70 0.67

Med 5.00 5.00 5.00 4.00 4.00 0.33 0.83 1.00 1.00 0.67 0.80 0.67

Mean 4.94 4.85 3.92 3.63 3.54 0.38 0.81 0.92 0.88 0.66 0.80 0.74

3Q 5.00 5.00 5.00 4.00 5.00 0.67 1.00 1.00 1.00 0.67 0.90 0.83

Max 5.00 5.00 5.00 5.00 5.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

158
obs

Min 2.00 1.00 1.00 1.00 1.00 0.00 0.00 0.33 0.33 0.00 0.50 0.33

1Q 5.00 5.00 3.00 3.00 3.00 0.33 0.67 0.67 0.67 0.67 0.75 0.33

Med 5.00 5.00 4.00 4.00 4.00 0.33 1.00 1.00 1.00 0.67 0.80 0.50

Mean 4.91 4.82 3.77 3.51 3.45 0.44 0.79 0.89 0.87 0.65 0.81 0.50

3Q 5.00 5.00 5.00 4.00 4.00 0.67 1.00 1.00 1.00 0.67 0.90 0.50

Max 5.00 5.00 5.00 5.00 5.00 1.00 1.00 1.00 1.00 1.00 1.00 0.83

• sCri: self-perception of critical thinking (min 0 − max 1)
• Fake: detection of fake news (min 0 − max 1).

The column from wAp to Tg represent behavioral data on the main sources of
information used by the respondents. The columns from Inf to Arg represent the
five dimensions of the Watson Glaser survey. The column sCri represent the self-
assessment of critical thinking assessed with the dimension in the scale provided by
[13], while the column Fake represent the capability of detecting fake newsmeasured
by the judgment formulated by respondents on the truthfulness of a two fake news.

The data on the habits of information acquisition do not show significant differ-
ences among the samples. Both groups are intense users of Facebook andWhatsApp.
The first group differs from the second as the usage of other social networking plat-
form is more diffused. The intensity of use of traditional newspaper and TV daily
news is lower than the usage of social media in both groups, and this is consistent
with the profile close to that of digital natives that respondents show [29].

Concerning the critical thinking skills measured by theWatson Glaser instrument,
both groups show low average scores for the inference and evaluation of arguments
dimensions. The average scores of the remaining dimensions are all quite high and
not so differentiated between the two groups.

Where the two groups differ is on the comparison between the self-perceived
critical thinking skill and the capability to detect fake news.The self-perceived critical
thinking skill is equally high for both groups. Consequently, the capability to detect
fake news is consistently lower than the self-perceived capability of critical thinking,
still in both cases. However, groups two shows lower scores on the capability to
detect fake news and marks a larger difference between the self and the actual critical
thinking capability.
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5 Discussion

The analysis of the data shows three aspects to discuss: critical thinking scores,
differences between measured and self-assessed critical thinking, and sample homo-
geneity.

Concerning the results on critical thinking, the analysis potentially disputes the
claims from the literature [9, 15] on the lack of critical thinking by millennials. The
scores on theWatson-Glaser instrument reported by themillennials are on average not
low, if not for the inference (particularly) and evaluation of arguments dimensions.
Adding to this, we need to mention also the capability of detecting fake news which,
though higher than one might expect, at least for the second cluster affects 50% of
the millennials. This statement seems to suggest that, though millennials are capable
of interpreting and deducing information, and recognizing assumptions in it, they
are weak in identify true and false assertions—and the capability to detect fake news
confirms that—and in assessing the validity and relevance of inductive reasoning
based on information.

Concerning the differences between themeasured and self-assessed critical think-
ing skills, the study shows that, when we measure it by the capability to detect fake
news, the perceived critical thinking skills are on average greater than the actual ones
in the investigated group of millennials. The statement also holds for the dimensions
of inference and evaluation of arguments. In a way, this result is expected since the
self-assessment of critical thinking skills might be affected by individual biases [13].

The third aspect concerns the homogeneity of the sample. The literature warns
on treating millennials as a homogeneous cohort of individuals all showing the same
traits [9]. Empirical sources also identified significant internal differentiation among
the characteristics of the millennials [8]. However, looking at the analysis of the data
sample we collected we are not in the position to confirm such statement, as the data
show in our case a higher level of homogeneity. Out of the two cluster solutions
found indeed, individuals belonging to them differ only by little details.

Finally, no significant evidence emerge from the adoption of social media or tradi-
tional media as the source of information ofmillennials as, also from this perspective,
the respondents do not show differences about the usage of social media.

6 Conclusions

This paper presents the results of an exploratory analysis on a sample of 422 responses
from millennials to a survey designed to assess the critical skills capabilities of
respondents. The results of the exploratory study show that—among the dimensions
of critical thinking—millennials are weak regarding making inferences out of data
and information, evaluate arguments, and identify fake news. Given that the inten-
sity of use of social media among the other information sources is similar for the
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two groups of millennials analyzed, the study revealed no differences regarding the
influence of social media on critical thinking.

As mentioned in the paper, the sample analyzed is biased towards the presence of
female among the group ofmillennials. Respondents of our sample also showahigher
level of education compared to the average of millennials. As a limitation, we have
to acknowledge that the differences among means in the groups could be affected by
these biases. Adding to this, we also acknowledge that the use of Facebook for the
formation of the incidental sample might have contributed to the lack of diversity in
it. For this reason, we retain this analysis exploratory, and we make no inferences.
In future research, we will collect further data balancing the representativeness of
the sample from the sex point of view and use different channels for the selection of
respondents.
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Grasping Corporate Identity from Social
Media: Analysis of HR Consulting
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Abstract Corporate identity is often defined as “what an organization is”. This con-
cept relates to organizational identity. However, while organizational identity has
an internal employee focus, corporate identity has an external focus. As such, it is
often used as a synonym to organizational image that organizations project exter-
nally. Social media have created a multitude of ways for organizations, as well as
for their employees, independently, to develop and disseminate corporate identity.
However, although there have already been attempts to explore the role of employ-
ees’ personal social media profiles in projecting organizational identity externally,
little is still known about how organizations use their social media profiles for these
purposes. This empirical research, which is part of a broader doctoral research focus-
ing on organizational identity and social media, aims to address this gap. Building
on previous corporate identity and social media research, and adopting an existing
framework explaining the relationship between social media and corporate iden-
tity, it analyses social media profiles of 12 international HR consulting companies.
In particular, it explores the platforms they use, type of content they publish, their
approaches for stakeholder engagement and interaction for building stronger orga-
nizational image/corporate identity. Diverse off-the-shelf applications were used for
collecting social media data for the period between January and December 2017.
We expect that the results of our analysis will help to understand how organizations
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(specifically HR consulting companies) use social media to project and strengthen
their corporate identity, and what organizations from other sectors can learn from
them.

Keywords Corporate identity · Organizational image · Social media · Human
resources

1 Introduction: Corporate Identity and Social Media

The concept of corporate identity has been widely discussed and defined in the lit-
erature [1]. It is often referred to as “the mix of attributes which makes any entity
distinct” [2], or in other words what organization do, how it does it, and where it is
going [3]. The concept of corporate identity strictly relates to organizational identity
[1]. The latter refers broadly to what members perceive, feel and think about their
organizations [4] or in other words “who are we as an organization” [5]. As such
organizational identity has an internal employee focus, while corporate identity is
a socially constructed view on organization of external stakeholders [1]. Therefore,
corporate identity is often used as a synonym to organizational image that organi-
zations project externally [6]. This image is formed through the company’s identity,
which is composed by strategy, philosophy, culture and organizational design [7].

According to Kaplan and Haenlein [8], “social media is a group of Internet-based
applications that build on the ideological and technological foundations of Web 2.0,
and that allow the creation and exchange of User Generated Content”. Social media
have created a multitude of ways for organizations, as well as for their employ-
ees, independently, to develop and disseminate their identity [9]. However, although
there have already been attempts to explore the role of employees’ personal (public)
social media profiles in projecting organizational identity externally [10], little is
known about how organizations use their official social media for these purposes.
This empirical research, which is part of a broader doctoral research focusing on
organizational identity and social media, aims to address this important literature
gap. Drawing from the existing research on corporate identity and social media, it
analyses official social media pages of 12 companies belonging to the same specific
industry—HR consulting companies. This is done to understand how companies
from the same industry, which can also be direct competitors to each other [11], can
use social media to project and strengthen their own corporate identity. The specific
objectives of the research are the following:

• To understand the social media platforms HR consulting companies use;
• To understand the main content themes of the posts made by HR consulting com-
panies on different social media platforms;

• To understand whether and how organizations (specifically HR consulting compa-
nies) use social media for stakeholder engagement and to project and strengthen
their corporate identity.
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In order to facilitate this research, we drew on the framework linking corporate
identity and social media developed by Devereux et al. [9] which summarizes this
relationship according to five stages of socialmedia including Socialmedia adoption,
Choice of platform/s, Choice of content, Stakeholder engagement and Organization
interaction.

The article is structured as follows. First, we present the latest research on corpo-
rate identity and social media. Next, the paper describes the research designmethods,
followed by the description and discussion of the findings. The paper closes with the
conclusions that consider also limitations of the current research as well as future
research areas.

2 Theoretical Framework

One of the most cited academic social media classification was developed by Kaplan
and Haenlein in 2010 [8]. It defines social media as collaborative projects, blogs,
content communities, social networking sites, virtual game worlds and virtual social
worlds. However, as demonstrated by the updated classification published recently
by Hootsuite [12] in its influential practitioners’ blog, considering the rapid latest
developments in the social media field, this definition is no longer fully inclusive.
Hootsuite reclassified social media into 10 categories according to what users hope
to accomplish by using them: 1. Social networks (e.g. Facebook, Twitter, LinkedIn);
2. Media sharing networks (e.g. YouTube, Instagram); 3. Discussion forums (e.g.
Reddit, Quora); 4. Bookmarking and content curation networks (e.g. Pinterest); 5.
Consumer review networks (e.g. Yelp, TripAdvisor); 6. Blogging and publishing
networks (e.g. WordPress, Tumblr); 7. Social shopping networks (e.g. Etsy, Fancy);
8. Interest-based networks (e.g.Goodreads, Last.fm); 9. ‘Sharing economy’ networks
(e.g. Airbnb, Uber); and 10. Anonymous social networks (e.g. Whisper, Ask.fm). It
is worthwhile to mention that these days, however, the lines between social networks
and media sharing networks are blurring. For example, Facebook and Twitter have
recently added live videos and other multimedia services on their platforms.

Previous research on social media use and organizational or corporate identity
relevant to this study is limited. Some existing studies focused on the ways organi-
zations can exist on social media. These areas can include official means, employee
accounts, parody accounts, and online discussions [9]. Other studies focused on
examining the ways different online media channels can contribute to organizations’
projected image. These reported that every social media has specific objectives and
can deliver specific benefits to business. For example, social networks can be used
for connecting with people and brand and they can be beneficial for market research,
brand awareness or even lead generation; social media sharing networks can be used
for finding and sharing photos and videos and they can help with audience engage-
ment and brand awareness; bookmarking and content curation networks can be used
to discover, share and discuss new and trending content and media, and they can help
with customers engagement and website traffic [12]. Some studies also focused on
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the ways organizations can best present their identities on social media for different
audiences. Thus Postman [13] stressed the importance of the graphic elements, such
as for example logo, in order to build corporate identity. Morgan et al. [14] noticed
that social media has also changed the consumers’ role from passive to active par-
ticipants, transforming corporate identity into a process of brand co-creation—in
collaboration with the consumers on social media [15]. Kuvykaite and Piligrimiene
[16] concluded that overall the way organizations present their identity on social
media depends on the organizational social media strategy that can include aims
of social media interaction, message theme/s, content form, social media channel.
However, although as aforementioned every social media has different goals and can
benefit organizations in different ways, it is believed that it is more efficient and pro-
ductive for companies to migrate toward a larger-scale, integrated strategy covering
all social media they use [17].

Some previous research also focused on exploring how social media affected
specific organizations’ corporate or organizational identity or some specific areas
within organizations. Thus, for example, we know how social media affected brand
image of organizations in the hospitality industry [18] or how socialmedia influenced
HR functions or the HR management practices they perform, such as recruitment or
training and development (e.g. [19]). However, little is known on howHR consulting
companies use social media, especially how they do it to project their corporate
identity. In this study we focused on addressing this research gap. In order to do
it, we draw from the framework developed by Devereux et al. [9] that links social
media and corporate identity concepts, and summarizes their relationship into the
specific stages of socialmedia. These stages togetherwith someof the specific aspects
(questions) that we consider relevant to this research are presented in the Table 1.

Description of how the framework was applied to this research is described in the
following research design section.

Table 1 Framework on the relationship between corporate identity and social media (adapted from
Devereux et al. [9])

Social media
adoption

Choice of
platform/s

Choice of
content

Stakeholder
engagement

Organization
interaction

• To use or not to
use social
media?

• How to use it
(e.g. for
internal or
external use)?

• Who needs to
look after
them?

• How many
platforms
should be
adopted?

• Why are they
chosen?

• When are they
adopted?

• Why is it
created?

• Who will
create it?

• What form
will it take?

• What does it
contain?

• When is it
published?

• What is the
Level/Nature
of
Engagement?

• How does the
organization
react to
engagement?

• How does the
organization
interact with
other users?
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3 Research Design

Twelve worldwide HR consulting companies were selected for this research. These
companies are all based in Europe and in the USA and even though they differ
by size, they provide similar services and products to their customers. In order to
identify suitable companies, expert interview was conducted with the CEO of one of
these companies located in Italy. Data for the companies that he labelled as his direct
competitors were collected in this research from the official social media pages of
these companies.

In order to classify different types of social media we followed social media
classification of Hootsuite’s [12] discussed in the aforementioned section. Being
present on social media, however, was not the only criteria we considered, as such
companies also had to be “active”, meaning that they had to regularly update the
content of their social media and/or interact with their users. The whole analysis
took into consideration a twelve months period (from January to December 2017).
Data were mostly collected manually, although diverse off-the-shelf applications
were used where possible.

In order to reveal corporate identity of the analysed companies, following Dev-
ereux et al. [9] framework presented in Table 1 we first identified which platform/s
companies used and the number of these platforms. Then we focused on understand-
ing the content these platforms contained and tried to explore why it was created,
and on analysing the stakeholder engagement, and the nature of this engagement.
Finally, we considered organizations’ interaction with their social media audience.

Detailed description of our approach to data collection and data analysis with
regards to each social media the companies used is presented in the Table 2.

4 Results

4.1 Choice of Platform

12 HR consulting companies analysed are present only on social networks [12],
including Facebook, Twitter and LinkedIn, and media sharing network [12]—
YouTube. Social media platforms each HR consulting company is present on are
demonstrated in Fig. 1.

As illustrated in Fig. 1, LinkedIn is the most used social network. Indeed, all
analysed companies have an official LinkedIn page. However, only nine out of 12
companies are active on LinkedIn, meaning that they regularly share their updates.
Twitter is the second mostly used social network platform (10 out of 12). However, it
is the first, together with LinkedIn, in terms of companies’ level of activity (nine out
of 12 companies are active on Twitter). Facebook is the least used social network.
It is actively used only by five companies, and another company which only has
an official page without any recently published content. Finally, the most common
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Fig. 1 Types of social media the companies analysed use

media-sharing network [23], YouTube, is actively used by seven companies. Four
companies have an official channel on YouTube, but they are not using it. As “social
media are all about sharing and interaction” [8] Company4 and Company12 were
not included into analysis as they did not share any content on their official pages in
the past 12 months. The remaining companies are all active on social media channels
they use.

4.2 Choice of Content

Our analysis demonstrated that none of the companies has a fully integrated social
media strategy, as none of them is a frequent and regular simultaneous publisher
of the content on all of the platforms adopted. For example, none of the companies
shared the same update on all of its social media simultaneously. Our analysis also
demonstrated that none of the analysed companies published content on Facebook
regularly implying that they do not have a pre-defined social media publishing calen-
dar. However, we observed that some companies (Company7 and Company8) have
a structured publishing plan on LinkedIn.
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Typology of content companies posted differed by social media platform. Almost
all companies present on Facebook (Company2, Company5, Company7) published
internal content related to their employees’ company life, especially pictures. These,
together with employees’ video interviews were the most popular in terms of total
reactions, comments and shares (see Appendix 1 for details).

The content published on LinkedIn is richer, and the publishing calendar although
not always well defined, looks to be more dynamic and professional. It included case
studies, reports, whitepapers, insights on trends, informative and promotional tests,
announcements about workshops, trainings and/or webinars, and provided some
space to content related to company’s values, culture and identity. This included
awards and recognitions, internal testimonial interviews and blog posts from the
LinkedIn publishing platform—Pulse. One company (Company8) even had a dedi-
cated career page containing employees’ and top managers’ interviews and photos
taken during or outside working hours (e.g. during outdoor team buildings) and
demonstrating a friendly working environment (see Appendix 2 for details). It can
be grasped from the content analysed that the primary aim of this career page is to
attract talents.

Twitter is used by all of the active companies. Team life pictures were again
the main typology of original content posted by the companies (seven out of nine
companies with Twitter). Live tweeting during events and pictures for these events
were also very common content tweeted by the companies. Moreover, all of the
companies used hashtags related to their business activity (e.g. #HR is the most used
hashtag among all companies). However while most of the companies use trending
and content hastags (e.g. #assessment #leadership), three companies (Company1,
Company5 and Company8) frequently used a personalized hashtag (brand hashtag)
with their company name (see Appendix 3 for details).

Finally, YouTube channel is mostly used by companies to show company videos
including stories about the company, to share informative/promotional videos, and
to help clients with tutorial videos. The most preferred content by users included
informative videos by company employees’ and managers on company values and
culture (see Appendix 4 for details). Only one company (Company6) had a featured
or default video with a generic presentation about the company, which automatically
plays when any user opens their YouTube channel.

4.3 Engagement

The level of engagement was generally low on all the social media pages analysed.
Even though there are companies with slightly higher level of engagement on some
specific platforms, none had the same (high) level of engagement on all the social
media platforms adopted.

On Facebook, almost all of the companies shared less than a post per day. The level
of engagement on Facebookwasmostly inversely proportional to the number of fans.
For example, Company2 has the lower number of fans (526) and the highest level
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of engagement (0.34%) and Company7 has the highest number of fans (25 K) and
the lower level of engagement (0.0047%). Company7 also has the highest number
of posts per day (7.5) (see Appendix 1 for details).

Company7 and Company8 had the highest number of followers on LinkedIn (209
and 148 K respectively). However, here, the number of followers did not affect much
the total number of likes per post. Company8 has a Career page and it has the highest
number of employees linked to the page (4.3 K) (see Appendix 2 for details), which
potentially can also represent the total number of company employees in general.
However, considering the aforementioned company’s page goals and focus which
as emerged from our analysis is to attract talents, it is worthwhile to assume that
the company pays great attention to its employees’ network. Company8 also has the
highest number of followers on Twitter (20 K) and the highest number of tweets per
day (9.0). The level of engagement (0.29%) of Company8 is the highest among all
of the other companies (see Appendix 3 for details), showing the highest number
of users interacted with the company’s tweets. Company6 has the lowest level of
engagement (0.0028%).

Company6 has YouTube channel with the highest number of subscribers (2.7 K)
and video views (410 K). Overall, the number of subscribers on this social media
channel is directly proportional to the total number of views (see Appendix 4 for
details).

4.4 Interaction

The concept of interaction is related to the concept of engagement. However, inter-
action involves also how the companies respond to users’ engagement. Similarly
to the engagement, the level of interaction is overall pretty low, especially on Face-
book. Our analysis revealed that the companies use social media only for information
push purposes, as such as a one way interaction tool. Only one company (Company9)
responded to their LinkedIn and Twitter users timely providing them requested infor-
mation, but especially trying to establish a dialogue. Moreover, this company creates
interaction not only through its official social media channels but also through the
public (personal) social media accounts of its employees (in particular on Twitter).
Here the employees retweet the company posts, reply to comments, and mention the
company in their posts. Moreover, analysing the top retweets we noticed that the
content related to employees’ life and live corporate events generates more interac-
tion also from the users’ side. Detailed information on the user interaction findings
can be found in Appendix 1. Similar high-level interaction between companies and
personal (public) employee accounts on LinkedIn was notable also by Company7,
Company8 and Company9, where they shared LinkedIn Pulse articles written by
their employees or consultants. On Facebook we observed that most of the compa-
nies use “call now” or “send message” CTA buttons, instead of “shop now” or “see
offers” buttons (see Appendix 1 for details).



Grasping Corporate Identity from Social Media … 111

5 Discussion and Conclusions

Previous research has already identified social media as a relevant and useful tool
for building and managing corporate identity. In our research we aimed to explore
whether and how companies from the specific HR Consulting industry actually use
social media to develop and strengthen their corporate identity/organizational image.

The analysed companies used several social media platforms. This is in line with
thefindings of previous generic socialmedia research [24]mentioning the adoption of
several social media channels as a successful strategy for expanding the range of their
organizational image. The companies, however, were present only on two typologies
of social media (social networks and media sharing networks) out of 10 categories
proposed by Hootsuite [12]. This finding is similar to the findings of research on
social media use by other organizations, for example, by public health organizations
[25], most of the non-profit organizations [26] and by Fortune 500 Companies [27]
which named Facebook, Twitter, YouTube and LinkedIn as the most commonly used
social media.

Overall, most of the selected companies seem to recognize the importance of using
socialmedia for sharing and demonstrating externally a positive organizational image
(corporate identity). The companies do it with the help of company life pictures and
video interviews of CEO and employees. This once more confirms the effectiveness
of posting visual materials on social media [9]. However, companies can do more by
taking advantage also of the latest types of visual materials such as infographics and
gifs.Another approach to demonstrating corporate identitywas observed from the use
of personalized hashtag with the company’s name. Indeed, marketing professionals
have already referred to this as an effective strategy for promoting the brand online
and achieving an extended reach for the company with the help of users [28].

Our findings demonstrate, however, that none of the companies has a fully inte-
grated social media strategy focused on aspects that could be helpful to grasp their
corporate identity. Some companies were found to be better structured on some spe-
cific social media platforms. For example, it was notable that they published posts
according to a pre-defined publishing calendar. Publishing calendars, overall, are
recommended to be used [29] to maintain the audience expectations and to select the
best time/date to publish content. This is usually done after carefully studying social
media insights and/or other analytics [29].

Moreover, the type of content companies posted differed by social media plat-
forms. This finding is in line with Gilpin’s [24] study reporting high level of message
differentiation among the different communication channels, and suggesting that
each social media plays a distinct role in constructing organizational image. How-
ever, we observed that the companies analysed did not link the content posted on
different social media. Furthermore, the content for which it was possible to track
this connection was not well adapted to each individual platform. For example some
tweets were shared also on Facebook, without taking into consideration the word
limits available on each platform (e.g. Twitter has a limit of 280 characters, while
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Facebook post character limit is 63,206)—and the use of the hashtags, which have
an essential role in Twitter, but are pointless in Facebook.

Our analysis demonstrated that having a high number of fans/followers does not
always mean having a higher number of likes. This counter intuitive result can be
possibly explained by the fact that the followers of these companies are not well
targeted (e.g. many followers are not related to the business of the companies) or that
the followers do not consider the content of a particular interest to them.An exception
to this was observed on YouTube, where the number of subscribers is always more
or less directly proportional to the total number of video views. Sharing too many
posts per day on Facebook can also be considered a cause of having a low level of
engagement on the platform (e.g. Company7), as sharing more than 1 or 2 posts per
day can push the boundaries of civil participation [30].

While we observed some evidence that companies were paying attention to the
content they publish and the organizational image this content can project to their
followers/fans, focusing specifically on its visual representation, less attention was
paid by the companies on interaction with followers. This is evident not only from
the low interaction rates or from the companies’ low response rates to their followers,
but also from the written content posted by the companies. Very rarely companies’
asked questions or tried to involve users with the content they posted by, for example,
sharing followers comments or commenting on follower’s posts [17]. Overall, the
concept of interaction closely relates to the concept of co-creation—“it is through
the interaction with the stakeholders that the identity would develop” [9]. However,
the idea of co-creation with external stakeholders (e.g. clients or possible clients)
seemed to be neglected in most of the companys’ social media strategies observable
from their social media with the exception of LinkedIn where some companies liked
or shared positive content written (and published) by their employees. This type of
content is generally consideredmore credible [31], as such employees are often nom-
inated as ambassadors for promoting company culture and values—components of
organizational identity. Employee’s important role in projecting externally organiza-
tional identity on social media has indeed been empirically confirmed by a relevant
recent study on organizational identity and social media [10]. Finally, also the “call
now” or “send message” CTA buttons chosen frequently by the companies demon-
strate that rather than only selling their product/services, companies are also eager
to understand their customers’ needs and try to create opportunities for dialogue.

Like any research, this study has some limitations. First of all, it does not take
into consideration all of the questions proposed by Devereux et al. [9] to understand
the connection between social media and corporate identity. Not included questions
would have required an additional analysis (e.g. qualitative interviews) not consid-
ered in this study’s research design. Future scholar might want to cover this gap
and to combine their findings with the findings of this research. We used only sec-
ondary data collection approach, as in this study we focused only on external social
media channels, although we understand that also internal social media can play an
important role in creating or strengthening organizational identity [32]. This opens
an additional avenue for the future scholars to explore.
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Despite the aforementioned limitations, we believe this study could be of value
for academic scholars, as using an existing theoretical/methodological framework
it explains the approaches to social media use by HR consulting companies for
projecting their corporate image and/or for strengthening it. This study is also of
value for practitioners, as it can provide them a practical guidance on how they
can analyse their or their competitors’ corporate identities independently, as well as
practical recommendations on how they could potentially strengthen their corporate
identities on social media.

Appendix 1

Facebook analysis

Main
company
page

Company1 Company2 Company5 Company6 Company7

Number of
fans

19 K 526 15 K 6.9 K 25 K

CTA button Buy now Call now Call now Send
message

Call now

General level
of
engagement
(%)

0.19 0.34 0.11 0.010 0.035

Post
interaction
(%)

0.24 1.3 0.15 0.15 0.0047

Editorial
calendar

NO NO NO NO NO

Posts per day 0.8 0.3 0.7 0.07 7.5

Type of posts
in ascending
order

Pictures;
Videos;
Links;
Status

Pictures;
Links;
Videos

Links;
Pictures;
Status;
Videos

Links Pictures;
Links;
Videos

Internal or
external
content

Internal
content

Both internal
and external

Both internal
and external

External
content

Internal
content

(continued)
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(continued)

Main
company
page

Company1 Company2 Company5 Company6 Company7

Main
typologies of
internal
content

Company
news; Tests
Promotion;
Industry
news &
research;
Events

Team life;
Job opportu-
nities;
Company
news;
Industry
news &
research;
Industry
articles;
Tests
promotion;
Whitepapers

Team life;
Video
interviews;
Events;
Re-posts;
Company
news; Tests
promotion

– Links from
the blog;
Team life

Top 10 posts
(total
reactions,
comments
and shares)

Events;
Company
news;
Industry
news &
research

Team life
(pictures);
Tests
Promotion;
Company
news

Video-
interviews;
Events; Tests
Promotion;
Team life
(pictures)

– Links from
the blog
Employees’
video-
interviews;
Team life
(video
interview);
Team life
(pictures)

Related pages 1 4 1 5 1

Appendix 2

LinkedIn analysis

Main page Company1 Company2 Company3 Company5 Company6

Type of Page Company
page

Company
page

Company
page

Company
page

Showcase
page

Followers (K) 7.4 3.3 11.3 7.2 20.4

Posts per
month

2 6 11 5 11

Likes per post 12 15 18 4 12

(continued)
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(continued)

Main page Company1 Company2 Company3 Company5 Company6

Editorial
calendar

NO NO NO NO NO

Internal or
external
contents

Internal Internal;
External

Internal Internal Internal;
External

Typologies of
internal posts

Interviews;
Promotion
and offers

Interviews;
Awards and
recognitions;
Trends;
Reports;
Tests
promotion

Testimonial;
Case studies;
Awards and
recognitions;
Webinars;
Test
promotion;
Conferences;
Trainings
and courses

Case studies;
Free ebook;
Tests
promotion;
Workshops
and trainings

Webinars;
Posts from
the
blog/website

Related
groups

N.A. 1 (2.3 K
members)

N.A. 1 (5.3 K
members)

N.A.

Employees
on LinkedIn

46 156 429 126 N.A.

Main page Company7 Company8 Company9 Company11

Type of Page Company page Career page Company page Company page

Followers (K) 209 148 4.2 3.9

Posts per month 13 5 18 7

Likes per post 15 20 4 9

Editorial
calendar

YES YES NO NO

Internal or
external contents

Internal
External

Internal Internal
External

Internal
External

Typologies of
internal posts

Pulse written by
managers or
consultants

Whitepapers;
Webinars;
Workshops and
trainings; Tests
promotion;
Pulse written by
managers or
consultants

Pulse written by
mangers or
consultants;
Team
testimonials;
Trainings and
workshops;
Tests promotion

Tests
promotion;
Training and
workshops;
Case studies

Related groups 12.5 K

Employees on
LinkedIn

4.2 K 4.3 K 444 101
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Appendix 3

Twitter analysis

Main page Company1 Company2 Company3 Company5 Company6

Followers 1.4 K 992 154 18 K 6.3 K

Engagement
(%)

0.013 0.11 0.096 0.029 0.0028

Tweet
interaction
(%)

0.061 0.18 0.34 0.034 0.020

Tweets per
day

0.2 0.6 0.3 0.9 0.1

Most used
hashtags

#hr
#psychometrics

#hr
#management
#talent

#assessment
#human
resources
#webinar

#leadership
#personality
#company5

#hr
#leadership
#talent
#recruitment

Type of
tweets in
ascending
order

Original
Reshare
Reply

Original
Reshare

Original Original
Reshare
Reply

Original

Main
typologies of
original
tweets

Promotions
and offers;
Conversa-
tions with
users

Team Life;
Live
tweeting;
Links to SM
and website;
Promotion

Industry
news &
research;
Informative
and
promotional
tweets

Team life;
Live
tweeting;
Links to
interviews

Team life;
Pictures;
Live
tweeting;
Links to SM
and website

10 most
retweeted
Tweets

Conversations
with users;
Promotion
and offers

Links to
interviews;
Promotions
and offers

Industry
news &
research

Links to
Interviews;
Links to SM

Pictures; Info
about Events

Main page Company7 Company8 Company9 Company10

Followers 13 K 20 K 850 320

Engagement (%) 0.012 0.29 0.059 0.056

Tweet interaction
(%)

0.0092 0.032 N.A. 0.22

Tweets per day 1.3 9.0 N.A. 0.3

Most used
hashtags

#digital
sustainability
#career
#jobs

#digital
sustainability
#leadership
#career

#hr
#management
#company9ta
lent

#hr
#assessmen
tupdates
#tests

(continued)
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(continued)

Main page Company7 Company8 Company9 Company10

Type of tweets in
ascending order

Original
Reshare
Reply

Original
Reshare
Reply

Original
Reshare
Reply

Original
Reshare
Reply

Main typologies
of original tweets

Webinars; Team
life;
Infographics;
Promotions and
offers

Conversations
with users;
Links to SM and
website;
Webinars; Team
life

Live tweeting;
Team life;
Promotions and
offers; Mentions
(employees);
Quotes

Quotes; Live
tweeting; Team
life; Promotions
and offers

10 most
retweeted Tweets

Webinars; Team
life

Team life;
Webinars

Live events
(pictures); Team
life;

Team life; live
event (Pictures);
Quotes

Appendix 4

YouTube analysis

Main channel Company1 Company2 Company3 Company5

Subscribers 503 320 230 1.1 K

Views (K) 111 134 29 385

Main types of
videos

Interviews with
authors;
Conferences

Informative/
promotional
videos;
Company
videos (stories);
Tutorial videos

Informative/
promotional
videos;
Company
videos (stories)

CEO and
employees’
interviews;
Workshops;
Informative/
promotional
videos;
Tutorial videos

Main created
playlists

Interviews with
authors;
Tests and tools

Client case
studies;
Careers at
Company2;
Products

Webinars;
Podcasts;
Client
testimonials;
Company3
education;
Company3
culture

None

(continued)
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(continued)

Main channel Company1 Company2 Company3 Company5

Most popular
videos (total
views)

Interviews to
authors

Tutorial videos;
Company
videos (stories)

Company
videos (stories)

CEO interviews;
Company
videos (stories)

Main channel Company6 Company7 Company11

Subscribers 2.7 K 1.2 K 70

Views (K) 410 160 N.A.

Main types of videos Company videos
(stories);
Informative/
promotional videos

Company videos
(stories);
Informative/
promotional videos
Video interviews

Workshops;
Tutorial videos;
Employees
presentations;
Conference
Recordings

Main created playlists Success stories;
Company6 careers

Company7 careers;
Company7 solutions;
News

Trainings;
Employees
presentations;
Conference
Recordings

Most popular videos
(total views)

Company videos
(stories)

Company videos
(stories)

Tutorial videos
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Managing Intellectual Capital Inside
Online Communities of Practice:
An Integrated Multi-step Approach

Chiara Meret, Michela Iannotta, Desiree Giacomelli, Mauro Gatti
and Ida Sirolli

Abstract The increasingly use of social online services has contributed to rais-
ing interest in studying a renewed active contribution of individuals to business
development processes and value creation. As in knowledge-based organizations the
phenomenon of value creation refers to intangible assets, in this study we apply a
validated refined framework for intellectual capital (IC) analysis. Accordingly, IC
can be grouped into three dimensions: (a) human capital (HC); (b) structural capital
(SC); and (c) relational capital (RC). Because of their characterizations, Commu-
nities represent a privileged place for IC analysis on an individual and collective
level. The unit of analysis of our integrated step-by-step methodology are two online
communities of practice (CoPs), operating within one of the most important Italian
telecommunication company (TIM S.p.A.). As a result of their empirical investiga-
tion, this integrated approach is able to provide both academics and practitioners
with an effective tool for assessing intellectual capital and its related dimensions.
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1 Introduction

Online communities are increasingly widespread in organizations. They allow their
members to communicate, collaborate and share their expertise. However, a crucial
issue remains the way in which members evaluate their work, and how this affects
their decisions to participate actively (and even proactively) in these communities.

Communities of practice (CoPs) depend on two central premises: (1) an activity-
based nature of knowledge, and (2) a group-based character of the organizational
activity [1, 2]. Thus, it is possible to define the learning value of CoPs as the ability
to develop a shared commitment among its participants [3]. Moreover, CoPs consist
of four main features: (1) a stock of shared knowledge, (2) shared values and atti-
tudes, (3) common group identity, and (4) a flow of relationships and interrelations
between the abovementioned variables [4]. These features emphasize interdepen-
dent contribution over devotion to duty, based on a common purpose toward which
employees work together [5, 6].

IC in CoPs have been recently analyzed by both researchers and practitioners [7,
8], although there are still insufficient empirical contributions, due both to a non-
univocal conception of the meaning, and to different contexts in which it has been
applied. Furthermore, there is still a necessity of in-depth exploring and empirically
assessing the impact of IC components to the contribution of CoPs to the value
creation process.

To fulfill this gap, different methods can be combined [9–14] to define a com-
prehensive methodology to analyze IC and its components by including members,
sponsors, internal and external leaders of CoPs [10, 11]. In this field we place our
research. Our basic assumption relies on the possibility to identify a common path
of conceptual foundations for both IC and Knowledge Management, such as the
resource-based view, the dynamic capabilities, and the knowledge-based view of the
firm, according to which the organizational ability to develop, use, and benefit from
its IC supports the building of a sustainable competitive advantage [3, 12, 15–17].
The sections that follow present the theoretical background and the methodology of
the research; in the last two sections we discuss our findings with a look to further
insights.

2 Theoretical Background

2.1 Communities of Practice

CoPs represent an “interdependent process management” [5: 2] in which people ori-
ent their interests and actions beyond physical or vertical organizational boundaries
and share identity around a set of topics [3, 5]. The sustainability of CoPs strongly
depends on the possibility that its members want to be part of it, and that they are
consistent with this intent during its existence. Previous studies focused on moti-
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vation to join online CoPs, factors that affect members’ satisfaction, different kind
of interactions and relationships, knowledge management, different typologies of
community members, etc. [18–20]. Thus, while some online CoPs are successful,
others are abandoned.

Still, regardless of their nature, CoPs are implemented in the learning organiza-
tions to lead change and complexity by fostering informal relations and encouraging
a free, horizontal flow of knowledge, both inside and outside their borders [11]. This
explains the attributed meaning of value creation of online CoPs, at the heart of our
investigation.

2.2 Intellectual Capital

In line with the extant literature, IC can be seen as a set of intangible assets gener-
ally grouped into three dimensions: (1) Human Capital (HC), as the set of intangi-
ble resources associated to the individual, such as employees’ values and attitudes,
know-how, competences and skills; (2) Structural Capital (SC), which represents the
organizational internalized knowledge, culture, procedures, systems and intellectual
property; and (3) Relational Capital (RC), as the valuable internal and external rela-
tionships with stakeholders [11–26].

Several authors suggest assessing the firm value creation bymaking use of IC con-
cept and its characterizing factors [10–12, 27–30]. However, measuring intangible
assets is difficult [31] and traditional measures are inadequate. Brooking attributes it
to new massive intangible benefits of Information Technology (IT) [32]. Her Tech-
nology Broker IC audit assumes the four components of market assets, intellectual
property assets, human-centered assets and infrastructure assets and combine both
qualitative and quantitative measures of IC. Skandia was the first company intro-
ducing a dynamic IC report, by highlighting hidden factors of human and structural
capital [22, 31]. Here, IC is themultiplication of an overall IC value and its coefficient
of efficiency. By reducing the number of indices, Edvnisson and Malone [22] stress
cross-references between measures. Roos et al. [33] derive an IC-Index to overcome
previous anchoring to monetary measurements and accounting both for the underly-
ing relationships between measures and dynamics of IC. Bontis et al. [34] suggest
the necessity to develop a process model for selecting the correct indicators, based on
the sources of company value coming from IC, key success factors, identity, strategy
and long term-goals. Finally, Sveiby’s [35] Intangible Assets Monitor model states
that by correctly leveraging IC, financial capital will follow. Despite previous efforts,
a methodology capable of capturing all the aspects related to the new paradigm is
still hard to be found. Additionally, given the twofold nature of CoPs (formal and
informal), it is necessary that decision makers participate directly in assessing and
managing the value creation process together with members.

The concept of CoPs was originally developed by Lave and Wenger [27] as a
system of relationships between people, activities, and the rest of the world and
vital places of negotiation, learning, meaning, and identity. CoPs, therefore, have a
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horizontal and informal membership, where members use each other’s experience of
practice around a topic as a learning resource, enhancing the level of IC in all of its
articulations [3, 29]. In line with Seraj [19: 213], “By adding comments and opinions
to the disclosedmessage or visual item, others also contribute to the generated content
and the totality becomes an asset or “artifact” of the online community”. As in
knowledge-based organizations the phenomenonof value creation refers to intangible
assets, IC elements should be assessed as important catalysts for product and process
innovation success [9, 12].

3 A Four-Step Methodology

The assessment of the strategic impact to the value creation process requires com-
bined methods and a focus on people’s opinions besides the specificity of the context
[36]. Starting from this necessity, we implement a four-step methodology to assess
the factual contribution of IC elements of two online CoPs, for defining their value
creation and development strategies. Themethodology consists of a sequence of steps
firstly implemented for theMindSh@re project [10–13] and requires combined anal-
ysis of outcomes. Then, hermeneutics is applied for interpreting qualitative data in
light of the whole aim of developing two value creation models. Combining different
interpretations several times allows the researchers to support the results of analytical
steps and validate the aggregated results [19]. The research project is the result of 14
preliminary meetings between the researchers and 3 managers of TIM S.p.A. These
meetings drove the project group to the identification of two online CoPs for the start
of a one-year pilot project. The main criteria used to identify the two CoPs (among
the 12 ongoing TIM communities) were: (1) at least two years of development and
activity; (b) the commitment of the governance to this project; (c) the quality of out-
put produced and shared; and (d) the community impact in innovation/re-engineering
process. Thus, the CoP Process and Procedures Design (from now on Community
A) supports idea and know-how sharing, through the comparison and the sharing of
knowledge and professional experience of colleagues operating in the Process and
Procedures Design Functions throughout the company as well as among colleagues,
experts of Lean Six Sigma or EFQM. The Community provides and shares with its
members: (a) teaching materials, digital learning and best practice; (b) planning and
monitoring process mapping and re-engineering; and (c) all the news about refer-
ence contest and system. The CoP Pioneers (from now on Community B) is one
of the actors of the Learning & Developing Ecosystem of the Company Academy.
It is composed by senior professional members, representative of the whole inter-
nal organisation. It is involved in: (a) scouting the capabilities useful to guarantee
medium and long-term competitiveness to the company; (b) contribution to the skill
innovation process and in building and speeding up the learning offer; ad (c) updating
of the Internal Professional Job System.

A total number of 12 SubjectMatter Experts (SMEs) was selected for the commu-
nity A, while a number of 13 SMEs were selected for the second designated online
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CoP. The selection criteria were: (a) participation to discussion; (b) promotion of
topics; and (c) previous knowledge with Network Leaders. The samples consisted
of both managerial and professional staff, contacted via email. After processing the
contents and materials, the project operatively started in November 2017.

The first step consists in the identification of the IC components. For this process to
be possible it is necessary to understand the company’s strategic direction and goals.
It involves both the members of the CoPs and its governance. The associated sub-
steps are: (a) definition of the CoPs’ strategic objectives in relation to the company’s
strategy,with the project groupproposedby the company; (b) definitionof Intellectual
Capital Factors (ICF). Their identification is derived by using the Nominal Group
Technique (digital version), involving the total number of 25 selected SMEs [37, 38].
The content for the selection was previously differentiated and validated through
preliminary meetings with the CoPs’ representatives; (c) identification of a number
ranging from 3 to 5 Value Drivers (VD), defined as a homogeneous set of ICF
[10, 39, 40], together with the Network Leaders of the CoPs. This sub-step and the
following three ones were defined within the same focus group (one per CoP); (d)
clustering of the identified VD into the strategic objectives of the CoPs, to verify their
consistency with the company’s strategic goals; (e) assemblage into homogeneous
groups of ICF in a minimum of 3 and a maximum of 5 VD, based on pertinence,
in turn assigned to the three dimensions of HC, SC, RC; (f) definition of each VD;
and (e) assemblage into a comprehensive model for intellectual capital and value
creation, to be subsequently shared with and evaluated by the SMEs.

Step 2 consists in the evaluation of the strategic impact (SI) of VD. It represents
the relevance of ICF for achieving the goals of the CoPs. Step 2 is divided into: (a)
assigning a score from 1 to 5 (low-medium-high impact) to each ICF by the SMEs.
This evaluation measures the influence of each of the VD; (b) the Impact Score of
each VD is obtained by averaging its scores assigned to the ICF; (c) the strategic
impact (SI) of each VD (low-medium-high scale) denotes the interval in which the
Impact Score falls. This step and the following one were entirely developed within a
one-day focus group (one per CoP), moderated by the project promoters. The focus
groups were fully recorded, transcribed and analyzed by one of the researchers. The
meetings took place in separate times and places for the two communities, and only
the involved SMEs, one of the researchers and two members of the project team
could access it.

Step 3 consists in evaluating the Performances (stocks variables) pertaining to each
VD and Cross-Relationships (CR) between them (flows variables). Its sub-steps are:
(a) VD Performance Analysis and assignment of a value ranging from 1 to 9 by
the SMEs (from 1 = min to 9 = max); (b) CR Analysis to assess the influence that
each VD has on the others. Participants are called upon to express a judgment on the
nature of the influence of each VD on the remaining, whether direct or indirect; (c)
calculation of the average value of each row that provides the Performance Score of
each VD; (d) calculation of the Performance Level of each VD, based on a qualitative
evaluation low-medium-high; (e) assignment of a value of 0.5 for indirect and 1 for
direct influences identified, with the goal of identifying the number of relationships;
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Fig. 1 Project flowchart. Own elaboration

(f) calculation of the CR level of each VD, based on a low-medium-high qualitative
assessment.

In step 4, relevant information from previous stages is elaborated for data analy-
sis, with the aim of identifying actions and priorities to be included in the Improve-
ment Strategy. It is articulated as follows: (a) processing of the “SI-Performance”
Matrix; (b) processing of the “CR-Performance” Matrix. The comparison between
them makes it possible to identify critical VD. It also allows to identify VD initially
considered critical, but showing no impact on performance. Placement within the
matrix paves the way for formulating corrective actions and implementation strate-
gies for achieving strategic goals; (c) development of the IC Report to be shared
with the Hubs of knowledge; d) definition of the Improvement Strategy, corrective
actions and priorities (1 = max, 2 = med, 3 = low); e) sharing a final report with
all participants; f) online publication and diffusion of the resulting value creation
models.

We are aware of the density of information just provided to the reader; thus,
we deepen each step in the section that follows, together with associated findings.
However, Fig. 1 represents the flowchart that synthetizes the steps.
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4 Discussion of Findings

4.1 The Nominal Group Technique

As part of the project, a total of 54 ICFs have been submitted to the 25 SMEs’
judgment. The list is the result of amixture of ICF from: (a) academic andmanagerial
literature, (b) data emerging from direct analysis on the field, and (c) documental
analysis of reports. Thus, they have been previously differentiated per community.
Each participant was contacted by email and had one week to select 27 out of the 54
ICF presented, and assign a unique score from 1 to 27, based on their relevance to the
community (1 = min-27 = max). Once the contributions were received, one of the
authors proceeded to weight and order all the answers, as shown in Tables 1 and 2.

4.2 The Focus Groups with the Governance

Since the process of value creation largely depends on how the IC components
interact, the authors selected several VD, representing the categories with the highest
frequency of occurrence in recent publications and company practices. These were
subsequently reclassified into 15 macro-categories following the criterion of non-
intersection, to make them as exclusive and exhaustive as possible and presented to
the governance of the two communities for analysis. They are shown in Table 3.

Table 1 Ordered list of ICF of Community A

Problem solving Team working

Competence growth Emotional intelligence

Internal collaboration Trust

Development of a shared technical culture within the
group

On job training

Previous experience Social net interaction

Motivation Proactivity

Shared values Influence and weight of the community

Information management Sense of belonging to the company

Knowledge sharing procedures Community building

Diversity of skills Consistency with company strategy

Organizational identity Customer relations

Best practice Informal relations

Lateral thinking Members’ satisfaction

Flexibility
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Table 2 Ordered list of ICF of Community B

Motivation Development of a shared technical culture within the
group

Proactivity Knowledge sharing procedures

Trend analysis Shared values

Members’ creativity Influence and weight of the community

Management support Sense of belonging to the company

Competence growth Experience

Scouting and evaluation of technology Professional seniority of members

Consistency with company strategy Best practice

Diversity of skills Members’ satisfaction

Lateral thinking Relations with universities and institutions

Team working Social net interaction

Cross fertilization Selection criteria for members

Customer relations Empowerment

Internal collaboration

Table 3 List of VDs Knowledge skills Customer relations

Management skills Inter-firm relations

Creativity and innovation Intra-firm relations

Work attitude Supplier relations

Education and training Financial relations

Intangible infrastructural assets Institution relations

Information technology Brand and image

Intellectual property

As part of two focus groups, participants were asked to: (1) define the strategic
objectives of their CoP; (2) identify own (and customized) Communities’ proper VD
for each category of HC, SC and RC; (3) grouping in homogeneous sets of ICFs;
(4) develop a definition for each VD; and (5) elaborate the community IC creation
model.

4.3 The Focus Groups with the Members

The focus groups with the SMEs were led by one of the authors with the purpose of
obtaining the three evaluations of: (a) strategic impact; (b) cross-relationships; and
(c) performance, on the different components of the first models identified by the
governance. Therefore, using a bottom-up approach, the members had the oppor-
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tunity to discuss the contents. For reasons of space, it is not possible to include all
nine tables relating to the three abovementioned evaluations. Figures 2 and 3 com-
pare the results of the SI-Performance and CR-Performance matrices of both the
communities.

Each VD is positioned basing on the respective SI and Performance values. The
positioning leads us to reflect on possible corrective actions for improvement strate-
gies. The blue dots represent the VD of the HC, the pink ones the VD of the ST
and the yellow ones the VD of the RC. Without entering the merits of the specifics,
a profound difference between the two communities immediately catches the eye.
Community A has strong critical points, which can also be found in the subsequent
matrix. Overall, two of the VD hypothesized as fundamental by the governance, are
not at all consistent with the perceived and the operations of the SMEs, who does not
recognize either the definitions, nor the contents. In both cases we found a greater
impact associated with drivers of relational capital, followed by those of HC.

Thesematrices represent the synthesis betweenCRandPerformance. Their graph-
ical representation allows recognizing critical and influential VD. The final objective
is to understand which VD need investments, before establishing strategic actions.
Even in this comparison, A presents greater criticalities, compared to B. Factors that

Fig. 2 SI-performance matrices. Own elaboration

Fig. 3 CR-performance matrices. Own elaboration
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previously seemed to have greater strategic impact, de facto seem have no direct
influences on other VD. This provides a first important result for the discussion
of implementation actions. It is important to highlight that for both Communities,
the two most influential VD are: (a) Information Technology and (b) Creativity and
Innovation. This result suggests the need to intervene in the strengthening both of
the VD, in order to have a positive effect on all the other VDs.

4.4 Corrective Actions and the Improvement Strategy

The formulation of the final Improvement Strategies is synthetized in Table 4.
Together, the results from previous sub-steps are reported. These are the result of two
preliminary focus groups with the governance, subsequently discussed in the final
workshop together with the SMEs.

5 Conclusions and Further Insights

Adopting a systemic-dynamic approach, this project aims to identify the factual
contribution of each constituent element of IC and its direct and indirect influence on
the creation of value of the online communities under investigation. To achieve this
goal, it is necessary to identify the IC value drivers (VD), and the ICF that compose
it. This methodological approach also allows implementing a strategic guide to their
management, in relation to the strategic objectives of the online community. This
research project is an integral part of a pilot and wider project for the evaluation of
intellectual capital generated by two selected onlineCoPs ofTIMS.p.A. Its purpose is
to provide an integrated methodology to evaluate strategic IC components of online
CoPs, grounded in theory to ensure relevance, and data-oriented (directly derived
by involving relevant stakeholders) to provide validity and reliability. In reviewing
and applying different measures to two online CoPs, we have not left any relevant
dimensions behind. The creation of value is presented as an effect of the connections
between HC, SC and RC. Their interaction can only be productive if their bonds
are strong. This means that managing online communities involves much more than
choosing the correct technological tools, if human dimension is neglected [41]. The
choice of the methodology is, in fact, consistent with the very nature of CoPs, and
allows to consider the relevant stakeholders opinions besides the specificity of the
context of analysis [11, 13].

Overall, results provide guidelines to efficient management and development of
online communities inside the organization. The first strength of the project lies in the
use of a multi-step methodology. The integrated approach provides both academics
and practitioners with an effective tool for proactively promoting, assessing and
managing the creation of value of CoPs. Its application is not only able to value the
stock and flow variables of IC, but also to analyze its factual contributions in order to



Managing Intellectual Capital Inside Online Communities … 131

Table 4 Improvement strategies
B SI CR Perf Actions Priority

VD
1 

H
C 

Information 
Technology 
and Big 
Data 

High Med High 

New communication of 
the definition; follow-
up within a year to 
evaluate changes and 
results 

1 

Work Atti-
tude 

Med High High 

New communication of 
selection criteria and re-
evaluation of partici-
pants based on contribu-
tions 

1 

VD
2 

Creativity & 
Innovation 

High Med High No Actions NA 

Creativity & 
Innovation 

High High High 

Feedback collection on: 
a) Industrial Plan and 
impact on new skills 
and jobs; b) 15 top 
trends in technology 

1 

VD
3 

Knowledge 
Skills 

High Med High 

Training for best per-
formers; engage the 
community to suggest 
self-candidatures for 2 
Network Supporters; 
participation to events 

1 

Knowledge 
Skills 

High High High 

Increasing the devel-
opment of and transver-
sal skills; reflection, 
exchange and reciprocal 
contamination on: a) 
innovation drivers; b) 
co-construction of train-
ing courses for the 
corporate university 
(CU); c) testimonies in 
the training modules; d) 
insertion the CU as 
trainers; e) participation 
in valuable training for 
the most active SMEs 

2 

VD
4 

S
C 

Information 
Technology Med Med High 

Clarification of the 
importance of the tool 1 

Intellectual 
Property 

High Med Med No Actions NA 

VD
5 

Supplier 
Relations 

NA NA NA Elimination NA 

Organiza-
tional Cul-
ture 

High High High 

Communication and 
dissemination of com-
munity activities 
through videos, news on 
the intranet, etc. 

2 

VD
6 

Intangible 
Assets 

Med Med Med 

Net learning; News 
intranet/ Smart Corner 
webinar on the recogni-
tion of best practices 
developed by the com-
munity  

2 

Intangible 
Infrastruc-
tural Assets 

High Med Med No Actions NA 

VD
7 

R
C 

Customer 
Relations NA NA NA Elimination NA 

Customer 
Relations 

High High High No Actions NA 

VD
8 

Inter-Firm 
Relations 

High Med High 

New communication of 
the definition; strength-
ening the role of the 
Network Supporter 

3 

Inter-Firm 
Relations 

High High High 
Participation to work-
shop events 2 

VD
9 

Manage-
ment Rela-
tions 

High Med High No Actions NA 

Intra-Firm 
Relations 

High High High No Actions NA 
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propose action plans for its effective functioning, furthermore contributing to theory
by broadening the definition proposed byBrown andDuguid [4, 10, 11].Accordingly,
this multi-step approach has several implications for researchers in guiding future
projects for IC analysis. This will allow for a further exploration in the assessment
of the strategic impact to the value creation process of online communities [5]. We
are aware of the limits related to the presentation of a first pilot project. However, the
easy replicability of the steps does not make this a taylor made work. The analysis
can produce results with a strong impact for the investigation and management of all
the online communities within the organization.
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How Do We Learn Today and How Will
We Learn in the Future Within
Organizations? Digitally-Enhanced
and Personalized Learning Win

Leonardo Caporarello, Beatrice Manzoni, Chiara Moscardo
and Lilach Trabelsi

Abstract In a fast-changing environment, learning—the individual and organiza-
tional process of knowledge creation—can assist employees as well as their organi-
zations in remaining competitive. Reflecting on what learning is and how it occurs
should therefore be on the agenda of any organization. In this paper, we explore how
learning is evolving, its meaning, and the most used learning models and learning
methods, describing the present but also imagining the future. We collected data
from 91 employees who answered an online quali-quantitative survey. Results show
that digitally-enhanced models and methods are constantly growing in importance
(more in terms of “expected” use than “desired” use), together with a need for more
personalized learning.

Keywords Future of learning · Learning models · Learning methods ·
Digitally-enhanced learning · Personalized learning

1 Introduction

Over recent decades, the labor market has experienced economic, social, and cultural
changes [19]. In such environments, learning—the individual and organizational pro-
cess of knowledge creation—can assist employees, as well as their organizations,
in adapting to changing demands, keeping skills updated, managing organizational
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agendas, and handling uncertainty [7, 8, 11, 29]. For firms, ‘learning and develop-
ment’ is also one of the top drivers of employee attraction and retention [35]. Hence,
for firms, reflecting on what learning is and how we learn today, as well as antici-
pating what learning will be like in the future, is critical for sustaining both a short-
and a long-term competitive advantage.

Research on learning is constantly growing [9]. One of the most debated topics
refers to how we learn today and how we have learnt so far in terms of models and
methods. However, we still know little aboutwhat learningwill look like in the future.
In this article, we take on the challenge of systematizing the present and imagining
the future in terms of the meaning of learning and the different learning models and
methods. In particular, using employee surveys, we seek to answer the following
questions: (i) what does learning look like today?, (ii) what will learning look like
in the future?, and (iii) what are the differences, if any, between the way in which
employees learn today and the way in which they expect to learn in the future?.

In this paper, in addition to analyzing responses to open-ended questions about
learning today and in the future, we compare the past and expected use of face-to-
face, online, and blended learning models, and a variety of learning methods. The
various models and methods represent both digital and non-digital learning means,
and have different possible degrees of interaction and personalization.

The article is organized as follows. In the next section,we review themain research
streams in the literature on learningwithin organizations, focusing on the employees’
experience. Then we present our research methods and discuss results comparing
current trends and future trends. We conclude with implications for research and
practice.

2 Research on Learning Within Organizations: “Why”,
“Who”, and “How”

Existing research approaches learning within organizations using different lenses
of analysis. We have research about “why” we learn or should learn, looking at
the positive returns from learning investments; “who” learns, looking at the target of
learning and development initiatives; and “how” we learn in terms of models, modes,
and methods.

First, regarding the “why”, we know that learning is beneficial at the individual
as well as at the organizational level [1, 28]. At the organizational level, learning
facilitates continuous improvement [23], product and service enhancement [20],
knowledge sharing [12], and ultimately helps generate increased performance and
profits [25]. At the individual level, learning helps increase job performance [27],
develop skills [18], and enhance innovation [6]. It also drives satisfaction [27] and
contributes to turnover and absenteeism reduction [14].

Secondly, regarding the “who”, we know that learning can take place at the indi-
vidual or team level [3], but also at the organizational one, with discussions around
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“organizational learning” [e.g. 5] and the “learning organization” [e.g. 36] taking
place.

Finally, regarding “how” employees learn, we have recently seen an increasing
variety of conceptualizations and interpretations of learning, reflecting scholarly
research interests and what employees use within their organizations. According to
a recent comprehensive content review, learning can be categorized into models,
modes, and methods [9].

Choosing a learning model implies a choice between online, blended, and tradi-
tional learning [e.g. 2]. Learning modes may be, for example, synchronous versus
asynchronous [37], individual versus team-based [22], active versus passive [21],
personalized versus standardized [30], include face-to-face versus distance learn-
ing [4, 24], and be formal versus informal [19, 29]. Learning methods can be, for
example, lecture-based [34], case-based [16], game-based [33], problem-based [17],
project-based [10], and cooperative [15].

Recently, the research stream focusing on how learning occurs has been amongst
the most debated ones, as organizations are increasingly reflecting on improving
the effectiveness of employees’ learning experience both in terms of returns at the
individual level and in terms of impact on the business [31].

However, existing research has a predominant focus on the past (how did learning
evolve over the years?) and on the present (how does learning occur today?). Despite
the need for further investigation and the existence of some more practice-oriented
contributions [e.g. 26, 32], we have not yet put enough effort into anticipating the
future and forecasting future learning trends in academic research.

3 Methods

This study is part of a broader research project on howwe learn today and howwewill
learnwithin organizations in the future. Using an online survey, we asked open-ended
and closed questions about employees’ learning experience with different learning
models and methods, their perception of organizational learning mechanisms, and
their expectations for the future of learning.

For the purposes of this study, we used three open-ended questions about what
learning looks like. We collected a sample of 91 employee responses for the first
question (“What do you think learning looks like today?”), 87 for the second one
(“What do you think learning will look like in 2025?”), and 83 for the third one
(“How would you like learning to be in 2025?”). We also used closed questions
to ask about how much respondents use different learning models (72 responses
collected) and methods (66 responses collected) today versus how much they expect
to use them in the future.

The analysis of the open-ended responses followed Gioia et al.’s [13] coding pro-
cess. The initial coding, resulting in first-order terms, was open and more informant-
centric, while the second-order themes were more researcher-centered and suggest
concepts able to describe and explain phenomena (see Table 1). Overall, we assigned
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487 codes towords/short pieces of sentences: 208 to the 91 responses to the first ques-
tion, 136 to the 87 responses to the second question, and 143 to the 83 responses to
the third question. As an example of the coding we used, the quotation “Wewill learn
more and more with gamified experiences outside the organizations. These games
will however need to be transferred within the organizations afterwards. E-learning
and interactive platforms will replace face-to-face learning.” was assigned the codes
multimedia learning, e-learning, and gaming, resulting in ‘digitally-enhanced learn-
ing’ as a second-order coding.

When analyzing the data for the closed questions regarding the three learning
models and the various learningmethods,we used only the data from fully-completed
surveys (54 in total). We divided and aggregated respondents’ answers according
to various meaningful cut-off points to create different respondent categories. For
example, we have created three categories for the usage intensity (i.e. low, medium,
high) of the learning models and methods. We compared between the percentages
of responses in the various categories pertaining to questions about past usage with
those obtained for the questions about future usage.

The sample’s respondents are predominantly Italian (90% of the sample), and
work in Italy (also 90% of the sample). In terms of age and work experience, around
60% of respondents are 35 years old or younger and have at the most 10 years of
experience, while 40% of respondents are more than 35 years old and have more
than 10 years of work experience. Most of the responses were obtained from female
employees (65% of the sample). Finally, around 40% of respondents work for SMEs,
while around 60% of respondents work for large firms (i.e. firms with more than 250
employees).

4 Results

4.1 The Meaning of Learning: Present Versus Future

Based on the coding of the open-ended answers, learning emerges as a complex and
multifaceted concept that cannot be coded in just one single way. We coded each
answer in multiple ways, with an average of 2.3 codes per answer. This is because
learning often requires amix ofmodels andmethods. For example, respondents often
stress the need to combine learning on the job with formally-designed class-based
training or to personalize learning using digital tools.

Figure 1 and Table 2 compare the distribution of second-order concepts that
emerged from responses given to the three open-ended questions. What we see is
that, while learning today is predominantly done “on the job”, with a strong emphasis
on the individual experience in making learning happen, in the future learning will
take place much more “in class”, and will be more digitally-enhanced. The process
of “in class” learning refers to the concept of direct learning, or in other words to
the possibility of attending a learning program that is managed and led by an edu-
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Table 1 Data structure of the open-ended responses about what learning looks like

First-order concepts Second-order concepts Aggregate dimensions

Training on the job
Learning by doing
Learning is a day-to-day work
Leveraging on personal
experience
Learning through job rotation
assignments
Learning thanks to cross
functional/special projects

Individual learning,
experience- based

Learning “on the job”
(indirect learning)

Mentoring
Feedback from boss and
colleagues
Cross-generational exchange
of experiences
Sharing/networking among
peers
Social learning

Social learning,
experience-based

Custom programs
Training courses with external
providers/trainers
Training courses with internal
faculty
Face-to-face class

Class-based learning Learning “in class” (direct
learning)

One-on-one learning
Open and easily accessible
learning
Personalized learning
Continuous learning/“as you
go”
Modular and flexible learning

Personalized learning

E-learning
Online learning
Gaming
Blended learning
Digital learning
Mobile learning
Multimedia learning
Artificial Intelligence

Digitally-enhanced learning

cational institution. The digital presence is something that employees expect but do
not really desire. In terms of aspirations, personalized learning is in fact as important
as digitally-enhanced learning and is given greater importance than it is being given
today.

Specifically, looking at the present (“What do you think learning looks like
today?”), respondents focus in particular on learning on the job, which counts for
67% of total codes assigned, and stress the relevance of individual day-to-day work



140 L. Caporarello et al.

Fig. 1 Frequency of second-order concepts in the three open-ended questions

Table 2 Percentages of the frequency of second-order concepts in three open-ended questions

Learning “on the job” Learning “in class”

Individual
learning,
experience-
based (%)

Social
learning,
experience-
based
(%)

Personalized
learning (%)

Digitally-
enhanced
learning (%)

Class-based
learning (%)

What do you
think learning
looks like
today?

41 26 3 11 19

What do you
think learning
will look like
in 2025?

15 13 18 49 6

How would
you like
learning to be
in 2025?

13 20 29 29 9
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Table 3 Exemplary quotes—“What do you think learning looks like today?”

Second-order concepts Exemplary quotes (# of respondent)

Individual learning, experience-based “On the job mainly, being involved in stimulating
projects and thanks to the exchange of ideas with
competent people.” (#16)
“There is not much time for trainings. You need to
learn fast. You need to face the problem and
“investigate” for a solution.” (#26)
“We learn from managing projects in a responsible
way, with the proper delegation and trust.” (#42)

Social learning, experience-based “A boss or a colleague who is also mentoring/coaching
you is key. Having a community or a network to share
ideas is also important, together with getting
continuous stimuli from the organization.” (#79)
“Learning is mainly possible thanks to knowledge
sharing among peers. This knowledge sharing can also
be structured and institutionalized.” (#84)
“If you are lucky, you learn from your boss, but also
from training courses, networking, cross-functional
groups, and asking questions, being curious and open
to cross-fertilization even outside the organization.”
(#54)

Class-based learning “I learn thanks to the other functions, but also joining
training courses, conferences, and reading specialized
magazines.” (#7)
“Today we learn with short and frequent trainings,
which are organized so that they provide a great
variety of topics.” (#65)
“Lectures, e-learning, and paper-based training
materials.” (#85)

Personalized learning “One-on-one training course.” (#4)

Digitally-enhanced learning “Global connectivity and new social media are crucial
drivers which are reshaping the working environment,
and how people learn and develop the skills to work in
the future.” (#39)
“E-learning mainly, which is poorly personalized
based on individual needs.” (#57)
“Learning has become more digital and
multidisciplinary.” (#80)

in creating learning opportunities (see Table 3 for exemplary quotes). Both the per-
sonal experience (41%) and the experience of colleagues within the organization
(26%) matter. Respondents mention traditional training on the job, but also job rota-
tion assignments and special cross-functional projects. They also say that they learn
significantly from internal networking and knowledge-sharing with peers, which can
be formally or informally organized.

When asked about learning tomorrow (i.e. in 2025), respondents were asked two
separate questions. The first one was “What do you think learning will look like in



142 L. Caporarello et al.

2025?” aimed at exploring the expected trends. The second one, “How would you
like learning to be in 2025?”, aimed at intercepting respondents’ needs or aspirations
with the intention of understanding whether employees believe that learning is going
in the desired direction or not.

In both cases, we see a shift in importance from learning on the job to learning in
class. The second-order concept personalized learning, which was almost not present
in the answers to the question about learning today (it counted for only 3% of the
codes), emerged as very important. It counts for 18% of the codes in the answers to
the question about the expected future, and for 29% of the codes in the answers to
the question about the desired future.

With regard to the question “What do you think learning will look like in 2025?”
(see Table 4 for exemplary quotes) we notice that experience-based learning still
makes up 28% of the codes (down from 67%), and that digitally-enhanced learning
increases to make up 49% of the codes (up from 11%).

With regard to the second question about the future (“Howwould you like learning
to be in 2025?”), personalized learning together with digitally-enhanced learning are
the two equally most important elements (each accounting for 29% of the codes). We
also see a focus onmixed learning, combining learning-by-doing and formal training
(see Table 5 for exemplary quotes).

4.2 Learning Models: Present Versus Future

When comparing responses (present vs. future) regarding the three learning models
(face-to-face, online learning, and blended learning), interesting insights emerge.
Figure 2 shows whether respondents say that they would like to increase or decrease
their low/medium/high use of each learning model in the future compared to the
present.

We observe that respondents wish to learn less using the face-to-face model, and
that they wish to learn more using blended learning. Responses for the use of online
learning are similar in relation to the present and to the future. These observations
seem coherent with the idea that effective learning occurs when we combine multiple
learning models. It is in the nature of blended learning to combine online and face-
to-face experiences.

In the past 12 months, the face-to-face learning model has been used in at least
50% of the learning experiences of 68% of the respondents, while only 40% of the
respondents wish for this to be the case in the future. With regard to online learning,
we see a moderate increase from 19 to 28% of respondents saying that they have
used/will use this learning model in the future at least 50% of the time. The use of
blended learning is expected to increase. Whereas only 4% of respondents said that
blended learning has been used in at least 50% of their learning experiences in the
past year, 26% of respondents said that they would like this model to be used in at
least 50% of their learning experiences in the future.
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Table 4 Exemplary quotes—“What do you think learning will look like in 2025?”

Second-order concepts Exemplary quotes (# of respondent)

Individual learning, experience-based “Training on the job will remain, while using more
technology for training courses.” (#16)
“We will learn from day-to-day experience with a
short/medium-term perspective.” (#40)
“We will increasingly use new methods, games,
outdoor experiences, to be linked with the
organizational life.” (#17)

Social learning, experience-based “Flat communities with no hierarchy, openness to
communication, sharing of best practices.” (#27)
“We will learn by having useful information available
and interacting with colleagues who are involved in
the organizational processes.” (#18)
“Platforms allowing for knowledge-sharing will
become more and more diffused. […] Professional
communities will have clearer goals and will be less
self-referential.” (#75)

Class-based learning “Meeting with other people in person, in class, is as
important as the taught content, if not even more
important.” (#34)
“A face-to-face relation with the others is key
especially for developing soft skills. I am not
necessarily thinking about class-based training. I mean
the ability to involve people and make people
enthusiastic about learning, thanks to gamified
experiences, outdoor activities, digitalization.” (#58)

Personalized learning “The work will be even more dynamic. Therefore,
learning processes will require constant self-paced
learning.” (#11)
“I think it will definitely be a faster process, due to the
availability of information and ways of sharing it, and
a “by doing” process.” (#37)
“Learning will become more fluid, ongoing, and
pervasive. Platforms will provide microlearning
contents on specific business situations which are
relevant for and suggested by the professional
communities.” (#30)

Digitally-enhanced learning “More technology-driven, boundaries between
artificial intelligence and human intelligence will be
more blurred, interacting with technologies will be
almost as rewarding and educational as interacting
with people.” (#5)
“Webinar and online courses.” (#6)
“Face-to-face learning will be replaced by e-learning
or interactive platforms.” (#17)
“Basically, everyone will learn by picking up their
phone. Not sure it’s a good thing—quite the opposite,
in fact—but everything seems to go through one’s
iPhone nowadays.” (#23)
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Table 5 Exemplary quotes—“How would you like learning to be in 2025?”

Second-order concepts Exemplary quotes (# of respondent)

Individual learning, experience-based “Learning by doing.” (#12)
“Attending very short face to face seminars. Learning
by doing in a safe virtual environment.” (#41)

Social learning, experience-based “We need the human interaction. We need mentors to
observe and replicate behaviors. This is more
important than any theory.” (#51)
“We are evolving towards professional networking,
either face-to-face or virtual, to share best practices.”
(#39)

Class-based learning “I would like to keep the idea of the class group. We
learn the most from other people. Platforms make us
lose this interaction.” (#16)
“I hope that learning will occur thanks to physical
interaction among professionals.” (#34)
“I would like that, notwithstanding the technological
evolution and the organizational change, we keep
using face-to-face interactions.” (#77)

Personalized learning “We will be able to learn from anywhere thanks to
e-learning, with personalized courses which will be
targeted based on individual needs. They will be less
standardized, and more tailor-made.” (#4)
“Participants will be able to pick their buddies/trainers
on online apps devoted to specific topics. They will be
able to interact and acquire key information in a short
time span. Interaction should occur on a one-on-one
basis through video calls. They will be offered the
opportunity to fully personalize their learning.” (#29)
“More focus on the individual and on individual skills,
more engaging and interactive.” (#22)
“Easy, fast, and continuous.” (#44)

Digitally-enhanced learning “New technologies will be able to identify individual
needs even remotely. Yet I don’t want to lose the
personal human contact. People make the difference in
teaching.” (#2)
“Technology-driven for the standard content, allowing
more meaningful and rich human interactions for
non-standard content.” (#5)
“Online training sessions, both function-specific and
cross-functional, not only for the onboarding but for
the entire time spent in a company. Learning is
ongoing.” (#40)
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Fig. 2 Learning models: present versus future (low use is below 30%, medium use is between 30
and 70%, high use is above 70%)

When we split the sample according to age (respondents who are 35 years old or
younger vs. thosewhoaremore than35years old), andfirmsize (respondentsworking
for SMEs vs. those working for large firms), results remain qualitatively similar. We
see that, generally, respondents are interested in reducing the time spent learning
using the face-to-face model, with slightly stronger interest from respondents who
work for SMEs versus those who work for large firms. With reference to online
learning, we see that older respondents and those from large firms are relatively
more interested than younger respondents and those from smaller firms in using
more online learning in the future. All groups are similarly interested inmore blended
learning.

4.3 Learning Methods: Present Versus Future

Looking at the responses relating to the various learning methods (see Fig. 3), we
observe that, overall, respondentswish to learn less using instructor-led lectures, even
if this method has often been the most used one in the past. Instead, they want to
learn more using, in particular, guest speakers and interactive class activities. This is
a trend that is aligned with the need for more personalized and hands-on experiences,
as well as digitally-enhanced ones.

In particular, 66% of respondents said that learning using instructor-led lectures
has represented at least 20% of their learning experiences in the past year, versus
54.5%of respondents whowould like this to be the case in the future. On the contrary,



146 L. Caporarello et al.

Fig. 3 Learning methods: present versus future (low use is below 30%, medium use is between 30
and 70%, high use is above 70%)

36% of respondents said that learning using guest speakers has represented at least
20% of their learning experiences in the past year, versus 47% of respondents who
would like this to be the case in the future. A similar trend is recognizable for
company visits (from 20 to 44%), exercises and case discussions (from 23 to 51.5%),
and interactive class activities (from 20 to 48.5%). Responses concerning the use of
assignments remain stable (30%).

Again, when we split the sample according to age (respondents who are 35 years
old or younger vs. those who are over 35 years old), and firm size (respondents work-
ing for SMEs vs. those working for large firms), results remain qualitatively similar.
Some interesting differences between the groups are the following: (i) respondents
from large firms feel more strongly about a future reduction in instructor-led lectures
than those from SMEs, (ii) there is an especially strong interest from SME respon-
dents to attend more guest lectures in the future, (iii) younger respondents are more
interested than older respondents in less instructor-led lectures, more guest lectures,
company visits, and interactive means, whereas older respondents are more keen on
exercises and case studies.

5 Conclusions

With this paper, we aim to provide both a research-oriented contribution and a
practice-oriented one to the field of learning within organizations.

From a research perspective, we collected the points of view of 91 employees to
get a snapshot of how they have been learning recently, and their perceptions of the
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future of learning. Employees have noticed that, currently, learning happens mainly
on the job, while in the future they would like to benefit more from occasions of for-
mal educational pathswhere learning is organized and led by educational institutions.
Moreover, learning in the future is expected to be supported, and not substituted, by
digital technologies. Employees have to deal with a continuous dynamic environ-
ment, so it will be even more important for them to access learning programs that
are characterized by a high level of personalization, and that do not include much
self-paced study. Employees may not be experts in designing the learning process
that is most effective for their goals, so being guided in their learning journey will
be a success factor in future learning processes.

From a practice perspective, we provide organizations, HR, and instructors with
insights about what employees expect and prefer, in particular in terms of learning
models and methods.

Future research could further explore the preferences for “being effective learners
in the future”, including the generational perspective of both learners and instructors.
Another direction for research is looking at how academic institutions are preparing
themselves to respond to changing learning demands in order to be able to meet and
anticipate organizational needs.
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Abstract While the bulk of the literature on intellectual capital focuses on its role
as a source of competitive advantage, fewer studies have analyzed the mechanisms
through which human, social and organizational capital translate into high organi-
zational performance. Drawing on the resource-based view and intellectual capital
research, this paper aims to analyze how the adoption of e-HRM tools and per-
formance pay affects the contribution of intellectual capital to organizational per-
formance. The analysis performed on a sample of 168 Italian large organizations
from the CRANET survey (2015) shows that, while intellectual capital is positively
related to organizational performance, such relationship is weakened in presence of
high levels of e-HRM. Moreover, in contexts of high intellectual capital, the com-
bined presence of high level of performance pay and e-HRM nullifies the positive
impact of intellectual capital on performance, whereas in contexts of low intellectual
capital they lead to higher performance. Implications of these findings for theory and
practice are discussed.
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1 Introduction

In the current knowledge-based economy intellectual capital represents one of the
main sources for companies success [26]. It can be defined as “the sum of all knowl-
edge firms utilized for competitive advantage” [26, p. 451] and has been categorized
into three components: (a) human capital refers to knowledge, skills, and capabil-
ities of individual employees; (b) social capital involves the knowledge embedded
relationships and interactions among individuals; (c) organizational capital is the
institutionalized knowledge stored in databases, manuals, culture, systems, struc-
tures, and processes. Adopting a resource-based perspective [1, 18], it can be argued
that the three dimensions of intellectual capital (i.e., human, social and organizational
capital) are often location-specific, involve tacit learning, and are socially complex
and causally ambiguous [4, 20, 27]. The influence of intellectual capital on firms’
outcomes has been widely investigated by existing literature and, although some
contrasting findings emerged, it can be generally maintained that intellectual capital
has a positive relationship with firms’ outcomes [6, 29].

While the bulk of the literature on intellectual capital focuses on its role as a source
of competitive advantage, fewer studies have analyzed the mechanisms through
which human, social and organizational capital translate into high organizational
performance. In this paper, we contribute to this stream of the literature by ana-
lyzing how electronic-HRM (e-HRM) and performance-pay affect the relationship
between intellectual capital and firm performance. Indeed, the adoption of “integra-
tion mechanisms and contents between HRM and IT, aimed at creating value for
targeted employees and managers” [2, p. 507] is one of the most significant changes
that has characterized the HR function in the last decade. Similarly, performance-
related pay has been often indicated as one of the main tools that HR managers can
adopt in order to increase employees motivation and performance. Thus, a better
understanding of how these practices (e-HRM and performance-pay) impact on the
intellectual capital of a firm is of paramount importance for advancing the HRMfield
and depicting relevant implications for HR professionals.

Drawing on the resource-based view and intellectual capital research, this paper
aims to analyze how the adoption of e-HRM tools and performance pay affect the
contribution of intellectual capital to organizational performance. The analysis is
based on 168 Italian organizations and the data come from the CRANET survey
(2015). In the next section, the theoretical approach is presented and the hypotheses
are developed. Then we present the empirical analysis and the results. We conclude
by discussing the contribution and implications of the main findings of the study.
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2 Theoretical Framework and Hypotheses

2.1 Intellectual Capital and Organizational Performance
in the RBV Perspective

Over the last years, many researchers have applied the resource-based view (RBV)
to identify the kind of resources most likely to influence competitive advantage and
performance. In so doing, many have converged on companies’ intellectual capital
as one of the most universally valuable resources (see [6, 23]).

According to the RBV, firms are bundles of tangible and intangible resources and
capabilities which can create a competitive advantage [1]. Indeed, RBV assumes that
the primary driver of the firm’s durable competitive advantage and economic perfor-
mance is a collection of resources which are valuable, rare, inimitable and organized
(VRIO; [1]). According to the VRIO framework resources are valuable when are a
significant source of profitability; should be rare in the sense that there is a scarcity of
such resources; those resources should be hard to imitate and organizations should be
fully organized in order to effectively exploit them. Therefore, this perspective “ex-
plains an important route to achieving competitive advantage and corporate success
in a modern economic system in which firms rely far less on homogenous factors
of production such as labor and capital and much more on differentiated resources
such as human expertise, organizational routines, reputation, and complex linkages
with customers and suppliers” [3].

More specifically, the RBV relies on twomain assumptions which derive from the
pioneering work of Penrose [18]: resource heterogeneity and resource immobility.
Resource heterogeneity refers to the idea that performance differencesmay be related
to the heterogeneous distribution of valuable resources—such as intellectual capi-
tal—among firms. The value of such resources increases as they are bundled together
to create idiosyncratic combinations which are able to solve firm-specific problems
that are peculiar of the firm’s unique competitive context [18, 23]. Moreover, when
such idiosyncratic combinations are so complex that others cannot easily duplicate or
substitute for, those companies will outperform competitors lacking such resources
[1, 19].

Theoretically, a distinct branch of the RBV—the intellectual-based view—has
argued that intangible assets that firms acquire, develop and accumulate over time
such as knowledge, skills, and behaviors of employees may generate outperforming
results and thus create value for the company [22]. Therefore, intellectual capital may
be seen as an intangible asset which has the potential to create value. However, such
result is related to the company’s capability to implement specific sets of practices
which leverage intellectual capital and allow to achieve a better incremental and
radical innovative performance [7, 8, 26].
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2.2 The Moderating Role of e-HRM and Performance Pay

The literature on e-HRM usage in organizations has been growing rapidly together
with a specific interest in advantages and opportunities that such systems are expected
to confer on organizations [16]. However, research looking at weather e-HRM is
related to specific strategic outcomes such as organizational performance is lacking
[11] and empirical evidence for the actual attainment of expected benefits is scarce
[17].

According to Strohmeier [25], the resource-based viewmay be applied as theoret-
ical foundation explaining the relationship between e-HRM and its consequences. In
this perspective, e-HRM can be seen as a means to obtain human resources which are
valuable, rare, difficult to imitate and non-substitutable [1]. Moreover, e-HRM may
contribute to the effective management and development of these valuable resources.

Therefore, organizations characterized by a high level of intellectual capital may
gain higher performance by successfully applying e-HRM because it allows a better
exploiting of human resources with such strategic characteristics. It follows that the
outcome of intellectual capital depends on the extent to which IT is viewed as useful
and strategic by the organization. Youndt and Snell [28] predict that (and found
support for) a positive relationship between the adoption of an accessible, user-
friendly and integrated information technology HR configuration and organizational
capital. In this view, hard IT infrastructures and soft HR management systems both
help organizations to institutionalize tacit knowledge. Thus we expect that e-HRM
positively interactwith intellectual capital in influencing organizational performance.
In formal terms, we predict that:

H1: The adoption of an e-HRM system moderates the positive relationship between
intellectual capital andorganizational performance, so that the relationship is stronger
at higher level of e-HRM system adoption compared to lower.

Similarly to e-HRM, an increasing number of organizations, predominantly in
the private sector, embrace pay schemes linking pay to the employee or firm perfor-
mance [5]. Organizations can implement three distinct types of pay for performance
(PRP), namely individual-based performance pay, group (collective)-based perfor-
mance pay and/or company-based performance pay (profit sharing and stock options)
[12]. These three forms of pay may have different logics and effects [14] and the
debate about the effectiveness of PRP programs is not yet resolved. However, it is
generally argued that PRP is beneficial to employee performance [9], and that vari-
able (bonus) pay is more effective in influencing future employee performance than
permanent (merit pay) [15]. At the organizational level, these systemswould likely to
ensure higher skill levels in the workforce by attracting employees who had already
achieved higher performance levels from outside and by retaining the best perform-
ers within [10]. These incentive and sorting effects of individual PRP should, in turn,
increase the level of human capital of the organization. Highly skilled employees are
more likely to be motivated when their pay is linked to their performance compared
to more traditional (i.e., fixed) pay systems. Moreover, when PRP is based on group
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or company performance, employees are more likely to share their knowledge and
to support each other, thus making the relationship between social and intellectual
capital and performance stronger than in traditional pay settings. Thus, we predict
that:

H2: The adoption of performance-based pay moderates the positive relationship
between intellectual capital and organizational performance, so that the relationship
is stronger at higher level of adoption of performance-based pay compared to lower.

Despite the positivemoderating effect that e-HRMand performance paymay have
on the relationship between intellectual capital and organizational performance, the
situation may become more nuanced when considering the context in which they are
implemented. We argue that the joint effect of e-HRM and performance pay systems
depends on contextual features and more specifically on the extent of intellectual
capital characterizing the organization. More specifically, these elements working
together may be perceived as either an opportunity to enhance value for the orga-
nization or having the opposite effect. Herremans et al. [8] found evidence that an
organizational design combining technology infrastructures with results-based con-
trol system is associated with reduced perceived uncertainty. All organizations face
uncertainty and reducing the amount of uncertainty associated with decision-making
processes is one of the main organizational aims. However, uncertainty can be either
positive or negative according to the context. For example, Rastogi [21] proposed
that intellectual capital is primarily deployed in environments that are dynamic or
in rapid flux, so contexts in which people have to continuously foresight, assess
problems, find solutions, learn and change strategies and action plans. Therefore,
the very nature of intellectual capital suggests a higher degree of uncertainty as a
driver to the development of intellectual capital capabilities [8]. In this perspective,
since the adoption of e-HRM and performance pay directs employees’ behaviors,
those individuals operating in organizations characterized by high intellectual capital
may perceive the reduced uncertainty due to the joint adoption of technology and
results-based control systems as a threat to the development of intellectual capital
capabilities thus resulting in lower performance. In formal terms, we predict that

H3: The combined influence of e-HRM and performance-based pay on the relation-
ship between intellectual capital and organizational performance will be stronger for
firms with lower level of intellectual capital.

3 Methodology and Results

3.1 Sample and Procedure

This study is based ondata from theCRANETsurvey (2015) and the sample consisted
of 168 Italian organizations. The survey provides comprehensive information about
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the HRM practices of organizations with over 200 employees. The key informants
were the participating companies’ HR directors.

Thirty-four percent of these companies operated in themanufacturing sector, 42%
in the services sector and 24% in the advanced service sector. Companiesweremainly
private (66%) and operating on the domestic market (54%). Fifty-two percent had
over 25% highly educated workers, and on average 75% of them reported providing
some degree of flexible work arrangements. Forty percent of the firms involved in
the study had over 2000 employees.

3.2 Variables

Organizational performance. It is measured by four variables (Service quality,
level of productivity, profitability, rate of innovation) measuring perception of per-
formance. A principal component analysis with Varimax rotation was conducted
using SPSS, to identify emergent factor solutions for organizational performance.
Factorability of the correlation matrix, as assessed via the Keyser-Meyer-Olkin test
(KMO= 0.17) and Bartlett’s test of sphericity (χ2 = 155.832, df= 6, p < 0.000), was
supported. The analysis yielded a one-factor solution. Percentage variance explained
= 59%. Cronbach’s α = 0.76

Intellectual capital. We used the scale developed by Youndt et al. [29] and later
used by Subramaniam and Youndt [26] to assess HR directors’ perceptions of orga-
nizational intellectual capital. After an introductory statement referring to the extent
the respondent agreed with the following items describing his/her organization’s
intellectual capital, fourteen items on a Likert scale from 0 (total disagreement) to
4 (total agreement) measuring the three types of intellectual capital (i.e., human,
social and organizational) were provided (e.g., “Our employees develop new ideas
and knowledge”, “Our employees share information and learn from one another”,
“Our organization embeds much of its knowledge and information in structures, sys-
tems, and processes”). The three scales were combined to form one single factor
measuring intellectual capital as the sum of all knowledge firms utilize for competi-
tive advantage [13, 29]. Cronbach’s α = 0.87.

e-HRM. For determining the amount of e-HRM adoption a set of binary categori-
cal variables were employed. It was calculated by adding seven categorical (yes/no)
questions from the CRANET questionnaire: (a) Human resource information sys-
tem or electronic HRM systems for HRM activities (HRIS); (b) manager self-service
for HRM activities (manager self-service); and (c) employee self-service for HRM
activities (employee self-service); (d) the vacancy page on the company website
as a recruitment method (e-recruitment); (e) online selection tests as the selec-
tion method (e-selection); (f) bottom-up or top-down electronic communication (e-
communication); and (g) the use of computer-based packages/e-learning for career
management (e-learning). Therefore, e-HRMis a formativemeasure of e-HRMadop-
tion with a minimum of 0 and a maximum of 7.
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Performance pay. The amount of performance pay adoption was calculated by
adding a set of binary categorical variables representing different types of pay-
ment schemes. The categorical variables from the CRANET questionnaire were: (a)
employee share schemes; (b) profit sharing; (c) stock options; (d) flexible benefits; (e)
individual performance related pay; (f) bonus based on individual goals/performance;
(g) bonus based on team goals/performance; and (h) bonus based on organizational
goals/performance. Each company rated the adoption of the above payment schemes
for both professionals and clericals/manuals. Therefore, performance pay is a for-
mative measure with a minimum of 0 and a maximum of 16.

Control variables. Organizational size is a single indicator measuring the log of the
total number of employees of the organization.Organizational age is a single indicator
measuring the log of years since firm’s foundation. We also controlled for sector
(1 = private company 0 = not private company) and industry membership (three
categories: manufacturing, services, advanced services (ref.)). We asked respondents
to rate the growth of the market currently served by their organization (5-point scale
ranging from 1-“Declining to a great extent” to 5-“Growing to a great extent”). A
six-point scale was adopted to measure the proportion of the workforce with a higher
education/university qualification and the proportion of young employees (1= “0%”,
2 = “1–10%”, 3 = “11–25%”, 4 = “26–50%”, 5 = “51–75%”, 6 = “76–100%”).

3.3 Analysis and Results

Wefirst validated themeasurement model and then tested themoderation hypothesis.
Numerical predictor variableswere centered on the grandmean.Descriptive statistics
and correlations are reported in Table 1. The results of the hierarchical multiple
regression analyses are reported in Table 2.

In termsofmain effects, results of the fullmodel (Model 4) showed that intellectual
capital and performance pay were positively and significantly related to organiza-
tional performance. With regard to the two-way interactions between performance
pay and e-HRM, performance pay and intellectual capital, e-HRM and intellectual
capital, results show that e-HRM has a negative impact on the relationship between
intellectual capital and organizational performance, while the interaction between
intellectual capital and performance-pay is non-significant. Hence, Hypothesis 1
and Hypothesis 2 were not supported by our analysis. Interestingly, results showed
that the three-way interaction term was negative and significant, thus supporting
Hypothesis 3. In order to better understand the pattern of the interactions, the results
were plotted in Figs. 1 and 2.

As Fig. 1 illustrates, when intellectual capital is high, low-e-HRMadoption results
in better organizational performance than high e-HRM performance (p < 0.01). Fur-
thermore, Fig. 2a indicates that in organizational contexts where intellectual capital
is low, the relationship between performance pay and organizational performance is
significantly stronger at high e-HRM levels (p < 0.001), while it is non-significant at
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Table 2 Hierarchical multiple regression results for organizational performance

Model 1 Model 2 Model 3 Model 4

B s.e. B s.e. B s.e. B s.e.

Org. size 0.15† 0.08 0.05 0.088 0.05 0.09 0.03 0.09

Org. age −0.37*** 0.10 −0.32** 0.100 −0.31** 0.10 −0.30** 0.10

Industrya

Manuf. 0.06 0.23 −0.03 0.221 −0.04 0.22 −0.01 0.22

Services −0.19 0.23 −0.19 0.221 −0.18 0.22 −0.191 0.21

Market
trend

0.34** 0.10 0.30** 0.093 0.30** 0.10 0.29** 0.09

Higher
education

0.14 00.07 0.06 0.074 0.08 0.07 0.07 0.07

Performance
pay

0.07† 0.034 0.08* 0.03 0.09** 0.04

e-HRM 06 0.066 0.03 0.07 0.04 0.07

Intellectual
capital

0.26 162 0.33* 0.17 0.57** 0.19

Performance
pay * e-
HRM

−0.01 0.02 −0.01 0.02

Performance
pay* Intel-
lectual
capital

−0.02 0.07 −0.02 0.07

e-
HRM*Intel-
lectual
capital

−0.17 0.11 −0.25* 0.11

Performance
pay * e-
HRM*Intel-
lectual
capital

−0.09* 0.04

Adj. R2 0.25 0.31 0.32 0.35

F change 7.1*** 6.4*** 5.4*** 5.6***

Note †p < 0.10, *p < 0.05, **p < 0.01, ***<0.001. Ref. category: aAdvanced services

low levels of e-HRM. Conversely, in organizational contexts where intellectual cap-
ital is high (Fig. 2b), the relationship between performance pay and organizational
performance is significantly stronger at low e-HRM levels (p < 0.001), while it is
non- significant at high levels of e-HRM.



160 A. Lazazzara et al.

Fig. 1 Interaction between Intellectual capital and e-HRM on organizational performance

4 Discussion and Conclusion

Though preliminary, the findings reported above offer interesting evidence about
how e-HRM and performance pay interact with intellectual capital in influencing
organizational performance. First, consistently with existing studies, we found that
intellectual capital is positively related to organizational performance. This confirms
that companies that want to remain competitive in modern markets should invest on
the quality of their human resources by attracting high-skilled employees, developing
a cooperative and supportive social context, and providing adequate organizational
practices to institutionalize the existing knowledge.

Surprisingly, our findings also show that when a company combines investments
in intellectual capital with the adoption of an advanced e-HRM system the positive
effect of intellectual capital is reduced. This finding can be interpreted in three ways.
First, it may be the case that in presence of high levels of intellectual capital an
e-HRM system may be perceived as a form of control rather than as a mechanism
to leverage on for further developing the human, social and organizational capital.
Skilled and knowledgeable employees may be less positive toward pervasive e-HRM
tools as these may reduce their perception of autonomy and freedom [24]. Second, e-
HRM systems may have negative effects on some specific dimensions of intellectual
capital, and specifically on social capital. Indeed, the digitalization of the workplace
can also imply a reduction (or disruption) of social interactions at work [24], thus
reducing the social capital of the organization. Given that the three dimensions of
intellectual capital complement each other, the result is a reduction of the impact
of intellectual capital on organizational performance. Third, it could be that e-HRM
adoption is not the result of a strategic choice on the part of the HR function. Rather,
e-HRM adoption could be seen by companies in our sample more as a transactional
way to automate administrative HR tasks and saving costs. Therefore, understanding
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Fig. 2 Relationship between performance pay and organizational performance for different levels
of e-HRM and intellectual capital. a Low intellectual capital. b High intellectual capital
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the broader context and the strategic intent behind e-HRM adoption is critical in
order to fully explain its effect.

Concerning performance pay, the results show that it has a positive relationship
with organizational performance, but the interaction with intellectual capital is non-
significant (and negative). Thus, while PRP per se seems able to contribute to orga-
nizational performance by the incentive and sorting effects predicted by economic
theories [10], it also seems unable to increase the potential contribution of intellectual
capital to performance. This latter effect may be explained with the increased sense
of control the employee may perceive when PRP schemes are in place. Indeed, firms
with a high level of intellectual capital generally rely on the creativity and innovative
behaviors of their employees as a source of competitive advantage. This organiza-
tional culture contrasts with HRM practices, such as PRP, that foster employees to
adopt more conservative behaviors focused on task accomplishment rather than on
the exploration of a new idea. Indeed, exploiting intellectual capital through innova-
tion and creativity requires the possibility to fail and make mistakes, which is usually
not contemplated in PRP programs.

This interpretation is consistentwith the findings showing that the combined effect
of high levels e-HRM and high levels PRP on the relationship between intellectual
capital and organizational performance is positive in situations of low intellectual
capital and is negative in situations of high intellectual capital (Fig. 2). When firms
do not rely on intellectual capital for competitive advantage, having pay strictly
related to performance and a strong e-HRM infrastructure that increases the level
clarity and transparency in performance requirements motivates employees to be
productive and to increase their level of effort to reach the assigned objectives. On
the contrary, when intellectual capital is high, such systems demotivate employees
to fully exploit their potential. Surprisingly, Fig. 2b also shows that in the context of
high intellectual capital when e-HRM is low, PRP has a strong positive moderating
effect on the relationship with organizational performance. Consistently with our
predictions (H3), this confirms that it is only the joint effect of high e-HRM, high
PRP that reduces the positive impact of intellectual capital on performance.

The paper suffers from several limitations such as cross-sectional design and
common-method variance. However, the results highlight important managerial
implications. Indeed, the joint adoption of these two HRM tools (i.e., e-HRM and
performance pay) should be carefully evaluated by managers by taking into account
the role that they assign to intellectual capital as a source of competitive advantage.
Moreover, our findings highlight also the risk of an excess of techno-optimism in
the adoption of e-HRM and question the appropriateness of a deterministic view of
e-HRM as causing organizational positive outcomes [25]. Therefore, future research
could usefully explore more in-depth the contextual HRM conditions that allow (or
prevent) organizations to (from) fully exploiting the performance potential of intel-
lectual capital. More specifically, we suggest further research to better analyze how
the reduction of perceived internal uncertainty impacts knowledge-intensive organi-
zations.
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Information and Communication
Technologies Usage for Professional
Purposes, Work Changes and Job
Satisfaction. Some Insights from Europe

Daria Sarti, Teresina Torre and Elena Pirani

Abstract This paper aims at investigating the relationship between work changes
and Information and Communication Technology usage for professional purposes.
These two major concepts are at the heart in current research on working environ-
ment and its conditions for fostering job satisfaction, an important and well recog-
nized outcome. In order to pursue our goal, the paper is organized in the following
way. In the first part, a brief overview of work changes is provided, together with a
reviewof recent literature linking current contributionswithin the two chosen areas of
study, and hypothesis to test are suggested. In the second part, results of the analysis
—carried out on a sample of European employees (N= 21,540) taken from the Sixth
EuropeanWorking Conditions Survey (EWCS 2015) is described. Finally, first inter-
esting counter-intuitive evidence is discussed and concluding remarks on managerial
implications of our enquiry about a ‘good’ management of ICTs are reported.

Keywords Work change · ICT usage · PC usage · Job satisfaction · Job
resources · Europe
1 Introduction

In the last decades, Information and Communication Technologies (ICTs) usage for
professional purposes has represented a largely debated issue in economics and in
organizational field. Coherently with the prophetical forecast by Kiester and col-
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leagues—who wrote that ‘computers are transforming work and, in some cases,
lives’ [1: 1123]—the technological revolution is still deeply modifying labour and
the way in which it is performed.

If a number of studies has already been conducted with attention to the impli-
cations of this evolution, research is still needed in order to effectively understand
the relevance of ICTs in the work organization and in its change processes, which
involve work and which could influence employees’ behaviour [2].

According to authors, as technology changes at a rapid pace, organizations increas-
ingly incorporate technologies into their work places and methods, thus leading to
continuous adaptations and, in turn, to alterations in work design [3, 4].

However, and independently from the antecedents (that is the source of stimuli)
of the work changes and job redesign (such as for example, technology rapid change,
market and labour competition, etc.), the individuals’ strategy of adaptation to the
new working conditions—defined by the organizations as interventions of job re-
design—may lead them to rethink their own working routines, also considering a
different use (for other activities, i.e. for communicating) or a larger one (i.e., in
terms of hours) of technological instruments. The basic idea is that work changes
enable a higher use of the ICT tools, introducing a counter-intuitive suggestion,which
seems to us a good explanation for the enlargement in use of technologies. Indeed,
researches show an increasing in the pervasiveness of technologies, so that it can be
imagined a connection, which is interesting to deepen.

Starting form this premise, the aimof the presentwork is to analyse the relationship
betweenwork changes and the ICTs usage in thework context,with specific reference
to the PC usage.

At the same time, it is observed that literature pays a particular attention on the
role of employees’ positive outcomes in organizational context. A number of works
investigate their antecedents and consequences, considering the importance of job
satisfaction (JS), the influence of which is determinant to get ‘quality’ work, on
its turn at the basis of the success of a company. JS has been classically defined
as affective orientation towards the role a person is occupying [5]. Armstrong [6]
suggests that JS refers to the aptitude and the sentiments an individual has about
his/her work. It is closely related to all the characteristics of the job. Coherently, it
is presented as a multifaceted psychological construct that measures the degree to
which an employee is satisfied and happy with his/her job [7, 8]. In any case, the
relevance of JS is established and the conditions able to favour it are worthy to be
deepened.

Therefore, the mediating role of ICT usage in the relationship between work
changes and JS is investigated. It is our opinion that this issue can offer interesting
stimuli to better understand the role played by ICTs in employee’s work conditions
and to offer suggestions for management in order to improve these processes. In
detail, the research assesses the impact of some job characteristics—which are strictly
connected to the important role that ICT may have on work organization and in its
changes—on JS.

For the purpose to develop our ideas, the paper is organised in the following man-
ner. In the second paragraph, the theoretical background is offered and the hypotheses
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are presented. In the third, the analysis and the most relevant results are presented.
Finally, some preliminary suggestions in relationship to the research questions and
to their counter-intuitive evidence towards some managerial implications are intro-
duced and considerations useful for future research activities are proposed.

2 Theoretical Background

2.1 Work Change and Job Satisfaction

Since the Seventies, work design has been recognized as the most important strategy
for improving both productivity and the quality of the work experience in organi-
zations [9]. In this sense, job design and job re-design might indeed represent a
fundamental focus of motivation for employees [9–11], also increasing organiza-
tional productivity and improving the quality of working experience for employees
[12].

Recently, it was proved that work redesign directly affect positively employees’
attitudes—reinforcing their psychological balance—since work re-design interven-
tions are perceived as a signal of organizational investments in job and working
conditions improvements [13–15].

Thus, we posit that changes in work routine may have a positive impact on JS:

• HP1. There is a positive and significant relationship between work change and JS.

2.2 The Mediating Role of ICT Usage

Starting from the evidence that, according tomost studies, change is nowadays essen-
tially technology-driven and that this produces deep effects on the way people work
[16, 17], we think thatwork changesmay bring about an intensification in the usage of
technological instruments for professional purposes—e.g., PC usage. Indeed, when
changes in work design arise—for example through the improvement of tasks and
responsibilities—as a consequence, employees may experience an increase in the
need for new instruments to cope with the new configuration of their works. These
instruments may be new technology tools. At the same time, the changes in employ-
ees working routines may increase the employees’ perception of the actual utility of
ICT instruments already in use in their organization, thus leading them to increase the
intensity of their usage [18]. Coherently, the Unified Theory of Acceptance Model
had underlined that both performance expectancy (that is the degree, to which a
worker believes that the use of ICTs helps his performance) and effort expectancy
(that is the degree of ease in the use of technologies) have a positive effect on the
use of technologies [19]. PC is indeed the principal tool for working activities, but
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also it is the essential tool for relationships with the members of own team, with the
boss and to support the change itself.

Coherently, we state that:

• HP2. There is a positive and significant relationship between work changes and
PC usage for professional purposes.

According to recent reviews, the use of ICT in the workplace can have both
positive and negative effects on employees’ work experiences [20, 21]. Some authors
highlight the positive impact of new technologies on the increase of individuals’
overall JS. In particular, it has been shown that ICT usage favours a growth in
the rate of communications among employees [22, 23]. Other streams of literature
suggest that in modern workplaces ICT usage can increase job demands due to
increasing expectations and employee accessibility to the workplace [21]—which in
turn can have a negative impact on employees’ health and well-being [24] and on
family-to-work conflict [25].Other studies suggest that ICTs can improve employees’
working conditions thus favoring their positive attitudes and behaviors.Hendriks [26]
for example demonstrated that ICTs can enhance knowledge sharing by lowering
temporal and spatial barriers between knowledge workers and improving access to
information and sources of knowledge.

However, if we start from the pivotal study of Barnard [27] and from his idea
of the organization as a ‘cooperative’ system—in which the satisfaction of both the
organizational goals and individuals’ needs have to be pursued—we can approach
ICTs as an ‘instrument’ for the achievement of the above mentioned twofold goals.
Thus, we believe that a conscious use of such instruments are pursued within a
context in which the social nature of the organization as a ‘cooperative system’ is a
constitutional element. In this vein, we posit that:

• HP3. There is a positive and significant relationship between PC usage and JS,
and the use of PC for professional purposes do mediate the relationship between
work changes and JS.

2.3 The Job Resources’ Moderation Effect

The use of technology at work, which is nowadays so essential and which leads
employees to the experience of better working conditions, and in turn to JS, may
have a number of interacting elements—especially job and organizational character-
istics—favouring (or not) its positive impact on final and overall JS.

According to the Job Demand-Resource model [28, 29], working conditions—
considering characteristics of work, referring to physical, social and organizational
aspects of the job—favour the positive attitudes of workers whilst they may reduce
counter-productive behaviours.

In this vein, we believe that a number of job and organizational conditions, pre-
existing in the working environment, may play an interaction effect on PC use in its
relationship with JS, when work changes are involved.
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So, we aim at demonstrating that:

• HP4. Job resources (JRs) moderate the relationship between PC usage and JS.

In Fig. 1, a brief path diagram representing the relationships among the factors
examined in our analysis is shown. The hypotheses are depicted in the figure by the
causal arrows, meaning that we hypothesize that work changes affect JS in a positive
and significant manner (HP1), that is the main effect to verify. Also, work changes
affect PC usage (HP2), which in turn affects JS also having a mediation effect (HP3).
Moreover, it is hypothesized that JRsmayhave amoderation effect on the relationship
between PC usage and JS (HP4), so that when PC usage is implemented, due to work
changes, the overall impact on JS would also be ‘facilitated’ (or ‘hindered’) by JRs.

Hp1: Hypothesis direct model 
Hp2 and Hp3: Hypotheses mediation model 
Hp4: Hypothesis moderation model 
 

Fig. 1 The model of analysis
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3 Empirical Analysis

3.1 Method

The empirical research was based on data gathered from the database of the sixth
EuropeanWorking Conditions Survey (EWCS) conducted in 2015 on a large sample
of workers from the EU35 and which is the most recent at disposal. Only people who
declared their status of employed were included in the analysis since the purpose of
our analysis. Final sample results composed by 21,540 individuals belonging to EU
27.

3.2 Analysis

Dependent Variable

The chosen dependent variable is JS. It is measured with a one-item question taken
from the EWCS questionnaire: “On the whole, are you very satisfied, satisfied, not
very satisfied or not at all satisfied with working conditions in your main paid job?”.
The range of response was based on a four-point scale ranging from 1 = ‘Not at
all satisfied’ to 4 = ‘Very satisfied’. Despite some authors suggest for caution in
using single-item scales in empirical research [30], others express approval for this
solution (e.g., [31]). Indeed, as it has been demonstrated that “single-item measures
of overall JS correlated highly with multiple-item measures of overall JS” [31: 77],
the same solution might be used in special circumstances [30] so that in the present
case.

Independent Variables

ICT usage is measured with one single questions available in the questionnaire. The
question is: “Does your main paid job involve… working with computers, laptops,
smartphones etc.?”. The responses were based on a seven-point-scale ranging from
7 to 1; in detail: 7 = ‘Never’; 6 = ‘Almost never’; 5 = ‘Around ¼ of the time’; 4 =
‘Around half the time’; 3 = ‘Around ¾ of the time’; 2 = ‘Almost all the time; 1 =
All of the time. The scale was reversed for the purpose of this study.

Work change is measured with four questions present in the questionnaire. One
example of these questions is: “In the last 12 months work changed in the amount
of influence you have over your work?”. The range of response was based on a five-
point scale ranging from 1 = ‘decreased a lot’ to 5 = ‘increased a lot’. The scale
reliability coefficient, Cronbach’s alpha, is 0.657.

Job resources. Seven JRs for this study are computed (using the mean) considering
items of the questionnaire which were coherent with those presented in previous
scales of measure validated in current literature (see for example: [32–34]). In the
following table, these JRs are presented (Table 1).



Information and Communication Technologies Usage … 171

Table 1 The JRs used in this study: name, number of items, example of question and Cronbach’s
alpha

Variable Number of
items in the
scale

Example of item Alpha Cronbach

Supervisor support 6 ‘Your immediate boss
gives you praise and
recognition when you
do a good job’

0.894

Organizational support 6 ‘How much do you
agree with the
following sentence:
The management trusts
the employees to do
their work well?’

0.861

Participation 6 ‘How often are you
consulted before
objectives are set for
your work?’

0.798

Work-life balance 6 ‘How often have you
kept worrying about
work when you were
not working?’

0.773

Job clarity 3 ‘You know what is
expected of you at
work?’

0.707

Time strain 3 ‘Does your job involve
working at very high
speed?’

0.693

Social support 2 ‘Your colleagues help
and support you?’

0.700

Note All items were assessed based on a 5-point scale of response ranging from 1 =
‘always/completely agree’ to ‘5 = never/completely disagree’

For the purpose of this analysis, the scale of response for ICTs usage and JS were
reversed, so that a higher score in response was the maximum and the lower score
the minimum.

Control Variables

These are: age (continuous, in year); gender (1 = male; 2 = female); years in the
organization (continuous); education level (ranging from 1 = no formal education
to 7 = tertiary education, advanced level); hours worked per week (continuous),
number of workers subordinates to the respondent in the job (continuous), income
(aggregated into categories but considered as a continuous variable in the model),
occupational classification (ISCO classification in 8 categories).
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Table 2 Results from the structural equation model predicting JS, total effects (N = 21,506)

Coef. Std. err. P > z

Job satisfaction <==

Gender (rif.: male)

Female −0.015 0.010 0.125

Age −0.001 0.000 0.108

Size organization −0.062 0.006 0.000

Years working in the organization 0.001 0.001 0.328

Hours worked −0.007 0.000 0.000

Education 0.004 0.003 0.226

N. of subordinates 0.022 0.005 0.000

Income 0.032 0.002 0.000

Occupation classification (rif.: technicians and associate
professionals)

Managers 0.073 0.023 0.002

Professionals 0.043 0.016 0.008

Clerical support workers −0.021 0.018 0.250

Service and sales workers −0.060 0.017 0.000

Skilled agricultural, forestry and fish −0.088 0.051 0.084

Craft and related trades workers −0.096 0.020 0.000

Plant and machine operators, and assemb. −0.141 0.022 0.000

Elementary occupations −0.144 0.022 0.000

Armed forces occupations 0.150 0.064 0.019

Work changes 0.074 0.010 0.000

PC usage 0.012 0.002 0.000

PC usage <==

Work changes 0.819 0.035 0.000

3.3 Results

A structural equation model was implemented in order to test the mediation hypoth-
esis presented in the second paragraph. All analyses have been performed using the
statistical package STATA. Table 2 shows the total effects of the different key and
control variables on JS, together with the total effect of work change on the use of
technological instruments, whereas Fig. 2 shows the path diagram of direct and indi-
rect effects of work changes on JS. Please note that the higher the value of the variable
work change, the higher the increase of the various aspects linked to changes in job
used to build the indicator (e.g., hours worked, salary, tasks and responsibilities).

While for control variables JS is lower for women and decreases as far as the
dimension of the firm increases or the number of hoursworked increases. Conversely,
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PC usage 

Work changes Job Satisfaction 

0.819*** 0.012*** 

0.064*** 

0.010*** (mediation effect)  

Fig. 2 Direct (continuous lines) and indirect (dashed line) effects of work change on JS, mediated
by ICTs usage

JS is positively associated with the time passed in the organization, and for highly
educated workers. Having high professional positions is positively related to JS, as
proved by the coefficients of the variables referring to the number of subordinateswho
depend on the respondent worker and his/her income, and the occupational position.
For the latter, specifically, managers and professionals are on average more satisfied
with their job relative to technicians and associate professionals, whereas all the
other positions seem to be less satisfying (or not significantly different). Finally, once
controlled for the job characteristics, age and gender are not significantly associated
with JS.

As for our key variable, results prove a significant association between work
changes and the dependent variable, which is JS (β = 0.074; p < 0.001): the higher
the level of work changes (in the sense of an increasing), the higher the level of
JS, thus supporting HP1. Moreover, also HP2 is supported: increasing level of work
changes are associated with an increasing use of ICT instruments at work (β= 0.819;
p < 0.001).

The total effect of work change on JS presented in Table 2 can be indeed splitted
into a direct and an indirect effect, through ICTs usage (Fig. 2). Our results proved a
small but significant indirect (or mediation) effect of work change on JS trough ICTs
usage (b = 0.010; p < 0.001). Thus, HP3 is supported, meaning that the ICTs usage
do have an impact in affecting the relationship between work change and JS. It is
worthwhile noting that, once the model is accounted for the job characteristics, both
the total and the mediation effect of work changes on JS reduce (results not shown
but available upon request), but they remain significant, denoting that the relationship
may change depending on the type of occupation and its responsibilities.

Additionally, various types of JRs was investigated in order to test their potential
moderator effect in the relationship between ICTs usage and JS. Specifically, we
considered: boss support, organizational support, participation, work-life balance,
job clarity, time strain, social support. We estimated seven separate models consid-
ering time by time a single type of job resource, and interacting it with ICTs usage.
Table 3 reports the main and the interaction effects estimated. The principal effects
estimated show that all aspects linked to JRs are positively associated with JS, as
expected. Nevertheless, our analyses proved the existence of a significant and pos-
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Table 3 Main and
interaction effects between
different types of JRs and PC
usage

Coef. Std.
err.

P > z

Mod. 1 PC usage 0.014 0.008 0.602

Boss support 0.313 0.009 0.000

Interaction term 0.001 0.002 0.660

Mod. 2 PC usage −0.008 0.009 0.346

Organizational
support

0.387 0.010 0.000

Interaction term 0.005 0.002 0.012

Mod. 3 PC usage −0.035 0.006 0.000

Participation 0.186 0.008 0.000

Interaction term 0.011 0.002 0.000

Mod. 4 PC usage −0.015 0.010 0.130

Work life balance 0.295 0.012 0.000

Interaction term 0.008 0.002 0.001

Mod. 5 PC usage −0.056 0.012 0.000

Job clarity 0.230 0.012 0.000

Interaction term 0.015 0.003 0.000

Mod. 6 PC usage 0.018 0.005 0.001

Time strain 0.110 0.006 0.000

Interaction term −0.000 0.001 0.981

Mod. 7 PC usage −0.027 0.008 0.001

Social support 0.188 0.008 0.000

Interaction term 0.009 0.002 0.000

Results from structural equationmodels predicting JS,models con-
trolled for variables listed in Table 2 (N = 21,506)

itive moderating effect for all the elements tested except for boss support and time
strain. Overall, it is worthwhile noting that controlling for the moderating effect of
participation, job clarity or social support reverse the positive effect of pc usage on
JS, whereas the moderating effect of boss and organizational support and work-life
balance seems to explain the association, coherently with HP4.

Further analyses should be conducted in order to understand if these elements
overlap and which of them prevail.

4 Conclusions, Limitations and Further Research

This paper is based on the stream of research, which considers ICTs usage and its
improvements as functional to the success of any process of organizational change.
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In particular, it wishes to examine the need for a correct management of all organi-
zational levers (technology and JRs, especially) in order to grant the implementation
of overall positive employees’ attitudes at work related to an organizational change.

In specific, our analysis has been carried out aimed at demonstrating that changes
in work practices—i.e. work re-design—are positively associated with JS and this
relationship is mediated by ICTs usage; also, interacting effect of JRs on PC usage
was demonstrated in affecting JS.

The study leads to threemain considerations, whichmight represent useful stimuli
for current debate as well as points of departure for future investigations.

First, coherently with what suggested by previous fundamental motivational stud-
ies [9, 12]which date back to the Seventies, work changes in terms of job re-design do
affect in a positive and significant way employees’ attitudes and behaviours at work.
In this vein, this paper aims at restoring the centrality of the relationship between
the two variables—i.e. job re-design and JS—in current debate on organizational
contexts, which are even more conditioned by continuous organizational changes.

Second, this study supports the evidence that work changes may affect ICTs use
for professional purpose, so that proposing a counterintuitive causality effect on
which to reflect. Indeed, while we do not reject the causal effect of ICTs affecting
organizational change, we rather consider that even the other way round condition
might be as well feasible in organizations thus leading to the importance of managing
if with awareness.

Third, and in the end, an important result leads to consider that an interaction
effect may exist between ICTs usage, here considered in terms of pc use, and JRs in
predicting employees’ satisfaction at work so that pushing to consider the ICTs as
an instrument to be integrated into the organizational work system.

At the state of the art of our research, we think that it is important to underline how
relevant it is to manage all these variables. Further analyses should be conducted in
order to understand if these elements overlap and which of them prevail, so enriching
our knowledge on how they work and offering a more detailed support for managers
engaged in developing changes in working context.

In conclusion, we think that our research contributes to get evidence on an always
more interesting topic, which is intended to maintain a central role in research just
for its implication in organizational context, especially when change processes are
underway and people have to face them.

The present study has some limitations, we are aware of. Foremost, it is based on
secondary data. This means that the population studied and the measures undertaken
may not be exactly those that we would chosen to collect for the specific topic we are
interested in studying. Nevertheless, the use of a database such as EWCS presents
the advantage of having a very large sample—which offers the statistical power
required to obtain significant interactions. Also, the use of a single-item measure
for JS represents a potential weakness. Moreover, other JRs could be considered to
examine in amore complete and detailedway theirmoderating role in the relationship
between PC use and JS and to analyze how they can be appropriately managed.
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(Digital) Learning Models
and Organizational Learning
Mechanisms: Should Organizations
Adopt a Single Learning Model
or Multiple Ones?

Leonardo Caporarello, Beatrice Manzoni and Lilach Trabelsi

Abstract Creating effective learning experiences matters for both employees and
employing organizations as these experiences generate positive outcomes (e.g.
improved performance). Organizations can create effective learning experiences by
designing and implementing organizational learning mechanisms (OLMs). Yet, in
many cases, they fail to do so. In this paper, we explore how employees perceive
learning and their company’s efforts in providingOLMs.We also investigate whether
the learning models (i.e. face-to-face vs. online vs. blended) that employees use to
learn have an impact on their satisfaction and enjoyment, as well as their perceptions
of the OLMs. We surveyed 67 employees and discovered that respondents that learn
using multiple learning models, instead of just one, tend to be more satisfied with
their learning experiences, and have a more positive perception of their company’s
ability to put in place effective OLMs.

Keywords Organizational learning mechanisms · Employee perceptions · Digital
learning · Learning models

1 Introduction

Researchers [e.g. 10, 14, 23] and practitioners [e.g. 22] alike widely recognize that
it is important to create learning experiences that matter for employees and their
organizations. Scholars are interested in exploring how organizations can enable
their organizational members’ learning so as to create positive outcomes such as
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higher satisfaction and efficiency, increased innovation, improved performance, and,
ultimately, a competitive advantage.

Organizations do not always manage to provide meaningful learning experiences.
This is evident when we listen to the voices of employees and top management
[22]. Often, organizations fail to align learning and business needs, and to provide
the proper organizational support needed to connect learning to employees’ role
responsibilities and career plans [22]. They also sometimes fail to create a supportive
learning-oriented culture [e.g. 4]. Existing literature grouped these issues under the
concept of organizational learning mechanisms (OLMs) [e.g. 1], intended as a set of
organizational values, processes, and systems that support and facilitate individual
and organizational learning.

Over the years, scholars have studied and categorized the different types of OLMs,
as well as their impact, in terms of individual and organizational outcomes. However,
we still know little about how employees perceive and evaluate their company’s
efforts in creating and implementing these mechanisms. In particular, there is a need
for research on the extent to which digital and tech-based models help boost the
learning experience and create a better perception of OLMs. Does digital learning
reinforce the employees’ perception of the effectiveness of OLMs? This question
is extremely relevant if we consider that the use of digital and tech-based learning
models and learning methods has increasingly grown over the past years [5], yet the
effectiveness of these models and methods is often debated.

Indeed, the great majority of studies point out that technology facilitates learning
inmultipleways, but that it also presents a set of potential drawbacks [e.g. 7, 16]. This
is one of the reasons why, recently, several studies suggested that effective learning
occurs when we rely on a combination of multiple learning models, methods, and
modes [e.g. 5].

In this article, we aim to compare employees’ perceptions of OLMs based on how
much they rely upon digital and non-digital learning models, and on the extent to
which they use a single learning model versus a combination of multiple learning
models. Are employees more satisfied and do they value more their company’s effort
when (a) they learn in a traditional or in a digital way? (b) they use only one learning
model or more than one learning model at the same time?

The article is organized as follows. In the next sections, we introduce the concept
of OLMs and we review the different learning models according to the literature.
Then, we present our research methods and discuss results, which suggest that while
employees tend to perceive OLMs similarly notwithstanding how much they learn
using a face-to-face versus an online versus a blended model, differences in per-
ception occur when we compare employees who rely on a single learning model
(regardless of the specific model) versus those who rely on a combination of mul-
tiple models (i.e. a mix of all three models). Implications for research and practice
follow.
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2 Organizational Learning Mechanisms (OLMs)

Organizations can—and have the responsibility to—support and facilitate employ-
ees’ learning. It is not new that “in the absence of explicit intention and appropriate
mechanisms, the learning potential may be lost” [13: p. 432]. Organizations can
enhance employees’ learning by adopting a set of OLMs, which are those organi-
zational processes and structures that can create or improve learning opportunities
[2] and help organizational members gather and apply knowledge-related resources
effectively [20, 21].

Given this, it is undoubtedly clear that OLMs play a fundamental role in orga-
nizations [3]. For example, they generate positive outcomes related to knowledge
creation [8], continuous improvement [19], the fostering of a creative climate [9],
and organizational performance [11].

Existing literature has categorized OLMs into cultural and structural facets [1,
12, 20, 21]. Cultural facets (or cognitive mechanisms [9]) enable the development of
a learning culture. These include having shared vision, values, norms, assumptions,
beliefs, roles, and behaviors. Structural facets (which include also procedural mech-
anisms [9]) are people development processes, as well as elements that ensure that
learning activities are supported and realizedwithin theworkplace. For example, they
include leadership, management (including performance and change management),
communication, information and knowledge systems, and technology.

Taken together, existing studies posit OLMs as extremely relevant for sustaining
an organizational competitive advantage.While research often explores ‘why’ having
OLMs in place within an organization is important, and ‘what’ precisely OLMs are,
we still know little about how organizational members perceive their implementation
within the employing organization. We also know little about whether a positive
perception of existing OLMs drives learning satisfaction and enjoyment.

3 Learning Models

Employees increasingly learn in multiple ways within organizations, using different
learning models [5]. By learning models, we refer to the set of general principles that
an entire learning experience is built upon [5]. According to the literature, choosing
a learning model implies a choice between traditional, online, and blended learning.

Traditional learning is typically associatedwith face-to-face learning,where learn-
ers and instructors are physically present in the same place at the same time [2].

Online learning is a form of distance learning where technology mediates the
learning process and teaching is delivered completely online. Learners and instructors
are not required to be present in the same place at the same time [15].

Blended learning provides a learning experience through the integration of differ-
ent learning methodologies, including face-to-face with a technology-enabled envi-
ronment [6].
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Until now, traditional learning has been predominant, even as the use of online
and blended learning has been increasing, given the general increase in the use of
tech-based learning [5]. Despite these trends, we still do not know whether any of
the models is more or less successful in generating positive employee perceptions of
OLMs.

This study therefore seeks to compare the perceptions that employees have of
OLMs and their learning satisfaction and enjoyment depending on whether they use
face-to-face, online, or blended learning, but also on whether they almost exclusively
learn using one of these three models or a mix of models.

4 Methods

This study is part of a broader research project on how we learn today and how
we will learn within organizations in the future. In the broader study, respondents
replied to both open-ended and closed questions about their view on learning, their
expectations, their experiences with learning models and methods, as well as their
perceptions of organizational learning mechanisms and learning outcomes.

The sample in this paper consists of 67 employees, 70% of which are female,
60% of which are 35 years old or younger, 93% of which are Italian or working in
Italy, 47% of which are non-HR employees (i.e. they either work in administration,
accounting, or finance positions, technical or R&D positions, marketing or sales
positions, general management positions, or operations, production, and logistics
positions), and 55% of which work for large firms (i.e. firms with more than 250
employees).

With the exception of Lyons et al.’s [18] scale on work values, we measured
the responses to the scales below by asking respondents to rate the extent to which
they agree with each statement (with 1 = strongly disagree and 5 = strongly agree,
including a N/A or I don’t know option, where applicable).

Learning as a work value. Adapting Lyons et al.’s [18] scale on work values, we
asked respondents how important it is for them to have “the opportunity to continu-
ously learn and develop new knowledge” (i) when deciding to accept a potential job,
(ii) when staying in a job, (iii) for being engaged in their job. The scale ranged from
1 to 5, with 1 equaling not at all important, and 5 equaling absolutely essential.

Mission-linked learning.We used a 10-item scale [1]. A sample item is “Learning
and development plans are linked to my organization’s vision, mission, and goals”.

Facilitative learning environment. We used two 5-item scales [1]. A sample
item is “The continuing commitment of top management to developing people is
communicated to all employees”.

Learning identification satisfaction. We used two scales [1]. One is a 5-item
scale considering the section/work unit. A sample item is “My section/work unit has a
sound process for prioritizing my learning and development needs”. The other one is a
9-item scale considering the immediate supervisor. A sample item is “My immediate
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supervisor uses a constructive approach to discuss my learning and development
needs with me”.

Learning and development need (organizational support). We used a 7-item
scale [1]. A sample item is “I am usually able to undertake training programs that
meet my training needs”.

Learning application. We used three scales [1]. The first one measures suitabil-
ity using 3 items (sample item: “I am usually asked to evaluate the suitability of
my completed learning and development activities for my co-workers”). The second
one measures effectiveness using 2 items (sample item: “Learning and development
activities within my organization are cost effective”). The third one measures imme-
diate supervisor support and feedback using 5 items (sample item: “My immediate
supervisor helps me to put my learning into practice in the workplace”).

Learning satisfaction. We used two 5-item scales [1]. A sample item is “The
learning programs I have undertaken in the last 12 months usually meet my learning
needs”.

Learning enjoyment. We used a 3-item scale adapted from Lin et al. [17]. A
sample item is “While learning I feel happy and satisfied”.

For all these measures, Cronbach’s alpha values are above 0.7, with a few excep-
tions that are highlighted in the tables in the rest of the paper.

5 Results

5.1 Learning Is a Key Driver for Attraction, Retention,
and Engagement

The opportunity to continuously learn and develop knowledge within an organiza-
tion is a key driver for potential and existing employees. It is critical for attraction,
retention, and engagement.

When asked about the importance of having the opportunity to continuously learn
anddevelopnewknowledge, 83%of respondents said that it is very important or abso-
lutely essential for them to have the opportunity to continuously learn and develop
new knowledge when deciding to accept a job, or when deciding to stay in a job.
Similarly, 81% of respondents felt this way with regards to being engaged in their
job.

Given this, organizations need to invest in providing adequate solutions that enable
employees to make the most out of their learning experiences. This is the focus of the
next sections, where we analyze how employees learn (looking at learning models),
and how they think their organization is doing in terms of making learning relevant
and aligning it with the company’s mission, as well as in terms of providing support
for the exploitation of learning opportunities, and for making them relevant for daily
work.
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Fig. 1 Use of learning models (Note low category = percentage of use chosen by respondents is
between 0 and 30; medium category= percentage of use chosen by respondents is between 31 and
70; high category = percentage of use chosen by respondents is between 71 and 100)

5.2 The Use of Learning Models

Despite growing attention to the use of blended learning in practice and in academic
literature, in reality, employees still make ample use of the traditional, face-to-face,
learning model. In our sample, 23 and 48% of respondents make up the high and
medium use categories, respectively. The use of digital models, instead, is still scarce
in the great majority of cases. In particular, the high use of blended learning is very
limited (2% of the cases), while 93% of respondents said that they either do not use
it, or use it only to a very limited extent (see Fig. 1).

5.3 Face-to-Face Versus Online Versus Blended Learning
Models: Differences with Regards to Satisfaction,
Enjoyment, and OLMs

When comparing the learning satisfaction and enjoyment of employeeswho declare a
low versus medium versus high use of the three learning models, the most interesting
findings are the following (see Fig. 2).

In general, overall satisfaction levels are lower than enjoyment levels. Respon-
dents are most satisfied with low face-to-face use and are least satisfied with high
online and blended use. These results confirm the idea that online learning is not yet
fully exploited and properly designed. Moreover, they highlight the importance of
providing employees with a range of learning models to be combined.

Respondents who indicated a low use of the face-to-face model are more satisfied
relative to those who indicated medium and high use of the face-to-face model,
while they enjoy learning less than those who chose medium and high face-to-face
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Fig. 2 Learning satisfaction and enjoyment means across sub-samples of face-to-face, online, and
blended learning models (Note low category= percentage of use chosen by respondents is between
0 and 30; medium category= percentage of use chosen by respondents is between 31 and 70; high
category = percentage of use chosen by respondents is between 71 and 100)

use levels. At medium and high levels, enjoyment levels are higher than satisfaction
levels.

Respondents who indicated lower levels of use of online and blended learning
models are more satisfied overall relative to those who indicated that they use these
models to a higher extent. Overall, respondents using online/blended learningmodels
report higher levels of enjoyment than satisfaction. This raises a reflection about
whether digitally-based learning is just “fun” or also effective in making learning
happen.

Next, the overarching trend in the data shows that employees’ perceptions and
evaluations of OLMs are similar across the three learning models (see Table 1).

5.4 Single Learning Model Versus Multiple Learning
Models: Differences with Regards to Satisfaction,
Enjoyment, and OLMs

In this section, we explore whether respondents using a mix of face-to-face, online,
and blended learning models perceive higher levels of OLM effectiveness, as well as
have higher learning satisfaction and enjoyment levels, compared to those who rely
on a single learning model (either face-to-face, online, or blended).
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Fig. 3 Learning satisfaction and enjoyment means when using single versus multiple learning
models

We perceive opposite results for satisfaction and enjoyment, even though the
difference is small. Satisfaction is higher when respondents use multiple learning
models, while enjoyment is slightly lower (see Fig. 3). We may assume that employ-
ees perceive a multiple learning model experience as more complex (and less “fun”)
but also as more effective, leading therefore to greater satisfaction.

With regards to OLMs, respondents who usemultiple learningmodels give higher
scores to all of the OLMs with the exception of learning application—effectiveness
(see Table 2). This might confirm that there is no single winning learning model,
because learning can occur better when an appropriate mix of different learning
models is used.

6 Conclusions

In this paper, we reflect on whether digitally-based learning (including online, but
also blended learning) is more or less effective in providing a learning experience
that is perceived to be aligned with business and individuals’ needs, and its effect on
the evaluation of company OLMs.

Relying upon evidence from 67 employees’ responses to an online survey, we
suggest that,more than amatter of blended versus online versus face-to-face learning,
it is a matter of adopting multiple learning models versus a single one to create
an enriched learning experience. This implies that digitally-based learning, despite
being a trend, is not always good, or at least not on its own. At the same time,
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Table 2 Perceptions of OLMswhen using a single learning model versus multiple learning models

Single learning model Multiple learning
models

Mission-linked learning 3.5 3.8

Facilitative learning environment 3.6 3.9

Learning identification
satisfaction—section/work unit

3.4 3.7

Learning identification
satisfaction—immediate supervisor

3.6 4.0

Learning and development
need—organizational support

3.5 3.7

Learning application—suitability 3.8 3.7*

Learning application—effectiveness 3.6 3.6

Learning application—immediate
supervisor support and feedback

3.5 3.7

Note *Means that Cronbach’s alpha values are below 0.7 or NA

traditional, or face-to-face learning, is still effective, but evenmore sowhen combined
with online and blended learning models.

In fact, blended learning already implies multiple learning models, because it
combines face-to-face and tech-enabled experiences, even if its current use is very
limited. This means that organizations already have the “solution” to make learning
more effective and improve employees’ perceptions of OLMs. It is “only” a matter
of making blended learning the most diffused learning model.

Given this, fromapractice point of view,we recommendorganizations and instruc-
tional designers to better explain and communicate what blended learning is, what
the potential benefits are for employees, and how it can be used effectively.Moreover,
they should carefully design learning experiences using a mix of learning models,
and help employees choose and integrate them into their personal learning, in line
with their learning needs.

Future research could expand on the data collection by enlarging the sample, and
also explore whether additional differences emerge among groups that differ in terms
of age, seniority, role, exposure to training and development, topics that they have
received training on, as well as the size of the companies that respondents work for.

Moreover, future studies could includemeasures for learning effectiveness. In this
paper, we focused on learning enjoyment and satisfaction. These measures, however,
do not necessarily reflect how much employees actually learn. Alternatively, a two-
stage study could be designed, where respondents answer surveys prior to and after
going through learning experiences designed using a single learning model versus
multiple learning models. Including a third-party evaluation (e.g. by a superior or
colleagues) of learning effectiveness could also be interesting, and help avoid reliance
on self-evaluation only.
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Meta Principles of Technology
Accessibility Design for Users
with Learning Disabilities: Towards
Inclusion of the Differently Enabled

Nabil Georges Badr and Michele Kosremelli Asmar

Abstract People with learning disabilities are often in isolation from the rest of
society. This affects their development, their health and their full participation in
society. Technologies are an indispensable answer to the problem of this marginal-
ization and not only allows to promote their inclusion in societies but also to raise
awareness of society while connecting them to the services and resources available.
This paper aims at exploring guiding principles to cater for the needs for inclusive
technology accessibility. We review the state of the literature and identify extant
concepts in search for a set of Meta principles of technology accessibility design for
users with learning disabilities.

Keywords Learning disability · Human computer interaction · User interface
design · User centered design · Assistive technologies

1 Introduction

Learning disabilities (LD) are generally neurologically based processing problems.
These processing problems can interfere with learning basic skills such as reading,
writing and/or math. LD could also be the result of visual acuity, hearing issues, or
motor handicaps; of intellectual disability; of emotional disturbance; or of environ-
mental, cultural or economic disadvantages [1]. Children and young adults with a
learning disability may struggle in society, school, and family. In adult life, LD can
interfere with higher-level skills such as organization, time planning, abstract rea-
soning, long or short-term memory and attention, thus, influencing their life beyond
academics and can have serious societal impact.

People with LD may experience barriers at the level of simple essential activities
such as using traditional telephones [2], operating a digital TV [3], interfacing with
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automated teller machine, or even voting [4]. In the US, a 2017 study by the National
Center for Learning Disabilities, found that 19% of students with LD drop out of
high school and 46% of adults between 18 and 65 cannot enter the labor force due
to LD related conditions.1 In 2016, in the UK, a survey has shown that only 7% of
people with LD have a job. They are 58 times more likely to die before the age of
50, and 4 times more likely to have a preventable cause of death due to lack of good
healthcare. One in 4 people with LD spend less than one hour outside their home
each day and 93% of those interviewed by the Foundation for People with LD in
2012 said they felt lonely and isolated.2 According to the United Nations (UNDP),
80% of people with disabilities live in developing countries, where the issue gest
even more critical as most schools (91%) tend to be ill equipped with technology
aids to care for the needs of students with special needs.3

1.1 Motivation

Historically, finding accessibility solutions for LD have concerned communities [5],
employers [6], policy makers [7]. Nevertheless, persons with disabilities are often
underserved. Schooling can be can be discriminatory [8], often presenting parallel
education systems. Once formal schooling is over, accessibility solutions for support-
ing adults with disabilities are still scarce [9]. Decades ago and since, most reviews
of issues in LD in the non-medical literature examine use cases and obstacles, suc-
cesses and failures, adoption and abandonment of related assistive technologies [10].
Human Computer Interaction (HCI) design principles were defined for ease of use
and often applied using user-centered design approaches (UCD). Users began taking
center stage in the needs analysis, design and testing of the application, until there
was a need formore inclusive designs to improve the usability of assistive technology
(AT) products [11] and broaden their application to different user groups. Technol-
ogy publications boast the existence of standards and guidelines for inclusive designs
without directly addressing the needs of people with LD in the depth required [12].
What is the state of research on accessible designs for people with LD? What
principles of HCI design exist for users with disabilities? What Meta principles
for accessibility of users with LD can be instantiated towards the inclusion of
differently enabled users?

1https://www.ncld.org/.
2https://www.mencap.org.uk/about-learning-disability/about-learning-disability/facts-about-
learning-disability.
3InfoPro Survey in Lebanon 2014.

https://www.ncld.org/
https://www.mencap.org.uk/about-learning-disability/about-learning-disability/facts-about-learning-disability
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2 Approach

In line with the pivotal work of [13, 14] in HCI design, our paper seeks to underscore
Meta principles (higher order guiding principles) for accessible designs for people
with LD. Our aim is not to present an exhaustive set of principles, but rather to
underscore essential higher order guiding principles for technology accessibility
design for users with LD. Our approach consists of four basic steps:

First, we provide a background on the context of people with LD followed by
an overview of related assistive technology, interfaces, and accessibility/usability
concepts for the foundation of our paper’s objective.

Then we conduct a thorough review of the literature on suggested rules and guide-
lines for accessible designs for inclusion. We search for papers written in the English
language and including keywords of “information technology”; “information tech-
nologies”; “human computer interaction”; “user interface design”; “user centered
design”; “assistive technology”; “assistive technologies” in the context of LD. We
pay attention to include all possible permutations in plural and singular form of the
keywords.

Next, in an attempt to deepen the exploration on the main topic of the paper within
its stated scope, we conduct a search for empirical case studies in peer reviewed jour-
nals written in English, with the keywords “case studies” AND “learning disability”
AND “accessible design”. No date limits were applied and no journals were excluded
in the search. Case studies are investigated as they reflect an in-depth, and detailed
examination of a subject of study [15]. The search on Google Scholar found only 124
articles in journals on education, assistive technology, human computer interaction
and disability informatics includingmedico-social journals, practitioner publications
and policy periodicals. The papers were read in full, checked for relevance, exclud-
ing patents and citations, removing duplicates, and restricting the review to papers
relevant to our study. Consequently, 32 papers were singled out for our work as they
relate directly to technology designs for people with LD or related disabilities as
opposed the remaining studies that pivoted around classroom settings, landscape,
environment, or access for the physically disabled. Findings from these papers are
presented in Sects. 4.1 and 4.2.

Lastly, we categorize the extant case studies under themes to guide the discussion
around accessibility design guiding principles for users with LD.

3 Background

Though scarce, most of the literature in the context of people with LD focus on use
cases for technologies, interfaces, and present concepts of usability and guidelines
for accessible designs.
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3.1 Context of People with LD

The term “Learning Disabilities” is an “umbrella” term describing a number of other,
more specific LD, that affect a person’s ability to understand numbers and learn
math facts (Dyscalculia); or a person’s reading ability and related language-based
processing skills (Dyslexia); or a person’s handwriting ability and fine motor skills
(Dysgraphia). Most people with LD (85%) have a reading disability, or dyslexia [16].

LD could derive from or induce other behavioral disorders such as ADHD (Atten-
tionDeficit, HyperactivityDisorder), a condition thatwouldmake learning extremely
challenging. Such is in the case of Visual Perceptual/Visual Motor Deficits affect the
understanding of information that a person sees, or the ability to draw or copy. Other
non-verbal LD, such as trouble interpreting nonverbal cues like facial expressions
or body language and may have poor coordination, which may induce learning dif-
ficulties. Although not a learning disability, Dyspraxia (a developmental disorder
of the brain in childhood causing difficulty in activities requiring coordination and
movement) often exists along with dyslexia, dyscalculia or ADHD and affects the
ability of executive functioning (processes such as planning, organization, strategiz-
ing, paying attention to and remembering details, and managing time and space).
LD related physical disabilities such as Auditory Processing Disorders (APD) affect
how sound that travels unimpeded through the ear is processed and interpreted by
the brain may also impede learning abilities, precisely in the case of Language Pro-
cessing Disorder (LPD), a specific type of (APD) that affects attaching meaning to
sound groups that form words, sentences and stories.

3.2 Technologies, Interfaces, Usability and Inclusion

The notion of assistive technology (AT) refers to devices used to compensate for
disabilities. The US Technology-Related Assistance Act of 1988 defines an assistive
technology as “any item, piece of equipment, or product system acquired commer-
cially off-the-shelf, modified, or customized, that is used to increase, maintain or
improve the functional capabilities of individuals with disabilities”. Persons with
LD have deficits in the ways they process information. AT would then provide a
means of modifying the way they receive or express information in a manner that
accentuates their strengths and helps themwork around their difficulties in potentially
achieving job independence, satisfaction, and success to their use of technology [17].
The selection of an appropriate technology will depend on the individual’s strengths
and weaknesses in areas such as reading, writing, math, spelling, listening, memory,
and organization as well as on the individual’s prior experience with and interest in
using AT [18].

AT for persons with LD can include, but is not limited to, recorded books, comput-
ers with speech recognition, tape recorders, readers/tablets, spellers/spellcheckers,
calculators and organizers, word processorswith optical character recognition (OCR)
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systems (as an aid for dyslexia and reading disabilities). AT tools for auditory pro-
cessing disorders can include listening devices, audio recorders captions and text-to-
speech apps. Software solutions include speech recognition, text-to-speech and typ-
ing tutors, ideal for thosewith dyslexia, dysgraphia (voice recognition software, word
processing with OCR, etc.) and dyscalculia (software that assists with mathematical
function using graphics, simplifications and breaking down complex functions into
simpler ones [19].

In the early understanding of AT, researchers report that developers have sought
ways to adapt mainstream technologies and modify them for the use of people who
have disabilities [20]. However, acceptance of AT among users is impacted by its
utility and usability [21]. In the last few years, technology standards have explored
ways to transform AT that can result in new forms of social inclusion, transforming
the thinking of technology developers to build technology for people, not disabilities
[22].

Inclusive and accessible user interface standards (as opposed to assistive) are
proposed as part of new implementations [23]. Technology feature and functionality
standards for LD have transitioned focus from which technology to use to what
interface to use for the technology. Adapting interfaces of existing platforms to
include persons with LD (inclusive) instead of developing specific AT that assists
persons with LD (assistive). Touch to see, tactile learning, 3D technologies bring
a sense of inclusion [24], with features of haptic feedback [25]. Such features are
leading this inclusion transition.

Workers with mental deficiencies have advocated tactile interaction for learning
of real tasks using devices and equipment that support tactile interfaces as opposed
to computer mouse or keyboard as a means of data entry [26]. Their colleagues who
have no impairment could reach the same outcome, benefit equally and share the
experience. Wearable computing [27], internet of things (IoT), artificial intelligence
(AI), and cloud computing are becoming integrated into a trend to achieve the claim
of inclusion [28].

3.3 Legislation for Accessibility of Web-Based Interfaces

International legislations (US4 (1973 with an amendment to section 508 in 2017);
AU5 (1996); UK6 (2012); Canada7 (2012) and the EU8 (2016), have precipitated to
set guidelines for accessibility of web-based interfaces [12].

In summary, section 508 technical standards for features of accessibility at the
interface level, software applications and operating systems discussing accessibility

4https://www.access-board.gov/attachments/article/1877/ict-rule.pdf.
5http://webguide.gov.au/accessibility-usability/accessibility/.
6https://www.out-law.com/page-330.
7Canadian Treasury Board Secretariat Standard on Web Accessibility. Tbs-sct.gc.ca. 2011-08-01.
8Council of the European Union Inter-institutional File: 2012/0340 (COD).

https://www.access-board.gov/attachments/article/1877/ict-rule.pdf
http://webguide.gov.au/accessibility-usability/accessibility/
https://www.out-law.com/page-330
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Table 1 Web content accessibility guidelines (WCAG 2.0)

Principle Guidelines

Perceivable—ability to perceive information
being presented (even if it can’t be invisible to
all of the users senses)

• Provide text alternatives for non-text content
• Provide captions and other alternatives for
multimedia

• Create content presentable in different ways
without losing meaning

• Make it easier for users to see and hear
content

Operable—Ability to operate the interface
(cannot require interaction that a user cannot
perform)

• Make all functionality available from touch,
keyboard or mouse

• Help users navigate and find content
• Give users enough time to read and use
content

Understandable—Ability to understand
information as well as operation of the user
interface

• Make text readable and understandable
• Make content appear and operate in
predictable ways

• Help users avoid and correct mistakes

Robust—Ability to access the content as user
capabilities evolve and technologies advance

• Maximize compatibility with current and
future user tools

related to standardized ports, and mechanically operated controls such as keyboards
and touch screens. The definition of the specification assures accessibility to web
content, e.g., text description for any visuals such that users of with a disability or
users that need AT such as screen readers and refreshable Braille displays, can access
the content.

At a macro level, section 508 technical standards echo guidelines of Web Acces-
sibility Initiative (WAI), developed by the World Wide Web Consortium (W3C)
covering web authoring tools, content and browsers and media players, including
some aspects of AT.9 Web Content Accessibility Guidelines version 2.0 (WCAG
2.0), published by the Web Accessibility Initiative (WAI) have defined 12 guide-
lines for inclusion organized under four principles (websites must be perceivable,
operable, understandable, and robust) (Table 1).

4 Findings and Discussion

4.1 Principles and Guidelines for Accessible Designs

Principles of HCI Design for Users with Disabilities. Though scarce, research has
recognized the value of accessible web design [29] and identified principles for HCI
design for users with disabilities. Our literature review reveals a wide consensus that

9https://www.w3.org/WAI/intro/components.php.

https://www.w3.org/WAI/intro/components.php
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Table 2 HCI Design for users with disabilitiesa

Focus Guidance

Layout • Use bigger graphic elements i.e. fonts, buttons, icons etc.
• Use very few colors, clearly distinct from one another
• Use sound (sparingly) to reinforce the visual information

Content • Avoid lengthy written information
• Minimize information that must be remembered from one screen to
the next

• Use familiarity and imagery for what must be remembered
• Reduce the normally suggested number of maximum elements on a
screen

Navigation aids • Direct users’ attention by structuring and grouping elements
• Avoid simultaneous tasks
• Offer a narrow and shallow decision structure with few choices for
options

• Avoid situations when the user feels ‘trapped’ in a
screen—triggering severe frustration

Motor & Sensory Aids • Find alternatives to using the mouse or part of the keyboard.
Minimize the number of gross motor movements e.g. back and
forth between mouse and keyboard and transitions between gross
and fine motor movements

aConsolidation from the literature [20, 21, 24, 25, 30–37]

an approach of principles for simplicity (in layout, navigation and content) that has
produced a positive outcome for target user groups in different contexts, cultures and
social settings based on user centered design practices (Table 2).

4.2 State of the Research on Accessible Designs for People
with LD

We have found that research on this subject has focused on advocating the Web
Accessibility initiative, noting the lack of awareness about the needs of the disabled
and addressing suggestions to improve the quality of services.

“Accessibility in learning shouldn’t be viewed as a compliance activity, rather it
should be embraced as a means of ensuring good design” [38; p. 62]. The state of
the art in web accessibility research, development and practice shows timid progress
in this domain [39, 40]. Empirical investigation exploring the use of accessibility
standards for people with LD is scarce. Our literature search has identified four main
directions of research. The first direction presents case studies that advocate the use of
Web Accessibility Standards [41–44], identify shortcomings [45] and suggest ways
to refine the related guidelines [46].

Another stream of studies recommends approaches to promote awareness on the
need for diversity [47], identifies accessibility needs, requirements, and preferences
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[48, 49], and provides guidance to develop accessible e-learning practice [50]. In
a third direction, empirical studies have concluded strong support for extending
user centered design principles [51] that engage persons with disabilities in all the
phases of the technology design [52]. Finally, we have identified a recent trend in
the literature promoting inclusion for differently enabled users especially in quality
of services for learning [40, 42, 53–55].

Table 3 summarizes these findings into four suggested Meta principles of Tech-
nology accessibility design for users with LD.

4.3 Accessibility Design Principles for Users with LD

RefiningWebAccessibility Principles andGuidelines. Colwell et al. [40] describe
the need for a diverse solution for access to laboratory work for students unable
to attend conventional lab setting due to visually, physical or hearing impairment
[40]. This brings up the conversation that different people can have different but
related views of accessibility [41]. Case studies in distance learning for students and
teachers with general disabilities have recognized positive experience enhancements
in the adoption of universal design and universal access principles [46] with the
implementation of web accessibility standards [42]. Most studies found advocate the
use of reference principles from the Web Accessibility Initiative in a general context
[42–44]. Shortcomings are related to evaluation benchmarks and indicators [45], lack
of policies required, integration tools available and additional tools needed [42].

Building Awareness on the Need for Diversity. Awareness at the policy making
level has been set for more than a decade [56]. Yet, case studies still find significant
obstacles. Addressing accessibility needs for secondary adolescent with disabilities,
Savi et al. [48] evaluate acceptable use outcomes for a website that adhere to acces-
sibility standards. Library programs and service providers lack awareness about the
needs of the disabled among the leaders and trainers in the library profession [47],
giving rise to case studies offering suggestions to improve the quality of library
services for students with disabilities [55]. Studies involving people with cognitive
disabilities [44] confirm the scale of diversity in the need for accessibility with spe-
cific requirements and preferences. For individuals with LD, synchronous discussion
is not very conducive as it is synonymous with the rapid delivery and execution of
thoughts and ideas. Pedagogical approaches must be aware of these specific disabil-
ities to be able to plan for an alternate method of communication [54].

Extending the Application of User Centered Design Principles. Deep aware-
ness is required in order to develop accessible e-learning practice that would provide
an inclusive accessibility for a large scope of individuals with LD. For instance,
accessibility features in technology may not be sufficient in the case of the visually
impaired demanding a certain dependence on support by a seeing person for their
learning experience [51]. In their case study,Kennedy andLeung [52] have advocated
user centered design principles that considering the needs of intellectually disabled
communities might be beneficial for effective digital experience design. The diver-
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Table 3 Meta Principles of Technology Accessibility Design for Users with LD

Meta principles Study findings [Ref] Use case (Related disability)

Refining web accessibility
principles and guidelines

Advocate the web
accessibility initiative in a
general context [41]

Access to laboratory work for
students unable to attend
conventional setting
(visual/physical/hearing)

Recognize the value of web
accessibility designs [42]

Distance learning (students
and teachers with general
disabilities)

Web accessibility design
standards—shortcomings:
evaluation benchmarks,
policies, tools [45]

Distance learning (students
and teachers with general
disabilities)

Suggested accessibility
indicators for distance
learning [46]

Distance learning (students
and teachers with general
disabilities)

Advocate the Web
Accessibility initiative in a
general context [43]

Evaluate outcome for website
that adhere to accessibility
standards (Secondary
adolescent)

Advocate the web
accessibility initiative in a
general context [44]

Using accessible web 2.0
(students with disabilities)

Building awareness on the
need for diversity

Lack of awareness about the
needs of the disabled [47]

Access to library programs
and services (general
disabilities)

Deep awareness is required in
order to develop accessible
e-learning practice [50]

Different people can have
different but related views of
accessibility (general
disabilities)

Confirms diversity of the
accessibility needs,
requirements, and
preferences [48]

Synthesize measures for
accessibility to electronic
communication (people with
cognitive disabilities)

Awareness of disabilities is
needed to plan for an
alternate method of
communication [49]

Synchronous discussion is
not very conducive to this
type of learning (learning
disability)

Extending user centered
design principles

Advocate extending user
centered design principles
[51]

Needs identification
considered beneficial to
digital experience designers
(intellectual disability)

Framework for assessing the
potential effectiveness of
emerging experiential media
platforms [52]

Including persons with
disabilities in building media
prototypes… (differently
enabled users)

(continued)
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Table 3 (continued)

Meta principles Study findings [Ref] Use case (Related disability)

Inclusion of differently
enabled users—quality of
services

Suggestions to improve
quality of library services for
students with disabilities [53]

Library programs and
services (general disabilities)

Accessibility is not
sufficient—dependence on
support by a seeing person
[54]

Accessible education for
blind learners (visually
impaired/Blind)

Universal design and
universal access in distance
learning [40]

Distance learning (students
and teachers with general
disabilities)

Lack of governmental
governance for equally
accessible systems for
education [55]

Serious discrimination
persists in some societies
(general disabilities)

Recommendation to use
graphical content to
counteract the negative
impact of dyslexia [42]

Accessibility study of
dyslexia and information
retrieval (learning
disability/dyslexia)

sity of LD challenges the usability (fit for use) and accessibility (fit for purpose) of
devices by multiple user groups, generating a need for complex customizations [57].
Increasingly, developers of application for people with LD have found better suc-
cess by integrating user centered design (UCD) processes to improve accessibility
and usability (visibility, legibility and language) of systems by users with impaired
functions [58]. Users with special needs [59], perceptual impairments [34], visual
impairments [60], cognitive impairments [61], and reading disabilities [32] partic-
ipate in defining, testing and adjusting application interface and functionalities to
inform inclusive designs [62].

Towards the Inclusion of Differently Enabled Users. Sincemore than a decade,
closer to the practitioner’s circle, inclusive design guidelines have stipulated adequate
design principles of user interfaces that have a high impact on the social lives of users
with disabilities [63]. The intention is to inform design thinking in the context of
providing a comparable experience for all, suitably in different situations, to people
regardless of their circumstances [ibidem]. Designers have looked at ways to pro-
vide information, tools, services and structures that is readable, understandable and
usable for the biggest possible user group [23]. In their study on accessibility study
related to information retrieval, Dyslexia had a negative effect on search performance
in systems with a low tolerance for errors [53]. Berget et al. [53] recommend using
graphical content to counteract the negative impact of dyslexia. Emerging experien-
tial media platforms, using augmented and virtual reality. These platforms advance
accessible AT in the direction of inclusion of differently enabled users [43].
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5 Conclusion

The paper explores the present LD literature to outline the principles capable to
support the present transition from assistive technologies to inclusive technologies
(i.e. that can be used both by impaired and non-impaired people). We have reviewed
guidance indicated for HCI for users with disabilities (with a special attention to LD),
user centered design approaches recommended for enhancing the usability of AT and
interfaces, legislations driving the need for accessible designs at the policy level and
inclusive design guidelines used by practitioners. Following these guidelines, and
associated techniques, the World Wide Web Consortium (W3C) claims to make
content accessible to a wider range of people with disabilities, including blindness
and low vision, deafness and hearing loss, learning disabilities, cognitive limitations,
limited movement, speech disabilities, photosensitivity and combinations of these.

From our review, it is evident that interest in the subject of this paper is growing.
With less than 10 papers found dating prior to the turn of the millennium, we found a
steady increase in publications since. The period between 2001 and 2016 has seen an
average of 5–6 papers published per year, whereas our search shows twice as many
(12 papers) in 2017 alone. These publications address obstacles and shortcomings
[42, 44, 47, 54], sometimes provide suggestions for improvements [43, 45, 53, 55]
and largely advocate the use of web accessibility standards and UCD [40, 42, 46, 48,
50, 52].

That said, we recognize that there has been a clear focus on improved reading
capabilities for people with cognitive disabilities in the case ofWCAG 2.0. However,
adherence to accessibility guidelines is weak as concluded by Jaeger and Xie [64],
possibly induced by the constant change of technology platforms and implementa-
tions [65].

Extant contributions from the literature postulate how to make content accessible
ubiquitously, interfaces usable to all user agents, primarily for people with disabili-
ties. Nevertheless, a consensus is yet to be reached in areas of access to technology
for people with cognitive difficulties [66].

We have not yet found a formalized set of principles that can be essential in
the complete usability experience of people with learning disabilities! For instance,
internet access technologies for individuals with deaf-blindness are still in the early
stages of development and are targeted towards specific functions of the internet. This
signals that inclusive design principles have not yet reached the breadth required for
effective inclusion [37]. Therefore, we conclude that research has yet a significant
challenge ahead to provide a more pragmatic evidence for theory and practice in the
direction of inclusive AT.

The authors are aware that a set of design principles for inclusion may be costly
and arduous to implement but still helpful to orient practitioners’ work and fur-
ther development. Awareness of ethical-technical implications of IT/IS design is
increasing so that writing and conversation and elaboration of these concepts are of
importance. Furthermore, learning disabilities also affect the elderly, a part of the



206 N. G. Badr and M. K. Asmar

world population which is steadily increasing and looking for support through the
development of inclusive ITs.

In closing, we borrow from MacIver [67; p. 1708) and reckon that “Inclusion is
influenced by the physical environment, attitudes, expectations and opportunities, in
addition to a learner’s skills and abilities”. Through this paper we encourage broader
and deeper studies on inclusion for people with LD in order to enrich the literature
and heighten the awareness on the subject. Requirements for inclusion could be
costly and complicated hindering its realization in contexts where accessibility to
information is mostly necessary [68].

Still, “it is necessary to move beyond guidelines that focus on one-way transfer
of information and to develop guidelines for multidirectional communication” [69;
p. 55). Practitioners and technology developers are invited to use this paper to hone
their approaches towards inclusive platforms. Platforms that combine HCI simplicity
principles discussed in the paper, refine guidance fromWCAG 2.0 with benchmarks
and indicators, broaden the application of UCD principles with clear awareness for
the need for diversity, serving the sustainable agenda,10 towards the inclusion of
differently enabled users in the digital ecosystem.
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Business Process Analysis and Change
Management: The Role of Material
Resource Planning and Discrete-Event
Simulation

Antonio Di Leva, Emilio Sulis, Angela De Lellis and Ilaria Angela Amantea

Abstract This contribution explores the role of business process simulation to
address change management projects dealing with organizational growth. In par-
ticular, we consider the adoption of new ICT applications in the context of a growing
Small Medium Enterprise based in northern Italy. As income doubled in few years,
managers exploited the opportunity to implement a more efficient material resource
planning together with an accurate business process analysis. First, the organization
was modeled by adopting standard notation BPMN 2.0. Second, data analysis ex-
plores organizationdetails as orders arrival, durationof activities, staffworkinghours.
Finally, discrete-event simulation of business processes offers interesting suggestions
by varying incoming transactions as well as different parameters in the model. The
approach clearly shows how modeling, computational simulation and scenario anal-
ysis of business processes are suitable tools to support organizational change.

Keywords Business process management · Discrete-event simulation · Change
management · Scenario analysis

1 Introduction and Related Work

Industrial organizations are often involved in the reorganization of their business
processes, mostly to adapt their processes to new market perspectives. In particu-
lar, companies with increasing incomes and experimenting organizational growth
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in terms of profit or revenues, have to decide if and how to face new opportunities
by changing the internal organization. New business processes imply an improve-
ment of industrial performance [11]. In the context of Business ProcessManagement
(BPM) [7, 19], computational simulation is an useful management instrument play-
ing a key role in the definition of processes re-engineering [20]. Several modeling
techniques have been developed in the analysis of the actual (As-Is) situation to
describe organization’s processes, as well as in the re-engineering phase leading to
restructured (To-Be) processes [5]. Among the existing techniques, computer-based
DiscreteEvent Simulation (DES) [13] is relevant for planning and decision-making in
the enterprise. In fact, managers can greatly benefit from the analysis of the outcomes
of simulated scenarios. Simulation results allow to detect inefficiencies, bottlenecks,
constraints, and risks [2] as well as to estimate the performance of the system when
some modification has been applied.

To evaluate the impact of ICT on organizational processes and stress the relevance
of the adoption of computational simulation, we focus on the real-case of a medium-
sized enterprise (SME). The company produces excellent plastic decorations for high
fashion stylists, rapidly increasing in recent years by almost doubling profits as well
as their production. From January 2017 the Company adopted a Material Require-
ments Planning (MRP) to improve the production management. Such innovation in-
troduces considerable benefits in organizational efficiency [14, 16]. In our approach,
we explore the industrial organization changes by adopting a methodological frame-
work based on three phases: Context and Data Analysis, Process Engineering, and
Scenario Analysis.

In this paper we explore a design science [3] perspective to investigate business
processes and change management [10] for improve, re-engineer and automate an
organization [11]. Design science is a recent paradigm in the Information Systems
(IS) research community, emerged as an alternative paradigm different from the
Management Information Systems tradition. While the last mostly concerns analyt-
ical efforts in studying organisations to better understand cause and effect, design
science adopt a more inclusive vision of IS research, also focusing on the design and
building of different kinds of IS artefacts. In the Design Science Research Process
proposed by [15], we mostly focus on the entry points of Design and demonstration
of artifacts and Demonstration activities, by studying the adoption of MRP, as well
as modeling and simulating business process.

Process modeling techniques support changes at different levels, e.g. human re-
sources, warehouse management, third parties applications [4]. Such techniques
include specific languages. In this work we adopted the standard language Busi-
ness Process Modeling and Notation (BPMN) [1]. Among the existing simulation
software we adopt in our methodological framework iGrafx Process [12]. The tool
supports BPMN and implements Discrete Event Simulation (DES) [13]. In addi-
tion, other common simulation modeling methods are System Dynamics (SD) [8]
and Agent-Based Modeling (ABM) [9, 18]. Scenario analysis explores different op-
tions by applying changes at computational level, before intervening on an existing
process [4, 6].
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The remainder of this paper is structured as follows. Section2 presents themethod-
ological framework, which is used in Sect. 3 to discuss the case study. Section4
describes the outcome of scenario analysis, while some remarks and future works
conclude the paper in Sect. 5.

2 The Methodological Framework

This section introduces our proposed methodological framework consisting of three
main phases:

1. Context and Data Analysis. The context analysis step aims: i) to set the overall
strategic scenario of the company, and ii) to determine the organizational compo-
nents (units) thatwill be investigated in relation to the process under examination.
The data analysis involves the collection for each unit of the more relevant infor-
mation for the process, i.e. data concerning duration activities, destinations of
products, transformation rules, involvement of other enterprises/stakeholders.

2. Process Engineering. The purpose of this phase is the determination of activities
carried out in each unit involved in the process. The outcome of this phase
investigates the causal relationships existing between units, resources and each
activity. The process is then reconstructed from external input/output events
and objects. A visualization effort rely on process diagram (i.e. process map or
flowchart). The process model must be verified and validated with all the main
actors involved in order to finally obtain the so-called As-Is model. This phase
provides managers and engineers with accurate Company specifications in their
current form. Simulation results obtained by business process modeling allow
for detection and understanding of inefficiencies, bottlenecks, constraints and
risks.

3. Scenario analysis and Process Reorganization. This phase manage problems
eventually highlighted in the previous phase, including solutions adopted to
restructure the As-Is model by generating the new To-Be version. Starting from
the baseline scenario (related to the Company’s current As-Is situation), the
What-if analysis explores different scenarios both at medium and long term.
This step provides indications and guidelines for restructuring of the process.
The analysis is carried out by modifying the initial setting and parameters of
the model, verifying the validating these changes by the evaluation of the new
values of key indicators, through a set of simulation experiment.

The ProcessModel used in our work is based on the specification of the process flows
by means of BPMN language. In the process diagram we added descriptions of how
each activity react to a transaction path, representing an order in a manufacturing line
(or maybe a patient that follows a clinical procedure, or a customer in an information
office). In the flows through the process we define how much time the activity takes
and what are the necessary resources. The new aspects characterizing the process
will be better illustrate in the following section.
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3 The Case Study

Our case study concerns a medium-sized Company in northern Italy.1 In particular,
we focus on processes that directly affect the production unit, which includes daily
delivery of products to and from several other companies describing a large network
of companies [17]. According to first phase of our methodology, after several inter-
views with manager and operators, we documented the core aspects of the process
in a high level functional diagram as illustrated in Fig. 1. The diagram includes the
following organizational units:
Scheduling: in this unit, orders from clients are processed in the Management Re-
source Planning (MRP) system, which checks the stock situation and prepares for
each order:

• a production order;
• one or more contractor orders. A product may be requested as raw or must un-
dergo further processing (such as painting) that are done by external companies
(Contractors);

• a shipping order that prepares the final shipment to the customer of the requested
products.

Molding: concerns the activities of setting the presses, molding and manual cutting
of the pieces.
Quality: concerns every controls of products coming from suppliers and contractors.
Warehouse: concerns the general management of materials, semi-finished and fin-
ished products used in the production sector.
Administration: concerns the management of invoices and other administrative doc-
uments.

We analyse the resources needed for the production process by considering 60
workers organized into twomainworking hours.Working hours consist of production
schedule (henceforth PS, with two shifts from 6 am to 10 pm) and standard schedule
(henceforth SS, from 8.30 am to 5.30 pm). Finally, we identify five main roles of
workers:

• warehouse operators (4 workers for each shift, in schedule PS): they deal with
the management of materials and products, for packaging and shipping orders to
clients;

• administrative employees (2, SS): they manage invoices and other office docu-
ments;

• cutting operators (6, PS): they manually cut the pieces coming out of the molding.
Usually they are 6 but can vary depending on the workload;

• quality operators (2, SS): they control quality and quantity of products and mate-
rials;

• production operators (3 workers for each shift, PS): they take care of the various
machines, in particular their settings.

1The Company, which prefers to remain anonymous, produces artistic decorations (stones, rhine-
stones and studs) used by famous fashion designers in their products.
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Fig. 1 High level diagram of the company

The Company’s main machines are presses for molding parts, scheduled to op-
erate in the production schedule PS. There are three types: (1) Medium Tonnage
(MT) 11 presses, (2) Low Tonnage (LT) 8 presses, and (3) Plastic-Clad Silica (PCS)
3 presses. Interviewing the operators and analyzing their tasks, we model the activ-
ities of the whole production process. Table1 shows the tasks with their duration
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Table 1 Activities of the production process

Activities Resources Duration (min)

Set machine (MT-LT-PCS) Production operator, presse Variable

Impress (MT-LT-PCS) Press Variable

Manual cutting products Cutting operator Variable

Deposit raw product Warehouse worker From 2 to 60

Check purchased materials Quality operator Variable

Deposit material Warehouse worker From 2 to 60

Check products Quality operator Variable

Deposit products Warehouse worker From 2 to 120

Prepare shipping to contractors Warehouse worker From 5 to 40

Withdraw from warehouse Warehouse worker From 2 to 120

Prepare shipping to client Warehouse worker From 5 to 40

Withdraw product from
warehouse

Warehouse worker From 2 to 120

Prepare invoice Employee From 3 to 20

Send shipping Warehouse worker From 5 to 20

and the resources involved in their execution. It should be noted that, for activities
with variable timing, the actual estimated duration in the simulation effort directly
depend on the workload (for example, the number of pieces to be produced or to be
shipped). According to the phase 2 of our methodological framework, we analyzed
all the activities, events and decision points of the production process, as well as
the relationships existing among them. The process diagram is illustrated in Fig. 2,
designed with the BPMN 2.0. language.

The simulation environment includes the following features in addition to the
diagram: (a) the description of resources and their use in the activities, (b) the time
required by the activities, and (c) the generators of transactions to be entered during
the simulation.Transaction types correspond to the different start events in the process
diagram of Fig. 2, as orders and administrative notes describing the materials and
products processed. In our case, the Company information system provided data
corresponding to six months of work in 2017. The As-Is model built in this manner
can be simulated to verify that it represents the system in a reasonable way. This
validation step is performed by comparing the results provided by the simulation
for a set of critical indicators with the values of the same indicators detectable in
the real world. Table2 shows the simulation results for the different activities of the
Company process before (2016) and after (2017) the introduction of MRP.

The Company organization has certainly improved after the introduction of MRP,
as it has encouraged the aggregation of a greater number of orders and therefore
fewer shipments in terms of transport. For this reason our attention has been given
to the results of 2017 (see Table3) that were presented to managers and operators in
the Company who judged reasonable these simulated times, based on their experi-
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Fig. 2 As-Is diagram of the company

Table 2 Simulation results 2016/2017 (h)

Activities Average cycle Average work Average wait

2016 2017 2016 2017 2016 2017

Set machine-MT 298.63 111.48 2.77 2.63 295.87 108.86

Set machine-LT 319.64 84.10 3.11 3.03 316.53 81.07

Set machine-PCS 549.24 147.40 2.44 2.37 546.80 145.03

Impress-MT 38.31 37.34 17.96 17.21 20.35 20.13

Impress-LT 10.37 8.35 4.42 3.70 5.95 4.65

Impress-PCS 24.31 19.49 10.66 9.23 13.65 10.26

Manual cutting products 23.10 18.87 3.27 3.01 19.83 15.86

Deposit raw product 1.46 1.36 0.52 0.52 0.94 0.84

Check purchased materials 17.22 40.27 0.51 0.48 16.71 39.80

Deposit material 0.33 0.45 0.12 0.12 0.20 0.34

Check products 29.15 8.16 2.00 1.86 27.15 6.03

Deposit products 0.50 0.45 0.40 0.37 0.11 0.08

Withdraw from warehouse 20.32 1.89 0.19 0.19 20.13 1.70

Prepare shipping to contractors 0.58 0.37 0.38 0.37 0.20 0.00

Prepare invoice 7.58 1.51 0.19 0.19 7.39 1.32

Withdraw products from warehouse 16.29 6.82 0.08 0.08 16.20 6.74

Prepare shipping to client 0.29 0.32 0.21 0.21 0.08 0.11

Send shipping 26.21 12.85 0.21 0.21 26.01 12.64
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Table 3 Simulation results (h) BS

Activities Average cycle Average work Average wait

Set machine-MT 111.48 2.63 108.86

Set machine-LT 84.10 3.03 81.07

Set machine-PCS 147.40 2.37 145.03

Impress-MT 37.34 17.21 20.13

Impress-LT 8.35 3.70 4.65

Impress-PCS 19.49 9.23 10.26

Manual cutting products 18.87 3.01 15.86

Deposit raw product 1.36 0.52 0.84

Check purchased materials 40.27 0.48 39.80

Deposit material 0.45 0.12 0.34

Check products 8.16 1.86 6.03

Deposit products 0.45 0.37 0.08

Withdraw from warehouse 1.89 0.19 1.70

Prepare shipping to contractors 0.37 0.37 0.00

Prepare invoice 1.51 0.19 1.32

Withdraw products from warehouse 6.82 0.08 6.74

Prepare shipping to client 0.32 0.21 0.11

Send shipping 12.85 0.21 12.64

ence and an assessment with real data (controlled over a short period of work). The
comparison between simulated and actual times concludes the validation step for the
As-Is model which is then ready for the analysis of different scenarios.

4 Scenario Analysis

A scenario is as a description of a possible future situation. It is not intended to be a
complete specification of the future, but rather the description of the basic elements
of a “possible” future in order to draw analysts’ attention to the key factors that
can help to effectively improve the process. Scenario analysis allows managers to
process various parameter configurations to investigate different results besides a
baseline scenario. In our approach the specification of the scenarios to be analyzed
depends on changes to be made to the As-Is model parameters. The above mentioned
scenarios can be compared on the basis of three indicators: Average cycle, Average
work, and Average wait time for each activity. According to Company management,
two different types of scenarios have been considered for our case study, which will
then be compared with the baseline scenario provided by the As-Is model (Base
Scenario—BS). (1) Improve molding schedule (S1): in this scenario, all molding
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presses are allowed to work with a continuous program, so even at night and on
weekends. Such a scenario may be necessary to deal with some very heavy orders
that do not require a particular urgency. (2) Full time schedules (S2): in this scenario,
all the operators (warehouse, cutting, production and quality) and the presses work
with a continuous schedule, i.e. for 24h a day and five days a week. Clearly, this
scenario concerns a situation in which there is a strong increase in the demand for
products to be satisfied as soon as possible.

4.1 Improve Molding Schedule (S1)

By performing the simulation of the new scenario S1 with the same workload of the
base scenario, we obtain the results shown in Table4. Times are drastically reduced
with regard to average cycle times and waiting times in production. In particular
the activities related to setting machines decreased by 80%, while impress activities
had an average loss of about a half. This means that production orders have been
completely satisfied, while in the base scenario compared to 1642 production orders
about one hundred have not yet been satisfied at the end of the simulation.

The greater number of orders to be cut and deposited justifies the increase in
average times for cutting and deposit activities. Since only the presses work with a
continuous program, without the intervention of any operator, it has been considered
that this scenario S1 could be useful to satisfy orders that do not have an immediate
expiry date.

4.2 Full Time Schedules (S2)

As in the previous case, the simulation of the new S2 scenario provided the results
shown in Table5.

Table 4 Simulation results S1 (h)

Activities Average cycle Average work Average wait

BS S1 BS S1 BS S1

Set machine-MT 111.48 24.12 2.63 2.68 108.86 21.45

Set machine-LT 84.10 20.99 3.03 3.03 81.07 17.96

Set machine-PCS 147.40 34.98 2.37 2.39 145.03 32.59

Impress-MT 37.34 23.87 17.21 23.85 20.13 0.02

Impress-LT 8.35 3.77 3.70 3.77 4.65 <0.01

Impress-PCS 19.49 9.32 9.23 9.32 10.26 <0.01

Manual cutting products 18.87 25.51 3.01 3.26 15.86 22.25

Deposit raw product 1.36 9.42 0.52 0.52 0.84 8.90
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Table 5 Simulation results S2 (h)

Activities Average cycle Average work Average wait

BS S2 BS S2 BS S2

Set machine-MT 111.48 37.61 2.63 2.68 108.86 34.94

Set machine-LT 84.10 26.59 3.03 3.03 81.07 23.56

Set machine-PCS 147.40 48.24 2.37 2.39 145.03 45.86

Impress-MT 37.34 28.91 17.21 21.13 20.13 7.78

Impress-LT 8.35 5.22 3.70 3.69 4.65 1.52

Impress-PCS 19.49 12.40 9.23 9.32 10.26 3.08

Manual cutting products 18.87 4.82 3.01 3.53 15.86 1.29

Deposit raw product 1.36 1.02 0.52 0.52 0.84 0.50

In this case concluding suggestions are similar to those seen for the previous case.
The average cycle and waiting times have significantly dropped in comparison with
those of BS. This requires a greater use of resources and for this reason this scenario
can be taken into consideration in case of immediate need of some products. The
demand for products in a short time does not frequently occur, otherwise it would
became a problem both for the company in terms of costs and for resources in terms
of time.

5 Conclusions

In this paper we described an industrial application of business process modeling
and simulation for change management. The combination of techniques and tools
support managers for decision-making. In our case study, we finally describe the util-
ity of computational simulation for a Small Medium Enterprise increasing income
to evaluate and forecast their business model as well as planning the organizational
change. The methodological framework presented in the paper includes three steps
to model, validate and analyze business processes, and an extended process model
that combines the simulation of the actual (As-Is) process with a What-if analysis of
different scenarios to describe possible evolution of the actual process. The possibil-
ities offered by this framework was illustrated through the industrial case study of a
real medium Company, with several scenario related to production process. In this
way managers obtained useful suggestions for deciding on the most appropriate re-
structuring actions to improve the process efficiency. Applications from Industry 4.0
can be tested in simulated scenarios before applying in the organization. In the near
future, different analysis will be treated to assist the Company in its reorganization
activities. We plan to improve our work with a study of logistics by georeferencing
orders, customers, contractors. Furthermore we intend to study the extension of the
methodology to take into consideration the analysis of the risks connected to the
production activities.
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A Simulation-Driven Approach
to Decision Support in Process
Reorganization: A Case Study
in Healthcare

Ilaria Angela Amantea, Antonio Di Leva and Emilio Sulis

Abstract Companies are currently forced to update their technologies to store and
analyze data in order to remain competitive in a rapidly changing market. Digital-
ization and dematerialization of documents are increasingly needed especially for
companies with a large amount of data to manage or store. The efficiency of the
process must be balanced to risk management which is a key factor of success for
organization as risks are part of every business activity. Compliance is an integral
part of risk management with not only economic implications but also on the legal
and liability level. This paper proposes a methodological framework to investigate
risks and compliance in reorganizations by adopting a Business Process Manage-
ment perspective that includes modeling and simulation of business processes. We
applied our methodology to processes in a Blood Bank department of a large hospi-
tal. Our results show that a simulation-driven approach is an effective way to provide
a decision support to guide department’s managers to the reorganization and verify,
before implementation, the balance between efficiency of the reorganization of ac-
tivities, risk management and compliance. In addition, digitalization in the health
sector would facilitate the self-reporting of errors (methodology encouraged by the
Joint Commission for accreditation and certification in Healthcare), that increase
transparency. Reporting such incidents can provide a variety of information about
successful error management practices as well as weaknesses.
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1 Introduction and Related Work

One of the main issue of Business Process Management (BPM) [1, 14, 30] is change
management. The adoption of process-centric approach relying on a process-aware
information system [15] allows the redesign of business processes in an organization.
A simulation-driven approach is a versatile tool to produce results that are relatively
easy to interpret by comparingdifferent scenarios to evaluate process changes (What-
if analysis). A scenario can be considered as a description of a possible future
situation. It is not a complete description of the future, but rather a way to consider
the basic elements of a possible future and to draw analysts’ attention to the key
factors that can help to effectively improve the actual process (As-is model) [12].

Risk is part of every business activity and therefore part of every business process
[19, 29]. If a risk occurs it may cause loss of quality, increased costs, time delays,
complaints and legal problems [4] as well as, in healthcare, serious and permanent
damages up to death. Thus, risks need to bemanaged by the applications of principles,
frameworks and activities in the context of Risk Management [18, 23, 26]. The
discipline introduces a whole range of new regulation [5, 11] facing two sets of
problems: on one side the process have to be compliant to law; from the other side
new reorganizations must be implemented with the introduction of new procedures
[20], i.e. for privacy control. In healthcare studies on business process analysis are
relevant for the direct and indirect consequences of errors [9, 12, 16, 33]. It is possible
to find several studies on compliance with laws, rules or regulations in the case of
processes related to patient health [3, 7, 25, 31].

The adoption of digital innovationsmakes physical products programmable, com-
municable, memorable, traceable [17]. Digitalization furthermore requires an orga-
nization to revisit its management logic and its use of corporate Information Tech-
nology (IT) infrastructures [34]. The intensive use of ICT solutions to collect, share
and digitize data of a health process, makes it necessary to prepare tools able to
identify any possible risk scenario related to the use of computer systems and lack of
awareness on the agents, as well as to facilitate the adoption of appropriate counter-
measures. Previous research on IT in healthcare explored digitalization challenges
for organization [10]. Traditional approaches stress enforcement styles [24, 32] as
well as reconsidering project implementations [21]. Following a different strategy
from common business analysis [8, 13], we applied an approach oriented towards
the understanding of cases of success [6], as a way to address other departments
of the same organization in process optimization. Our case study refers to an Ital-
ian Hospital.1 In particular, we selected a well-performing department (accordingly
with the Risk Manager office of the hospital) such as the Blood Bank (BB) depart-
ment. The department’s laboratory performs tests necessary for production of blood
components (immunohematology, blood-borne infectious diseases) as well as for
diagnostic, pre-transfusion testing and prevention of hemolytic disease of the new-
born. The compliancemodel is the starting point for theminimum requirements. This

1This research was conducted at Cittá della Salute e della Scienza of Turin (Italy) within the project
“CANP - CAsa Nel Parco” of Regione Piemonte - POR FESR PIEMONTE 2014-2020.
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model satisfied the minimum level of checks protecting from legal risk. It would also
be a very streamlined process, even if a large amount of errors are not detected. For
this reason, and to solve this problem, a large amount of corrective actions have been
carried out by workers in current real model. Actually the process is very efficient
in detecting errors even if it suffers of a lack of staff (which would imply higher
costs), mainly involved in repetitive manual checks that implies elongation of times.
With the corporate restructuring with the new single management and scanning doc-
uments you would maintain the efficiency of the process in the detection of errors,
streamlining the process in terms of number of tasks, so staff and timing and conse-
quently costs. Furthermore, current process FMEA analysis reveals that the causes
with greater risk index are precisely those which would be torn down thanks to the
new type of process. In the next section we describe our methodological framework,
while Sect. 3 includes the case study which includes modeling, compliance and
business process analysis.

2 The Methodological Framework

This section introduces our methodological framework which is based on a Risk-
aware Business Process Management (RBPM) [28].

2.1 The RBPM Methodology

Our methodology consists of four phases:

– Context Analysis and Compliance Verification - this phase aims: (a) to fix the
overall strategic scenario of the enterprise, (b) to determine the organizational
components that are related to the process under analysis, and (c) to collect the
laws and regulations related to the process and analyze them in order to identify
which controls are mandatory or simply suggested.

– Process Engineering - the initial purpose of this phase is the determination of
the activities performed in the functions involved in the process and the causal
relationships existing between them. The process is then reconstructed from facts
external to the system, events and objects in input/output: this provides the Process
diagram (sometimes referred to as process map or flowchart) that will be specified
using theBusiness ProcessModel andNotation (BPMN) language [2]. The process
model must be validated with the stakeholders involved in the process, using
animation and simulation of BPMN specification, obtaining the so called As-is
model.
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– Compliance checking and Risk Analysis - the purpose of this phase is to verify the
compliance of the current process to underline which rules and controls must be
present in the new optimized process.
In the risk analysis phase the possible causes of error must be analyzed to decide
which corrective actions must be introduced.

– Reengineering Process - this phase creates a new optimized version of the As-is
model, the To-be model that includes the necessary rules and corrective actions as
well as other restructuring actions such as, e.g., the digitization of paper forms.

2.2 Optimization, Compliance and Risk in Healthcare
Processes

Methods and systems for the optimization of business processes, the compliance
with laws and regulations, and the management of risks and vulnerabilities are of
particular importance in the medical field. For this reason, it is essential that the
methodology that will be developed will see the integration and development of
these three factors at the same time. Optimizing patient-centered clinical processes
helps improve clinical performance, reduce costs and resource, labor, and supply
requirements, and provides an integrated approach to care management.

Within a framework of continuous development, hospital management must reg-
ularly evaluate the risk management system in care pathways to increase the safety
of patients and those involved in their care. A risk control procedure should include:

– Risk identification: to perform risk identification the hospital can take into account
notifications from reporting errors (usually stored into an incident reporting data
base), such as events that caused problems to patients and complaints. Even results
of inspections and audits can provide useful indications.

– Risk analysis: the goal of this step is to determine the causes of risks and factors
that favor errors as well as their effects on the safety of patients.

– Risk assessment: decision-makers must determine what kind of risks should be
treated with priority.

– Risk treatment: a risk can be treated by introducing preventive measures and/or
accepting risk with or without supervision.

Compliance refers to an organization’s ability to meet the obligations set by laws
and regulations. It must become part of the organization’s culture and integrate into
its processes. The risk of compliance may be characterized by the likelihood of
occurring and by the consequences of non-compliance with the obligations during
patient treatment. A compliance frameworkmust establish organizational procedures
to implement,monitor and continuously improve compliancemanagement across the
organization.
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3 The Blood Bank Case Study

The blood banking system is the process that takes place in the hospital to make
sure that blood products are safe before being used in blood transfusions and other
medical procedures. The blood banking system includes blood typing and infectious
disease testing.Whole blood is now rarely used for transfusion because most patients
require only a specific blood component, such as red blood cells or platelets.

The hospital BB unit consists of three functional departments: Acceptance, Lab-
oratory and Distribution. In Acceptance, requests from other hospital departments
(e.g. the Emergency Room) are checked: for example, staff should confirm if the
data on the tube label and on the transfusion request form are identical. In case of
any discrepancy or doubt, a new blood sample should be obtained. Then, the re-
quest and the test tube with the patient’s blood are sent to the Laboratory. When a
patient’s blood sample is received, the Laboratory performs the required tests and,
if necessary, a pack with the correct blood is prepared (rather a lot of requests only
concern the execution of some tests). In Distribution, the required pack of blood (or
a component) is sent to the requesting department through appropriate personnel.

In our RBPM methodology the process diagram is integrated with a description
of how each activity treats a transaction (in our case a request), how long it takes and
what resources are needed to perform it. Furthermore, it is necessary to specify how
the transactions are introduced in the model and how long the simulation must last.
The integrated As-is model can be simulated by means of a design and simulation
environment, the RBPMTool, which is based on the iGrafx Process tool [22]. In this
paper we decided to show only the Acceptance (sub)process for lack of space, but the
same analysis was carried out for all three (Acceptance, Laboratory andDistribution)
processes and results are provided. In particular, for the Acceptance process, we will
consider a workload that includes about 350 requests a day, distributed according to
the timetable in Fig. 1, for a total of approximately 84,000 requests received by the
Blood Bank during the initial 8 months of the 2017.

Fig. 1 The Blood Bank
daily workload
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3.1 Acceptance Process: Compliance Analysis

At the beginning of the analysis of the BB case the Working Group was set up
which subsequently carried on the project. The Working Group was composed of
members of the Department of Computer Science (authors of this article), and of
doctors, biologists, technicians and administrative employees of the Blood Bank. In
the Acceptance process, the Italian law only imposes to check that the surname, name
and date of birth of the patient reported on the request are the same as reported on the
test tube. TheWorking Group discussed a reasonable possible implementation of the
Acceptance process with this rule and the result is shown in Fig. 2. The RBPMTool
allows to introduce a counter C in the process diagram that counts the requests that
flow along an arc of the diagram, in this case C shows the number of incorrect
requests at the end of the simulation. The simulation of the compliance model with
the workload shown in Fig. 1 provides as a result 440 intercepted errors.

3.2 Acceptance Process: The As-is Model

The number of errors that can be detected with the compliancemodel is very low and,
over the years, theBB staff has introducedmanyother checks, the so calledCorrective
Actions, to discover the largest possible number of errors. The application of the
Process Engineering phase of the RBPM methodology results in the As-is model
illustrated in Fig. 3. In this process the requests (a test tube and a paper request) are
received (Receive Request), and the staff makes a first set of generic checks:

– the test tube is empty,
– the test tube has not the label,
– the patient’s data on the tube label and on the paper request are different,
– there is a lack of data or signatures on the paper request.

If no errors are found, another person adds the request in the Local Management
Information System (LMIS) and applies an identifying barcode on the paper request
and the test tube (Manage Request). At this point, the request is further checked to
ensure the correctness of the barcodes (Check, Double Check, Verify validity) on
both the request and the test tube. Since the “decision to transfuse” is a critical step for
the patient’s safety in his care path (unnecessary transfusions are common), the BB

Fig. 2 Acceptance process:
the compliance model
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Fig. 3 Acceptance process:
the As-is model

doctor can discuss (Askexplanation)with the requesting department about adequacy
of the request and, if necessary, refuse it. If all these controls are positive, the request
with the test tube is sent to the Laboratory (event Laboratory), otherwise the request
is rejected (event Disposal). The C1–C6 counters are positioned on the process to
count the number of errors intercepted during simulation at different control points.
Simulating the As-is process with the same workload as above, we obtain a total
number of intercepted errors equal to 6356 (sum of all counters). The result obtained
was discussed (and validated) with the Working Group, and it is certainly interesting
because it shows how the simple application of controls deriving from the current law
can provide very poor results. Similar results were obtained for the Laboratory and
Distribution departments, and are shown in Table 1 in which the first column (As-
is) reports the errors intercepted with the As-is model, the second column (Compl)
those intercepted with the compliant model, the third column (Not-int) shows the
percentage of errors that would not be intercepted with the compliant model. Finally,
in the fourth column are reported the Complaints arrived at the BB in the considered
period (January–August 2017), i.e. errors detected in the requesting departments that
have been reported to the BB and stored in its LMIS.

The case analysis suggests some interesting considerations:

– the number of errors detected must be compared with the total number of requests
processed in theBB,which is about 84,000. Errors not detected in the final phase of
the blood distribution process (7940) represent a very small percentage of the total
number of requests, and this shows how the whole BB process is very effective
in detecting errors. However, since the consequences of errors in the distribution
could be very serious, it is important to continuously improve the whole process;
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Table 1 Comparison between As-is and compliant processes

Errors Complaints

As-is Compl Not-Int (%)

Acceptance 6448 440 93 10

Laboratory 1031 725 30 4

Distribution 461 235 49 12

BB Process 7940 1400 82 26

– the limited number of complaints confirms the efficiency of the process. It should
also be noted that, in the last 20 years, only in two cases the hospital has been
reported for damage to patients.

3.3 Acceptance Process: Risks Analysis

Although the Acceptance process is very efficient, the consequences of certain errors
can be very serious, so there is always a need to improve the process. TheBBprovided
us with a database reporting the error causes with the relative number of errors, and
the Working Group decided to perform a risk analysis using the FMEA (Failure
Mode and Effects Analysis) technique.

The method is based on the assignment, for each cause (and the related effect) of
a severity score (S), an occurrence score (O) and a detection score (D):

– S shows the severity of the effects eventually happening. It can range from 1 (very
moderate problems) to 10 (death),

– O estimates the frequency with which an effect will occur. May vary from 1
(unlikely to occur) to 10 (almost certain to occur),

– D refers to the possibility of the operators and the control measures to detect error
before the effects occur. It can range from 1 (the system will always detect error)
to 10 (detection is not possible).

The scores S, O and D were estimated with the Working Group and validated with
the analysis of the detailed data for a limited number of days. To calculate the Risk
Priority Number (RPN) the 3 scores were multiplied (each RPN index has a range
between 1 and 1000). In this way, the FMEA matrix shown in Table 2 is obtained.

Looking at Table 2, the most relevant RPN indices were highlighted in the Table
and were the subject of an in-depth discussion in the Working Group.

– (F1) Inaccurate request and (F2) Delivery delay request: concern errors committed
in the requesting departments and therefore will not be considered further (they
will be treated in the hospital risk management),

– (F3) Incomplete data and (F4) Insert error: concerns errors made by the staff in
entering the patient and the request data in the LMIS,
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Table 2 FMEA matrix for the acceptance process

Causes Occurrence
(O)

Detection
(D)

Severity (S) RPN

Incoming from the outside

Improper sample 1 1 5 5

Inaccurate request 1 3 5 15

Delivery delay request 2 6 6 72

Other 1 1 1 1

Internal acceptance

Incomplete data 2 2 5 20

Switching errors 1 1 7 7

Insert errors 2 5 5 50

Other 1 1 1 1

Internal check in acceptance

Cross check (request-tube) missing 1 1 7 7

Signature check missing 1 1 3 3

Doctor check missing 1 2 5 10

Inappropriate request

Data: inappropriate/reconsidered 1 1 7 7

Quantity: inap./recons. 1 1 7 7

Urgency: inap./recons. 1 1 7 7

– (F5) Doctor check missing: concerns the lack of final doctor’s control.

The causes of error (F3) and (F4) will be taken into consideration in the following
optimization phase.

3.4 Acceptance Process: Optimization

The optimization step in theRBPMmethodology determines a set of possible restruc-
turing actions on theAs-is process in order to improve the efficiency and effectiveness
of the process with respect to a certain set of critical indicators. The verification of the
validity of these actions takes place by introducing the appropriate modifications on
the As-is model (generating a candidate To-be model) and comparing the new values
of the indicators, obtained through the simulation, with the previous values. In our
case, the Acceptance process must continue to comply with the strict error control
requirements previously seen. On the To-be model it is therefore useful to introduce
actions that can remove some possible causes of errors, in particular those identified
by the FMEA analysis. A new web-based version of the LMIS management sys-
tem, currently under development, has been proposed to address the problems that
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Fig. 4 To-be model of the
acceptance process

emerged during the risk analysis. The new system (local) will be integrated with the
central management system of the hospital and the process will be developed with
the following requirements:

– the requesting department prepares the labelwith the patient’s data and the barcode,
places it on the test tube and loads, with the same barcode, the request (which will
be dematerialized) on the central system,

– in the Acceptance department the test tube arrives and, through the barcode, with
the new local system the request is retrieved (the control will be much faster).

The new scenario was discussed with the Working Group and the candidate To-
be model was modeled producing the diagram in Fig. 4, which is very simplified.
The optimization mainly concerns the Acceptance sub-process (while the other two,
Laboratory and Distribution, will remain almost the same). In fact, the integration
of local and general management systems involves the introduction of patient and
request data only once, avoiding rewriting errors and eliminating the need for con-
trols. The digitization allows to remove the causes of error (F3) and (F4) detected
with the FMEA analysis.

To compare the models As-is and To-be, it is necessary to define the set of indica-
tors for which to make the measurements. In our case, we will consider the following
set: the number of incoming and rejected requests, the average cycle time, the av-
erage working time and the average waiting time for requests that pass through the
Acceptance process (between the initial event start and the final event Laboratory).
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Table 3 Comparison between the As-is and the To-be model of the acceptance process

As-is To-be Earn

Total request in input 86,160 86,160 –

Disposal request 58 25 33

Average cycle time 35.22 2.61 32.61

Average work time 5.46 2.20 3.26

Average waiting time 29.75 0.41 29.34

In the RBPMTool the measurement of these indicators is carried out with the help
of a monitor which is placed in the process diagram between the start event and the
Laboratory event. A monitor collect the statistical data related to the set of requests
that travel the path between these two points. The simulation of As-is and To-be
models with the same workload allows the comparison between the two processes
and the results are shown in Table 3 (times are expressed in minutes).

Table 3 shows how the digitization of the request and the integration of hospital
and BB management systems leads to a drastic reduction in waiting times when
processing requests. This is particularly important at peak times of requests, between
8 and 12 am (see Fig. 1). In fact, urgent and very urgent requests require a rapid
delivery of blood: between 15 and 20 min for very urgent requests, within 1 h for
urgent requests.

4 Conclusions

In this paper we described a simulation-based approach to address the challenge
of corporate reorganization and digitization while maintaining a global vision that
also includes risk management and compliance. The proposed framework includes
a methodology to model and analyze the current process (As-is model), to verify its
compliance with current laws, to highlight the risks that may occur during its execu-
tion, and to evaluate some future scenarios which describe its possible evolutions so
as to select the most appropriate restructuring actions (To-be model). The possibili-
ties offered by the methodology have been illustrated through a complex case study
describing the behavior of the BB that provides for the storage and distribution of
blood for patients in a large hospital. This case study has shown that it is possible to
construct an accurate model of the process, able to be validated and analyzed from
different points of view (risk and compliance analysis) using a powerful discrete
event simulator. We plan to adopt an agent-based modeling approach [27], to include
cognitive aspects of personnel. Simulation allows to easily study a number of pos-
sible operational scenarios, thus providing the analysts with useful information to
evaluate the restructuring actions on the process. Moreover, for the purpose of trans-
parency and safety of care, that including prevention and management of risk related
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to the provision of health services, one of the techniques used to date and encouraged
by most States in the world is the reporting of adverse events and Sentinel events2;
digitization could favor this signaling.
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How to Rate
a Physician?—A Framework
for Physician Ratings and What They
Mean

Maximilian Haug and Heiko Gewald

Abstract With the possibility to exchange consumption information over the inter-
net, rating websites have emerged in large quantity. Also, healthcare evaluations,
especially physician ratings, are part of this trend. The volume of physician rating
websites shows the same quantity of different rating criteria on which patients can
evaluate their physician and healthcare service. We adapted patient satisfaction lit-
erature to generate a framework how these ratings constitute. A quantitative study
in southern Germany was conducted to evaluate the research model using structural
equation modelling. Our findings show several implications on how a rating frame-
work should look like and also how patients should interpret physician ratings in
terms of their information value. In essence, physician ratings cannot accurately pre-
dict the quality of the healthcare service, but are rather a measure how sympathetic
the physician appears to the patient.

Keywords Physician rating · Patient satisfaction · eWOM

1 Introduction

In the age of ubiquitous communication, consumers have online access to informa-
tion about literally every good and service. Information and assessments of products
are provided by the producing companies, by professional testers and/or by fel-
low consumers. The traditional interpersonal word-of-mouth (WOM) is nowadays
complemented by its digital companion, the electronic word-of-mouth (eWOM) via
multiple internet-enabled channels like Facebook, YouTube etc.

Due to the characteristic that services can show little physical evidence, it is
difficult to evaluate them. Especially in the context of physician ratings, patients
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usually do not hold the same knowledge as a doctor in terms of medical skills [1].
It is difficult for patients to evaluate doctors as they cannot assess the quality of the
medical service, even after consumption. Symptoms may disappear, but there can
be malicious long-time effects, patients do not know about. Objectively spoken it
is literally impossible for patients to rate the medical treatment based on common
peoples’ knowledge. Regardless of this, patients actually do evaluate physicians and
rating websites increase in popularity. From 2005 to 2010 the number of ratings on
U.S. platforms rose by a factor of more than 100 [2]. In Germany studies showed
that 29–74% of the patients are aware of physician rating websites [3]. In 2017
Jameda.de, one of the biggest German physician rating platforms has six million
users per month and holds around 480.000 doctor addresses with more than 1.5
million narrative reviews [4].

Helpingother people, revengeon the service provider, digital literacy and the effort
to submit reviews have been found as determining factors to participate in eWOM
[5]. The heterogeneity amongst criteria to rate physicians is as large as the number of
rating websites and no commonly accepted framework has yet emerged in the online
world. Doctor interaction, treatment, staff, office, waiting times and office timeswere
previously identified as influential towards the rating [6]. However, a research model
providing a coherent overview of influential factors of the rating is still missing.
Thus, the research question arises: which factors influence the (subjective) rating
patients assign to physicians?

A quantitative data collection has been conducted with patients before and after
visiting the doctor. The findings show that factors involving human interaction, which
are not necessarily medical treatment related, tend to influence the rating the most.
Also, the physicians’ office and its organizational structure show an impact on the
final rating. The paper is structured as follows. Related research is discussed, fol-
lowed by an explication of the research model and the underlying hypotheses. Sub-
sequently, the research method is described, results presented and implications dis-
cussed. Finally, limitations and further research are addressed and the paper closes
with a conclusion.

2 Literature Review

2.1 Factors Influencing Patient Satisfaction

Patient satisfaction is described as the personal evaluation of a health care consumer
towards the health care services received [7]. It is the patient’s personal rating of a
physician.

Literature shows that there are multiple influences which are not directly con-
nected to the medical treatment. Möller-Leimkühler et al. [8] found that the rela-
tionship between doctor and patient plays a vital role in the patient satisfaction. The
authors show that verbal and non-verbal communication between patient and doctor
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shape the relationship. Hall et al. [9] investigated the liking of the patient towards
the doctor and how it influences the patient’s perception of the quality of medical
treatment. Ware et al. [7] use the term interpersonal manner to describe how patients
perceive their physicians based on their interaction.

The technical quality, which is described as the competency and skills of the
physician byWare et al. [7], was found to contribute to patient satisfaction.A negative
perception of the professionals’ skills leads to patients’ dissatisfaction. Even though
it can be argued that the physician has more competency and knowledge regarding
medical treatment and diagnosis, so that patients are not able to rate the technical
quality, Fitton and Acheson [10] found that patients are able to judge the seriousness
of their health condition. Also, Stimsom [11] argues that physicians do not have
absolute knowledge about every condition.

Accessibility and availability of medical treatment shape patients’ satisfaction
[7]. Time and effort spent to gain medical treatment involving the wait times and the
location influence how patients perceive their medical experience. Waiting time was
found to be a key component of patient satisfaction [12, 13].

The assessment of the outcomes ofmedical treatment is a long termmeasurement.
Jackson et al. [14] investigated patients’ satisfaction over a 3 month time-window
after the treatment. Similar to physical goods patients need time to evaluate how suc-
cessful the medical treatment eventually was. Furthermore, the research shows that
patients who were asked right after the treatment value human interaction with doc-
tor and staff more, whereas the long-term outcomes gained influence, when patients
were asked 3 months later.

The immediate environment, in which medical care is delivered, i.e. the physi-
cian’s office rooms, showed a strong influence on patient satisfaction [7, 15]. Patients
perceive the environment subjectively on how pleasing and comfortable they experi-
ence the framework inwhich treatment is delivered. This influence can reach from the
general atmosphere, the degree of cleanliness of the facility to the judgement about
whether the right medical equipment is available based on personal perception.

Möller-Leimkühler et al. [8] show moral support from nurses affects satisfaction
as well as the doctor-patient relationship. Interaction not only with the physician, but
also with the staff on a personal, but also technical level has shown to influence the
satisfaction. The evaluation of the staff happens on the same level as the evaluation
on the physician. The perceived technical quality as well as the sympathy shows
differences in how the patient experiences the medical treatment service. This is in
line with Hendriks et al. [16] who evaluated the impact of the atmosphere among
nurses as well as their expertise with their impact on patient satisfaction.

An investigation on physician rating websites by Reimann and Strech [6] suggests
that there is a distinction between directly doctor related influences and factors which
influence the organizational and administrative part of the treatment. The distinction
can also be found in the article of Permwonguswa et al. [17] and Camacho et al. [18].
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2.2 Physician Rating Websites

On physician rating websites patients can share medical treatment experiences and
rate doctors. For the U.S., Kadry et al. [12] and Lagu et al. [19] have shown that 2
out of 3 patient reviews are in favor of the doctors. Also, 82% of U.S. patients seek
information on the internet before their first appointment [20]. Emmert et al. [21]
showed that one third of the participants of their study in Germany were aware of
the existence of dedicated rating platforms for doctors. In addition to that 11% of the
respondents already reviewed a doctor on such websites.

Abramova et al. [1] investigated German PRWs and found that rating websites
have more female than male users. Also, users of PRW have a positive feeling about
the internet and in general a better digital literacy. The study revealed that especially
young people in Germany use PRWs.

The research of Reimann and Strech [6] presents different English and German
PRWsand the criteria onwhich patients can rate their physicians. In total 21 physician
rating websites in English and German language were analyzed. The results show
that each physician rating website has a unique set of criteria to rate a doctor. They
conclude that there is no common rating framework.

3 Research Model

Figure 1 depicts the research model. The influences were adapted from patient sat-
isfaction literature and implications from physician rating website research. The
structure of the model is based on Permwonguswa et al. [17], who showed how a
framework on rating criteria in the context of medical care should look like.

Overall satisfaction mirrors the patient’s satisfaction, which is defined by Ware
et al. [7] as the personal evaluation of health care services and providers. Satisfaction
ratings are subjective and capture the personal evaluation of care the patient received.
Williams and Calnan [22] call it general satisfaction with general practice. Patient
satisfaction is a multidimensional concept [7] with several heterogeneous influences
such as the satisfactionwith the physician and the satisfactionwith the administration
[17, 18]. Thus, we postulate two influences on the overall satisfaction:

H1: The higher the satisfaction with the physician, the higher (more positive) the
overall satisfaction.
H2: The higher the satisfaction with the administration, the higher (more positive)
the overall satisfaction.

Satisfaction with the physician is defined as how satisfied patients are with the
physician and the medical care delivered by her/him. The construct is shaped by the
characteristics of the doctor in terms of perceived technical quality and the doctor-
patient relationship [8].

Doctor-patient relationship focuses mainly on how patients perceive their doc-
tor on a personal level, without considering medical aspects. The balance of power



How to Rate a Physician?—A Framework for Physician Ratings … 241

Doctor-Patient
Relationship

Technical Quality

Staff

Physical 
Environment

Accessibility

Waiting Time

Satisfaction with 
the Physician

Satisfaction with 
the Administration

Overall 
Satisfaction

H3

H4

H5

H1

H6

H7

H8

H2

Fig. 1 Research model

between patient and doctor has not been found as influential in the doctor-patient
relationship [11]. LaCrosse [23] found that non-verbal communication transmits
emotions and attitudes, which are rarely spoken out loud. Leaning forward and nod-
ding while communicating with the patient seem to have an influence on the patient
satisfaction. Patients see their doctors warmer and more attractive. The liking of
the patient towards their doctor has been found to positively correlate towards the
satisfaction with the treatment and the doctor [9, 22]. Thus:

H3: A high level of doctor-patient relationship positively influences the satisfaction
with the physician.

Technical quality is defined as how patients perceive the competence of the
providers and their adherence to high standards [7]. As examples the accuracy of the
diagnosis, taking unnecessary risks and medical mistakes are mentioned. Patients
usually do not have the same medical knowledge as physicians have. The status of
the doctor is not only carried by his social status, but also by his knowledge and per-
ceived competence. Patient satisfaction will suffer greatly if patients have a negative
perception concerning the competence of the doctor [24]. Thus:

H4: A high level of perceived technical quality positively influences the satisfaction
with the physician.

Satisfactionwith the administration features the organization inwhich themedical
care is delivered, mainly with respect to the doctor’s office and the staff interaction.
Accessibility, staff and the physical environment have been shown as influences for
patient satisfaction [7, 25]. Waiting times are also often researched in the case of
how satisfied patients are with their medical care experience [16].

Staff describes how patients perceive the staff personnel in the office and how
helpful they interact,when there are questions or uncertainties but also the atmosphere
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between individual staff members. Staff behavior and nursing care have been found
to be an element of patient satisfaction [16, 25, 26]. Thus:

H5: A positive staff attitude positively influences the satisfaction with the adminis-
tration.

Physical environment is the setting in which the medical care is delivered. Exam-
ples are orderly facilities and equipment, clarity of signs anddirections.This construct
evaluates how the patient perceives the doctor’s office in terms of the facility itself
without the staff or the practitioners [7, 25]. Therefore, no personnel are involved
in the evaluation of the physical environment. Unclean facilities and bad comfort in
the waiting rooms have been found to yield a high level of dissatisfaction to patients
[22]. Thus:

H6: A positive physical environment positively influences the satisfaction with the
administration.

Accessibility expresses how easy or how much effort is needed for the patient to
receive medical care, in terms of appointment times and office hours. Ware, Snyder
[7] defined it as factors involved in arranging to receive medical care. Williams and
Calnan [22] describe this influence on patient satisfaction with the accessibility and
availability of the health care services. Thus:

H7: A high level of accessibility positively influences the satisfaction with the admin-
istration.

Waiting time is defined by how long patients have to wait in the physicians’
facility to receive treatment and how satisfied they are with the duration and the
general appointment time. The waiting time includes the time in the waiting room, in
the exam room. The satisfaction with the appointment time is the subjective content
with the date of the examination [13, 22]. Thus:

H8:A high level of satisfaction with waiting time positively influences the satisfaction
with the administration.

4 Research Method

A quantitative survey was conducted in the south of Germany. Based on the avail-
able literature and reflecting the research model presented above, a structured ques-
tionnaire was developed. Every construct was measured reflectively by three items.
Existing measures have been used wherever possible. Items have been adapted and
altered to fit the context. All items were translated to German and measured using a
five-point Likert-scale.

The questionnaire was delivered in person by the research team to the patient.
The physicians allowed the research team to approach patients while these were
waiting for their appointment in thewaiting area (somephysicians provided a separate
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Table 1 Sample
demographics (n = 115)

Variable Categories Sample Distribution (%)

Gender Male 49 42.61

Female 66 57.39

Age <31 32 27.83

31–45 30 26.09

46–60 28 24.35

>60 25 21.74

room for the interview). The patients were interviewed before the appointment took
place and directly after seeing the doctor before leaving the premises. The questions
after the treatment aimed towards the satisfaction with the physician and the overall
satisfaction.

Data collection took place in the first half of 2017 and 115 completed question-
naires could be gathered.

The characteristics of the sample are given inTable 1. The distribution of responses
amongst physicians was: general practitioner 24 (22.22%); otolaryngologists 47
(43.52%); orthopedists 44 (40.74%). The distribution is relatively even among the
professions and also among age.

5 Results

Structural equation modelling (SEM) technique using partial least squares (PLS)
was used with SmartPLS version 3.2.6 [27]. Even though the sample size of 115 is
relatively small, it is sufficient to assess the model based on the rule of ten [28], as
the research model would require a minimum of 40 questionnaires. In order to assess
the quality of the measurement instrument, tests concerning convergent validity and
discriminant validity were performed.

Convergent validity is represented by the loadings of the items to their respective
construct. All loadings were significant at the 0.001 level and exceeded the recom-
mended value of 0.7. Construct reliability was tested by examining the composite
reliability (CR) and the average variance extracted (AVE). The values exceeded the
threshold of 0.6 for CR and 0.5 for AVE.

Discriminant validity has been assessed by observing the cross-loadings of the
items. Every item correlates with their respective construct the most. In addition, the
Fornell-Larcker criterion shows the highest value for the respective construct and
therefore supports discriminant validity. In the next step, the path coefficients have
been examined which represent each hypothesis.

The results of the SEM calculation are depicted in Fig. 2.
The path coefficients of satisfaction with the physician (β = 0.459, p < 0.001)

and satisfaction with the administration (β = 0.480, p < 0.001) towards the overall
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Fig. 2 Research model results

satisfaction are significant with comparatively strong influence on the dependent
variable, supporting H1 and H2. Doctor-patient relationship (β = 0.435, p < 0.05)
and technical quality (β = 0.282, p < 0.05) have been found significant for the
satisfaction with the physician, which supports H3 and H4 with a bigger influence of
the doctor-patient relationship. Staff (β= 0.336, p< 0.01), physical environment (β=
0.253, p < 0.05) andwaiting time (β= 0.241, p < 0.01) have a significant influence on
the satisfactionwith the administration, with staff as the biggest influence. Therefore,
H5, H6 and H7 are supported. Accessibility (β = 0.092, n.s.) has not been found
as a significant influence on the satisfaction with the administration. Therefore, H8
was not supported. The explanatory power of the model has been assessed by the
squaredmultiple correlations (R2). The explained variance of patient satisfaction (R2

= 0.708) is substantial.

6 Discussion and Implications

6.1 Empirical Findings

The empirical results show evidence that doctor-patient relationship has strong
impact on the rating which is in line with the findings of Möller-Leimkühler et al.
[8]. Communication and empathy are shown to have great influence on how patients
perceive their treatment. Technical quality as an influence shows a weaker influence
on the direct satisfaction with the physician. For the satisfaction with the administra-
tion, the same characteristics as for the satisfaction with the physician can be found.
Interpersonal aspects such as the communication and treatment by the staff have the
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highest influence. Physical environment and waiting time show an equally strong
impact on the satisfaction with the administration. This is in line with the research
of Medway et al. [13] and Ware et al. [7]. However, accessibility has not been found
as an influence on the satisfaction with the administration of the office. In literature
accessibility for general practitioners is also not mentioned among themost powerful
influences [24]. The physicians involved in the study mostly had their offices in rural
areas. Patients mentioned that they do not want to reach out to a physician who is
a long distance away from their hometown. This suggests that choosing the right
physician comes down to convenience if there is no need to see a rare specialist.

6.2 Theoretical Implications

This research complements the literature examining how patients’ ratings constitute.
Patient satisfaction is awell-researched area,without the existence of physician rating
platforms. The existing literature of patient satisfaction did not explicitly focus on
an overall rating of the doctor in case of recommending the physician to others. This
research establishes a link between patients’ satisfaction and rating on physicians
in the context of rating physicians in a public context like PRWs. Since patients
rate their physician mostly positive, the scarce of negative ratings on PRWs can
be explained. Patients seem to be biased in the way that they mostly visit doctors
with whom they already have good experiences with. Kadry et al. [12] support the
finding on patients’ rating being favorable on physician rating websites. The strong
impact of the doctor-patient relationship on the satisfaction with the physician shows
in relation to the technical quality that patients focus more on how they like the
doctor instead of how competent they think physicians are. It is also an indicator
that physician ratings do not reflect the true quality of the medical treatment, since
patients are not able to evaluate the competency of the physician or the medical
treatment itself due to the knowledge gap between patient and doctor. Furthermore,
the high cross-loadings between the constructs of the doctor-patient relationship and
the technical quality show evidence that patients are not able to distinguish between
their sympathy towards their doctor and the perceived competency. The data suggests
that patients who like their physician automatically are biased in a way that they
think the physician is competent enough to decide for the right treatment. It is also
an indicator that patients may be more forgiving in case of bad treatment, when
they sympathize with their physician. Therefore, additionally to the knowledge gap
between doctor and patient, the evaluation of the technical quality is also biased due
to the doctor-patient relationship.
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6.3 Practical Implications

The results provide important insights for physicians to improve their online ratings
and for potential patients how to use PRWs. Physicians can improve their reputation
and therefore, rating with their patients. The research suggests that physicians should
focus on their relationship with their patients. Communication and sympathy have
been shown as a key element of patients’ ratings. Keeping in touch with patients in
the office, but also online on a personal level should increase patients’ satisfaction
and the reputation of the physician.

Even thoughPRWssuggest that only doctors are rated, reality shows that thewhole
office is part of the rating. Staff influences the patients’ rating by the same criteria:
human interaction. A good atmosphere among the staff and the patients already show
great impact on patients’ satisfaction. This has to be kept in mind to achieve a good
patient rating and online reputation. The doctor alone cannot influence the rating as
a whole, since the whole staff is involved. The model shows that patients are able to
distinguish these separate influences way better than the single influences.

Comparing the influences of the satisfactionwith the physician and the satisfaction
with the administration, this research provides evidence, that both are equally relevant
for the overall satisfaction. Even though staff has a greater influence than physical
environment and waiting time, physicians should consider to get feedback about how
patients feel about the appearance of the office and if waiting times are perceived
as too long. However, changing the office surrounding and encountering waiting
times will imply additional cost for physicians’ offices. On a good note, the strongest
influence to improve online ratings, the direct human interaction, can be implemented
immediately.

The study also has shown that ratings are already overwhelmingly positive. There-
fore, physicians should enforce patients to participate on physician rating websites.
Past research has shown that physicians are rather skeptical about rating websites [1].
Also, physicians in the study articulated their skepticism on these rating websites,
which can be the reason for a more conservative encounter with PRWs. For a better
representation of how patients feel and a better online reputation, physicians should
find ways to motivate patients to rate online.

For people who are looking for a physician, this research has a clear yet inconve-
nient message: Laymen who rate physicians’ online predominantly rate their subjec-
tively perceivedwell-beingwhen interactingwith the physician. In otherwords: users
of PRWs looking for the technical best specialist will get recommended the most
empathic etc. physician but not the best medical expert. As such the whole system
of PRWs needs to be taken for what it is: Medical laymen providing their subjective
feelings towards the behavior of the physician they met. Unless specific information
on the (long term) treatment success is given, the evaluation of the medical quality
of the services provided remains doubtful.
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7 Limitations and Further Research

This study only focused on patients and physicians situated in a metropolitan area
in southern Germany (convenience sampling). The location was of special interest
to contribute to the knowledge basis of physician rating platforms in the context of
German patients. For further research, the sample size needs to be increased for better
results and the items for the patient satisfaction should be altered to make up for the
favorable bias of patients towards their doctor to achieve a better fitting model. A
suggestion would be to identify a group of patients who were clearly not satisfied
with their doctor visit. Another way to overcome the positive bias of patients can be
the focus on specialized physicians who are only visited once by the patient. This
would exclude general practitioners who are visited more often or even regularly by
the same patient.

To fully understand the ratings and what constitutes the perception of the physi-
cian, the outcome of the treatment should be considered in further research. The study
focused on the short-term satisfaction of the patient immediately after the treatment,
at which point the patient is not able to judge whether the treatment will improve the
personal condition. Further research should ask patients 2 weeks and 6 weeks after
the treatment, to investigate howmuch the impact of the outcome changes the rating.

8 Conclusion

The main influences of patients’ ratings have been examined. The results show that
that patient satisfaction and physician rating criteria can be observed on the same
level. The direct rating on the physician and the rating of the organizational part have
an equally big impact on the final rating. The study has shown that doctor-patient
relationship, physician’s competency, staff interaction, physical environment and
waiting time play key roles in the patient’s rating. The emphasis on human interaction
as a main role of patients’ satisfaction shows potential for further research.

Appendix

See Table 2.
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Table 2 Questionnaire

Construct Indicator

Overall satisfaction I am satisfied with my doctor and office

I always visit the same doctors’ office

I would recommend my doctor and office to my friends
and family

Satisfaction with the physician I am satisfied with the medical treatment

I always visit the same doctor, if I have a problem

I would recommend my doctor to my friends and family

Satisfaction with the administration I am satisfied with the procedure until I saw the doctor

I am satisfied with the organization of the office

I would recommend my doctors’ office to my friends
and family due to the good organization

Interpersonal manner The doctor treats me with respect

The doctor lets me tell him/her everything that I think is
important

The doctor listens, when I have uncertainties

Technical quality The doctor is very careful to check everything when
he/she is examining me
The doctor always explains the side effects of the
medicine he/she prescribes
The doctor never exposes me to unnecessary risk

Doctor-patient relationship I like my doctor as a person

I feel understood by the doctor

The doctor is interested in my problem

Staff The atmosphere among the staff is good

The staff helped me when I had questions

I was treated with respect by the staff

Physical environment The office is modern and up to date

The waiting area was comfortable

The treatment area was clean and sanity

Accessibility It’s hard to get an appointment (−)

Office hours when you can get medical care are good

If I have a medical question, I can reach someone for
help without any problem

Waiting time I am satisfied with my appointment time

I am satisfied with the waiting time in the waiting room

It takes too long to see the doctor (−)
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Last Mile Logistics in Smart Cities:
An IT Platform for Vehicle Sharing
and Routing

Emanuele Guerrazzi

Abstract Due to the current remarkable growth of e-commerce, the last mile logis-
tics has become a relevant problem. In this paper, the main issues of the last mile
logistics in a smart city context are introduced. We propose a solution based on a
shared Information Technology (IT) platform that needs no material investments.
The principle of resource pooling is applied to the sharing of heterogeneous vehi-
cles in the urban network. In particular, an IT platform powered by an optimization
algorithm is proposed to allow couriers to make their deliveries more efficiently, that
is, to reduce the total distance covered by the vehicles. This was achieved through
the development of four software modules: an ETL, an optimizer, a web application
and a map displayer. First results are promising, but further investigations should
be done in order to evaluate more accurately the expected benefits and the possible
positive externalities such as improvement of air quality in the city.

Keywords Last mile delivery · Logistics · Smart city · Vehicle sharing

1 Introduction

In the recent years, business practices worldwide have been shaped by the remarkable
rise of e-commerce. The rapid e-commerce growth has resulted in the steady increase
of parcel delivery and returns volumes, which has accentuated the pressure on last
mile delivery actor and has created a demand for new solutions [1].

Globalization and the web market have led to exponential growth in transport,
allowing the development of an open market: products can be purchased anywhere;
goods travel around the world; and most of the goods are delivered to cities. The
topic of the last mile delivery is dealt with innovative modes thanks to the develop-
ment of Information andCommunication Technologies (ICT), Information Transport
Systems (ITS), Industry 4.0 and new transport vehicles [2].
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In this context, a Smart City is defined as “A ICT enabled development which
extensively uses information as a way to improve quality of life for its citizens and
population at large” [3]. It is well known that transportation is one of the main con-
tributors of CO2 emissions [4]. Thus, public authorities are encouraging companies to
collaborate in order to increase sustainability. They not only aim at reduced emissions
of harmful substances, but also on reduced road congestion, and noise pollution.

Urban areas require amassive quantity of goods, services and resources, which are
causing many problems for citizens. Transportation systems are often influenced by
unexpected conditions that affect their performance, with inconveniences for citizens
due to the lack of interoperability among the various transport operators [5]. Studies
indicate that freight vehicles represent no more than 15% of total traffic flow in urban
areas [6], but due to their size and frequent stops for deliveries have amore significant
impact than passenger vehicles.

Sii-Mobility Project, co-founded by ItalianMinistry of Education, University and
Research, aims to create an ICT platform for the introduction of smart solutions for
urban mobility, the optimization in the use of public and private resources and the
reduction of traffic and pollution impacts in urban areas, improving the concept
of “smart city” as a solution to face the increasing problems related to traffic and
pollution and the growing demand for sustainablemobility and quality of services [7].
In this context, we focus on a typical city logistic scenario, where there are a certain
number of couriers and amuch bigger number of last-mile operators (aka “masters”)
that are accountable for delivering and picking up small packages in the urban and
extra-urban environment. These operators have exclusive agreements with couriers,
and they are responsible for picking up packages at the logistic centres and for visiting
the final addressees. This transportistic organization leads to a redundant presence of
vehicles of different couriers, even at the same addresses or in the same areas in the
same day, resulting in an increase of urban traffic, an increase of delayed deliveries
and an increase of pollutant emissions, as well as all the indirect consequences.

The main objective of this work is to provide couriers with a tool that allows
them to organize more efficiently their last mile distribution, through the shared use
of vehicles and Information Technology (IT) platform in a smart city context. The
core of the designed IT platform is powered by an optimization algorithm in order
to make the distribution of goods in the last-mile delivery more efficient.

This article is organised as it follows. In Sect. 2 the state of the art about last
mile delivery and vehicle sharing is presented. Section 3 shows more in detail the
objectives and the methodology used for this work. In Sect. 4 preliminary results are
shown. Finally, the discussion and conclusions, including future developments, are
presented in Sect. 5.
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2 State of the Art and Empirical Background

Ranieri et al. [2] provides a review of the last mile logistics innovations in an exter-
nalities cost reduction vision, classifying the innovative contributions into five cate-
gories:

(1) Innovative vehicles
(2) Proximity stations or points
(3) Collaborative and cooperative urban logistics
(4) Optimization of transport management and routing
(5) Innovations in public policies and infrastructures.

Particularly, this work deals with issues 3 and 4.
The cooperative urban logistics concept is based on the sharing of the resource

and the revenue in the last mile delivery. An interesting application can be found in
[8], in which the delivery of small- and medium-sized packages is carried out using
public transport means. Liakos and Delis [9] propose an interactive freight-pooling
service using a trustee (i.e. a city authority) to orchestrate the process by specifying
constraints (i.e. changing time windows). In this work a cluster-first route-second
heuristic has been used in order to optimize the cost of the last-mile delivery, suppos-
ing that the cost depends on the time the freight remains engaged to a hired carrier
and suggesting a fair pricing policy that encourages the participation of couriers.

Wemention also Juan et al. [10] that discuss a backhaul-based cooperation among
couriers, comparing cooperative and non-cooperative scenarios. Results show that
cooperation leads to a lower distance overall covered, even if the technique is limited
only to the backhaul route.

For what it concerns the optimization of transport management and routing we
cite the work of Kin et al. [11], where a mathematical model is developed to calculate
the costs of alternative distribution set-ups for the last mile transportation in urban
areas. This work suggests four different set-ups (direct, cross-dock, direct with small
vehicles, urban consolidation centre) depending on the volume of transported items
and distances covered.

Zhou et al. [12] introduce a city logistics problem in the last mile distribution
involving two levels of routing problems (depots-satellites, satellites-customers),
proposing a hybrid multi-population genetic algorithm.

Actually, routing problems in logistics are modelled as variants of the VRP, and
they are often solved by heuristics [13], especially when applied to the real-world.

As concerning the empirical background, in the EU area, a number of innovative
experiences about city logistics have been implemented in the last decades. The most
important are reported here following (for a more detailed description see [14]):

– On street package collection and delivery stations (Germany)
– Coventry’s zero-emission postal service (UK)
– Delivering goods by cargo tram in Amsterdam (Netherlands)
– Electronic vehicles for companies in Stavanger (Norway)
– Utrecht’s sustainable freight transport (Netherlands)
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– Smart packaging solutions for cleaner urban freight in Berlin (Germany)
– Padova Cityporto: a success model for urban logistics (Italy)
– Distripolis: a new city logistics solution in Paris (France).

3 Objectives and Methodology

3.1 Objectives

The main objective of this Sii-Mobility solution is to allow multiple couriers to
optimize their last-mile delivery using a shared pool of vehicles. In order to achieve
this purpose, it is necessary to accomplish the following objectives:

(1) Allow data integration and sharing among all couriers andmasters. In particular,
couriers have to share their transportistic requests and masters have to share the
information about their vehicle fleet.

(2) Make the overall distribution more efficient, in terms of:

a. Reducing couriers’ logistics costs
b. Reducing air pollution in the urban context
c. Reducing traffic jam

(3) Show the route to drivers, using a suitable displayer.

Main benefits expected from such a solution are:

– sharing the logistics resources for pickup and delivery
– optimizing the use of the available resource in order to reduce cost
– reducing urban mileage and consequently reducing pollution and traffic
– improving the quality of services.

3.2 Methodology

The proposed solution is IT platform that enables the centralization and processing
of info from several couriers andmasters in order to optimize the pickup and delivery
processes of goods.

An overall vision of the IT platform is reported in Fig. 1.
In the following, each part of the system will be described.

ETL Module This module implements ETL processes in order to retrieve informa-
tion from external and heterogeneous sources and to store them on a shared Data
Warehouse (DW).
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Fig. 1 Representation of the proposed IT platform

These ETL processes have two objectives:

1. To acquire and manage static data provided by couriers and masters, (i.e. the
capacity of the vehicles)

2. To acquire and manage dynamic data provided by couriers, in particular data
about the deliveries/pickups.

This is achieved by implementing the following phases:

– Phase 1: extracting data from outside sources (Ingestion phase). This phase
includes data retrieval, the processing, the selection and the internal storage of
data, interacting (in different ways) with external sources.

– Phase 2: transforming data to fit operational needs which may include improve-
ments of quality levels (Data Quality Improvement phase). This phase allows to
preliminary analyse data in order to identify attributes of interest, how they are
made and, if necessary, acting to improve their quality. For example, a “name”
could be trimmed, an “email” could be checked, an “address” could be upper-
cased and so on.

– Phase 3: loading data into the data warehouse (or another end target such as a
database or a data mart).

Optimization Module Thismodule is the core of the entire algorithm and it solves a
variant of the popularVehicle RoutingProblem (VRP) calledMulti-Depot Pickup and
Delivery Heterogeneous Capacitated VRP with Time Windows (MDPDHCVRPTW)
that can be stated as it follows: given a certain number of heterogenous vehicles
that are at disposal of various depots, we have to make the optimal assignment of
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packages in order to satisfy the transportation requests of customers within their
required arrival time, minimizing the overall distance covered by the vehicles.

This is a generalization of the VRP, that is already a NP-hard problem [15].
We decide to specify the objective function as it follows: to reduce the total

distance covered by vehicles through a coordinated and optimized management of
the vehicle pool and of the transportation requests (pickups or deliveries).

Indeed, this typically would lead to the benefits cited in 3.1.
Besides, the use of more ecological vehicles is more appreciated than old trucks,

and the module takes in account this.
More operatively, this module has to provide:

– The optimal allocation of packages to the vehicles
– The optimization of the route of each vehicle.

in order to reduce the total distance covered by the vehicles.

An implementation of the Tabu Search metaheuristic has been developed, the
details of its mechanism are reported in Appendix.

This module reads data from the DW and write into an appropriate table the
resulted solution, that consists in the assignment of packages to the selected vehicles,
indicating the sequence of the visit to each customer and to each courier’s warehouse.

The module integrates data from Google APIs, in particular it gets geographical
coordinates, distance matrix and time matrix from it.

These data are essential in order to make the algorithm work correctly.

Web Application Module This module is a Web application that has to show for
each vehicle:

1. The warehouse pickup list, that states which packages the vehicle has to pick up
at which courier’s depot (it could be more than one)

2. The pickup and delivery list Which packages the vehicle has to deliver or pickup
at customers’ addresses.

Thismodule gets data from theOptimizationModule in order to show the required
outputs. Every next modification can be requested by couriers or masters through
this module.

This web application arranges a user interface to access:

– Static data about couriers, masters, vehicles, drivers and depots
– The warehouse pickup and pickup and delivery list
– Info about the delivery status of the packages.

In this way both couriers and masters can customize the assignments suggested
by the algorithm according to their necessities (i.e., reassigning a package from a
vehicle to another one). Once the manual reassignment has been done, it is possible
to ask again the algorithm a new optimized solution, without changing the packages
that have been manually reassigned.
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Map Displayer Module This module is an APP developed in order to display on
the map the info about the warehouse pickup and pickup and delivery lists.

It also provides an interface that allows the drivers to point out all the info useful
to track the package (i.e., delivery status, interruption on the itinerary).

4 Preliminary Results

In order to validate the system, a local master of the city of Pisa has been contacted
and 3 real instances have been tested.

Note that in this case an instance consists in a set of transportation requests that
have to be accomplished in a specified day. Every transportation request includes
the customer’s address, the weight of the item, the requested arrival time, the type of
transport (pickup or delivery) and all the info about the origin of the item.

Besides, as it would not be possible to use all the features of the algorithm with
the original data of the master, these have been slightly modified in order to test the
full potentiality of the algorithm and its main applications.

Results are shown in the following table:

Instance type CDm
(km)

CD (km) S (%) C P ET (s)

MDPDHCVRPTW 267 201 24.7 68 72 38

PDHCVRPTW 200 148 26.0 66 69 34

MDHCVRPTW 268 243 9.3 107 123 126

where:

– CDm is the covered distance (km) by master solution
– CD is the covered distance (km) found by our algorithm
– C is the number of customers (i.e., the number of distinct addresses visited by the
vehicles)

– P is the total number of packages
– ET is the total execution time of the algorithm (s)
– S is the saving percentage in distance, computed as: S (%) = CDp−CD

CDP
· 100.

5 Discussion and Conclusions

The problem of the last-mile distribution has been faced, and a tool that allows
couriers to manage more efficiently their deliveries has been designed, using an
optimization algorithm that relies on the resource pooling principle and that is based
on a modified version of the tabu-search metaheuristic.
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First results show that there is a possibility for couriers to have the daily total
distance covered by their trucks reduced.

Besides, there are some limitations that must be taken in account:

– It could be impossible to couriers to share their information due to privacy and
perceived risk/issues.

– GoogleAPIs restrict the algorithm’s capacity to handle a largenumber of customers
because there is a limit on the free daily queries [16].

Further investigations should be conduct in order to study possible positive exter-
nalities such as:

– The improvement of air quality
– The effective reduction in the transportation costs of the couriers
– The time saving of the planner

Also, a complete instance involving real data from more than one courier should
be used to further test the proposed solution.

In the context of smart-city, such a shared IT platform could enable a disruptive
change in the businessmodel of couriers andmasters. As an addition, it could provide
local authority with a tool to support environmental policies.

Finally, we remind that the modular nature of the algorithm allows future adjust-
ments to the algorithm itself can be done (i.e., considering the fairness among vehi-
cles).
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Appendix: Optimization Algorithm Details

In this appendix is reported more in detail how the algorithm works.
The optimization algorithm is a modified implementation of the popular tabu-

search technique, and it can be divided in four phases:

(1) Clustering of the customers: through the geographical coordinates of the cus-
tomers, is it possible to apply a simple K-Means algorithm in order to get the
desired K clusters. K is an integer computed through the cost of the Minimum
Spanning Tree of all the nodes (customers and courier’s depots). Every cluster
is then ordered, or rather, every customer of the cluster is sorted in an ascending
manner according to a distance-time function that takes in account both the
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geographical distance from a customer to another one and its requested arrival
time.

(2) Choice of vehicles and assignment of packages: once the K clusters are obtained
and ordered, K vehicles are chosen from the pool. The algorithm chooses first
the most ecological vehicles, then those ones that have larger capacity. Once
the vehicles are selected, all the packages are sequentially assigned to one of
the vehicles according to the same distance-time function of step 1), that is a
package is assigned to the nearest vehicle. If no vehicle is available, or one or
more constraints are violated, (i.e., overload of the truck, customer not served
in time) then another vehicle is chosen from the pool.

(3) Local search: once a first constructive solution is obtained, five local search
moves are applied sequentially so that only improvements to the current solution
are allowed. Some of thesemoves are well-knownmoves used for the Travelling
Salesman Problem, such as 2-opt or Or-opt, while others are a modification of
classical moves.

(4) Tabu search: after the local search, a tabu search based on the same moves
is started. It is possible to choose how many iterations of the tabu search the
algorithm has to run. We remind that this technique is used in order to escape
eventual local minima found in 3.
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Digital Transformation Projects
Maturity and Managerial Competences:
A Model and Its Preliminary Assessment

Aurelio Ravarini, Angela Locoro and Marcello Martinez

Abstract This paper sheds light on an overlooked aspect of Digital Transforma-
tion processes and projects: the managerial competences necessary to make them
happen, evolve and be achieved. Many technology maturity models are discussed
in the literature, but little or no mention is done regarding how to model and assess
the broader set of managerial competences (i.e., knowledge, skill and experience)
besides the technical ones, which managerial roles should exhibit in each phase of
the maturity models proposed. This paper discusses some of these maturity models
and motivates a new one focused on Digital Transformation maturity in the direction
of filling this gap. The model is then presented in its conceptual design as well as in
its empirical assessment. A couple of pilot interviews to Italian companies are also
discussed as a preliminary test of the main feelings about it and as a ground for our
final refinements and future works upon it.

Keywords Digital business transformation ·Maturity model ·Managerial
competences · Qualitative model assessment

1 Introduction and Motivations

Digital Business Transformation has been defined1 as “the profound and accelerating
transformation of business activities, processes, competencies and models to fully
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leverage the changes and opportunities of digital technologies and their impact across
society in a strategic and prioritized way, with present and future shifts in mind.”
Today, Digital Transformation is able to challenge traditional business strategies and
management roles to the point of no return. Adapting to rapidly changing scenarios
where technologies are sovereign seems an imperative to survive in the global econ-
omy. But what is it really at stake when it is time for an enterprise to align to the
main digital transformation drivers? Does this transformation mean only a technical
transformation or also a social one?

For [1, p. 6] its all quite a matter of leadership. In defining the key points for
which enterprises fall short of expectations when going digital, Fitzgerald and their
colleagues declared that both “management temperament and relevant experience”
are key drivers to success, as “todays emerging technologies, like social media, mo-
bile, analytics and embedded devices, demand different mindsets and skill sets than
previous waves of transformative technology”. The problem of vagueness around
the Chief Information Officer (CIO) and CxO roles in relation to the management of
“information and technology for competitive differentiation and the maturity of [or-
ganizational] information leadership capabilities” [2] is well known in IS research.
Diverse idealtypes has been characterized for CIOs roles in regard to business and IT
alignment [3–6]. However, digital business transformation projects are a relatively
new scenario of analysis of the top management roles.

In a previous work [blinded reference], we tried to trace the main characteristics
of the CIO and Chief Digital Officer (CDO) in regard to their roles, in order to
understand in which aspects these managerial roles differed or were analogous, what
were their relation with the new waves of technology, and how their interplay had
sense to create a synergy towards the successful digital business transformation of
enterprises. In this paper, we partly ground on our previous analyses, but we shift our
focus on a set of characteristics named managerial competences. Competences has
been defined as any “knowledge, skill, trait, motive, attitude, value or other personal
characteristic essential to performa job” [7, p. 843].Amongmanagerial competencies
there are “such characteristics as communication skills, problem solving, customer
focus and the ability to work within a team”.2 We structure competence types under
the three concepts of knowledge, skill, and experience. In this way, we set them apart
from roles, activities, responsibilities and purposes of managerial figures, so as to
be better scrutinized and well outlined in their traits, and we propose a conceptual
justification of the term competence first. Then, we contextualize these concepts in
digital transformation projects maturity.

2The definition is available at https://bizfluent.com/info-8216837-managerial-competencies-mean.
html, last accessed 28th May 2018.
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1.1 About Competences

The definition of competence and managerial competence justify an in-depth di-
gression about the origin of the conceptual structure surrounding the terms that we
proposed above, namely: “knowledge, skill and experience”. We deem this detour
as a useful tool for readers to better understand what we intend with competences
and our interpretation of them. This digression may justify why we prefer to keep
competences well separated from roles, responsibilities, tasks, and so on; why we
consider them all necessary tiles of the managerial equipment; what their mutual
relations and interplay may be, and so on.

We owe the first conceptualization of the virtues of our rationality3 to Aristotle,
who defined the dual nature of our “rational soul”: that of being thoughtful and
practical, and kept “alive” by its main driver, the pursue of “goodness”. The principle
of our action is deliberation, and this in its turn is based on rational thought and
rational practice. To pursue the “right” choices,we as humans reasons about goals and
means to reach them, and we do this through our “dispositions”, i.e., our tendencies
towards goodness. Aristotle named such dispositions as:

– science4 (“episteme” in Greek) or the formal methods we apply to know what can
be considered as “necessary and enduring” (i.e. true);

– intellect5 (“nous” inGreek) or the intuitive understanding, the engine of our formal
reasoning about truth;

– “sophia”,6 which is composed of science and intellect, that we translated into the
term knowledge;

– art7 (“techne” in Greek) or “rational disposition to production”, ability to “create
and design” (virtual or material) objects. We translated this term into skill;

– wisdom8 (“phronesis” in Greek) or the proper disposition to action, i.e., practical
judgment to “deliberate and act for the best”, which we translated with the term
experience.

We argue that the umbrella term competence is a contemporary way to define all
of those “personal dispositions” necessary to act in the world, managing problems
and pursuing goals with our best efforts. However, despite the above systematization,
it is clear how all of these elements are difficult to be separated into rigid definitions
and isolated from each other. For example, knowledge is related to experience in
that it partly drives it and aids to take the most suitable actions; skills are not action,
but a specialized knowledge (i.e., technical knowledge) that allows the production

3We refer here to our synthesis of the discourse about dianoetic virtues – i.e., virtues of our reason
– in the translation from the original Greek in Italian of Nichomachean Ethics: Book VI (E.N.,B:VI
from now on), available at http://www.filosofico.net/eticaanicomaco6.htm.
4E.N.,B:VI, part 3.
5E.N.,B:VI, part 6.
6E.N.,B:VI, part 7.
7E.N.,B:VI, part 4.
8E.N.,B:VI, part 5.

http://www.filosofico.net/eticaanicomaco6.htm
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of objects and services and / or the manipulation of people and processes. This
production is then related to action (knowing how to ride a bike is manifested when
riding a bike). Wisdom is impossible without knowledge (and intellect in particular)
but it is not knowledge of something, rather it extends to “practice” as the rationality
applied to situational and contingent events, with the aim of acting for the best.

Although a too rigid classification of competences is unrealistic, we keep at least
the conceptual structure of the terms composing competence, with the aim of identi-
fying those that should all be part and parcel of management background and char-
acter in Digital Transformation projects. In particular, our aim is that of exploring
the varying degrees and combinations of competences triggering the maturity steps
under exam of a digital transformation project.

1.2 Research Questions

In general, technology maturity models show stepwise evolution in the adoption
of a technology or in the making of a digitalization project up to the best possible
levels of efficiency and effectiveness for the enterprise. Starting from this assumption,
our goal is to create a model that identifies the competences (knowledge, skill and
experience) of the managerial roles (CIO, CDO, and the like) who are responsible
of the digital transformation in an enterprise. This managerial features should be
analyzed in the different phases of an organizational transformation. In particular,
the following research questions aims at filling a gap in the current literature, where
the competences outlined for the CIO and CDO specific roles seems to be forced
into rigid and static abilities:

– should the managerial role responsible for digital transformation projects be
unique?

– should an activity be mapped one to one to a specific role (e.g., in a tayloristic
perspective), or is there room for a more flexible and partial overlapping when not
even redundancy of roles?

– should the role or roles involved in a digital transformation project be static or
may they evolve along with the organizational transformation?

The paper is organized as follows: Sect. 2 is an overview of enterprise technology
maturity models. In Sect. 3 we present our model of digital transformation maturity
and managerial competences through the lenses of its conceptual design and pilot
assessment. Section4 concludes and sketches our future work.
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2 Background

2.1 Technology Maturity Models Compared

The problem with the current technology-driven models of organizational maturity
and the like is that they mainly focus on different aspects of (technical) transfor-
mation per se, and leave the social concern in participating to the transformation
implicit or underdeveloped. As the socio-technical perspective is well established in
acknowledging the importance of both aspects and how deeply they are intertwined,
the lack of clarity or the lower level of investigation on the human side of orga-
nizational transformation may fail short of providing a crystal clear interpretation
of the phenomenon and, as a consequence, the absence of adequate tools for inter-
vention. The following review is performed on organizational models of “maturity”
and aims at revealing their strength and weaknesses in the direction of orienting our
work towards the detection of a more balanced construct for understanding digital
transformation maturity levels in connection with managerial competences. In what
follows, we take into consideration models of technological analysis and concern in
organizations.

One of the first models implemented in this direction is the “Capability Maturity
Model” (CMM), which was laid down by Nolan first [8] in respect to IT evaluation
adoption, and then evolved by other authors while it became a standard of software
development and process modelling. This model presents organizational evolution
starting from a chaotic state, where processes are left running in a primeval condi-
tion where no formalization and control is possible, into a higher stage of maximum
clearness, efficiency, and optimization. This transformation has beenmodelled in five
levels, where the more technology is used to support processes and their optimiza-
tion, the more maturity is achieved and ascribed to the organizational business and
IT strategies. In this model, no alternatives are foreseen, but a straight and strictly in-
creasing technological advancement towards an organizational goal. No perspective
is taken regarding the human competences to reach this goal, nor this model delves
into the organizational complexities and dynamics that are at play while reaching the
proposed goals.

Among the revised versions of the CMM the one fromGalliers and Sutherland [9]
extended the stages detection and description with the factors influencing the ma-
turity of different aspects of an organization. Each factor is either present or not in
a particular stage, so as to better describe and understand where an organization is
positioned according to the model. These factors ranges from strategies to infras-
tructures and operators, and also specifies operative roles and general skills that are
necessary in each phase of maturity. Starting from technology adoption, this model
shows how also strategic and organizational considerations are relevant, and how to
translate them into influencing factors of maturity. These factors are then instantiated
in each phase of the model and each of them contributes with a different intensity to
each organization maturity phase. Many models originated from CMM, for example
in the healthcare domain (see [10] for an overview). However, for these set of models,
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it may suffices to note how social actors are left aside, and the use of an adequate
digital recording of clinical data and a networked infrastructure seem sufficient to
lead to the level of desired maturity.

A model related to the healthcare domain, but more focused on data analysis
processes for business intelligence (BI) projects is the one designed by Brooks and
colleagues [11]. This model borrows its structure from the Design Science Research
Methodology (DSRM) framework [12], a methodology composed of six steps that
are exploited to represent the phases of maturity for a BI project. The difference with
respect to the previous models lays in the higher level of details regarding the specific
steps and activities to be taken in each phase of theBI project. In a separated section of
the study, the authors describe the main factors affecting the success for these kind
of projects: among them, “People skills (analytic, business and IT)”, “Supporting
technology” and “Quality evaluation of the results” [11, p. 338]. Although these
factors are more adhering to our idea of organizational effort for more specific tasks
and phases, these factors are just left separate from the BI model, so that it was not
feasible for us to figure out a possible mapping between a specific phase or activity
of the model and the related skills or competences. In the same study, a comparative
analysis of maturity models is also carried out in order to demonstrate the lack of
previous focus in the literature on the complexities of data analysis management.

Another model we took into consideration in our analysis is the one by Schu-
macher [13]. This model takes into exam the Industry 4.0 readiness of manufac-
turing industries. In so doing, a model of nine dimensions with sixty-two maturity
items spread out among them is presented and discussed in the study. In particular,
dimensions such as Leadership, Culture, People, Governance and Technology are
deemed relevant for framing the maturity of organizational capabilities in the man-
ufacturing domain for Industry 4.0 projects. The list of dimensions is sustained by
a corresponding list of items, whose importance was assessed by interviews and a
structured questionnaire with Likert scale values for each of the maturity items of
the model. Some of the highest scores were assigned by the respondents to the items
belonging to the dimensions of People, Culture and Government. However, as no
further details are given in the study about the items and the scores of the single items
inside each dimension of the model, we could not go deeper into it.

Amaturitymodel specifically designed for the digital transformation of the supply
chain in manufacturing industry was developed by Kotzler and colleagues [14]. This
model is focused on a specific goal of digital transformation, i.e. the production
and application of “smart products”, i.e. products with an added value embedded in
them: the continuous and knowledgeable exploitation of data-driven services, which
transform these products into innovative “service systems” [14, p. 4215]. A new
mindset is advocated for this new production paradigm, up to the level of a “data-
driven enterprise” [ibidem]. To reach the latest level, the model envisages five levels
and nine dimensions characterizing them and allowing the definition, measurement
and evaluation of each level. Among the dimensions defined, there is a distinction
between the “Smart product” dimension and the “Complementary IT dimension”,
and an emphasis is given to the social and competency dimensions, by including in the
matrix also “Collaboration”, “Structual” and “Process” organization, “Competences”
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and “Innovation Culture”. In paricular, the “Competences” dimensions is stated for
each level in terms of technical competence on each piece of technology adopted
during each phase of the production and application models. No emphasis is given
in this study to other competences rather than technical, such as for example the
soft skills and other knowledge and experience of the participants involved in the
smart product management. Concerning the dimension of “Innovation Culture”, the
authors hints at general characteristics of the top management such as openness,
service and digital thinking, and understanding of the innovation phenomenon of
data availability.

2.2 CIO and CDO Roles, Responsibilities, Tasks and Goals:
What About Competencies?

Roles, responsibilities, tasks and goals for CIO/CDO figures can be defined off the
table. The necessary competences (besides the technical ones) to accomplish them
are partly ineffable and needs a subtler intuition as they are a quite subjective aspect
of CIO/CDO background and “personalities”, as we have just outlined in Sect. 1.1.
This is one of the reasons why they are often disregarded or considered only in their
technical aspects when modelling organizational activities, projects and strategies.
However, we believe that starting from an outline of the roles that CIO and CDO
are called to cover, together with their main responsibilities, tasks, and goals, may
help frame competences as being in relations with them, rather than identifying
competences with them.

The traditional goal of a CIO is the productivity improvement through the ade-
quate exploitation of IT enterprise infrastructures. CIOs are recently called to play a
leading role in the Digital Transformation [2]. In this role, they should drift from the
management of technology to the management of information, having a global and
strategic vision of the organization, rather than a limited functional and operative
orientation.

In the literature, there is no mention of how a CIO’s background may influence
his corresponding attitudes and behaviors. The only question under analysis is the
kind of background of a CIO, being a “soft skill” background or a “hard skills” one
and the related correlation between these kinds of skills and the stronger or weaker
influence exerted by the CIO vs the other Top Executives [3]. A second trait of
the CIOs capabilities is outlined in [15] where the CIO is considered as the main
enabler of an IT innovation strategy in enterprises. Among the characteristics and
their definitions that CIO should possess for enabling IT innovarion there are:

– political savvy: capability to influence, negotiate and persuade;
– communicative ability: capability to communicate with an appropriate business
jargon, and in a clear and persuasive way;

– relationship building ability: capability to strengthen reputation and authority
among peers;
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– strategic business knowledge: capability to comprehend people, business strategy
and the competitive forces in an organization;

– strategic IT knowledge: capability to understand the emergent technologies, their
potential, their relevance for the organization and catch the “kairotic” moment
when investing on them.

Regarding theCDO, this role is almost new in the organizational landscape. About
this role, it is claimed9 that today it is one of the roles with the higest increasing rate
of employment during the last years and a global phenomenon. On the other hand, it
is also claimed that among the top-ranked companies in the world, only 6% of them
has a CDO in its hierarchy.10

According to [16] the CDO is a role responsible for:

– defining a digital strategy shared by the whole organization so that a unifying
vision could lead the organizational awareness of the Digital Transformation at
hand;

– coordinating the digital harmonization of activities;
– exploiting the opportunities of digital business offered by markets;
– driving an organization through the digital transformation of its business.

In regard to “Digital Transformation”, Hess [17] focused on the responsibility of
a CDO to continuously monitoring the internal and external organizational contexts,
so as to get the opportunities offered by the “Digital Disruption”,11 and yielding the
highest benefits from it.

For Ariker and colleagues12 the CDO competences should partly overlap with the
ones of the “Chief Marketing Officer” in having a strong focus on KPIs and big data,
as well as a clear vision of the business strategy; on the other hand, the CDO should
also have competences that make this role getting closer to the CIO [18], such as,
for example, the capability to exploit the technology infrastructure to increase the
revenue, a deep knowledge of the technological trends, project management skills,
and data analytics skills [19].

None of these studies proposes a systematization of competences in the strand of
what we deem necessary to map them with project phases and maturity steps like
the one required by Digital Transformation.

9See for example http://cdoclub.com/first-look-chief-digital-officer-and-chief-data-officer-talent-
map-2016/.
10https://www.strategyand.pwc.com/reports/chief-digital-officer-study.
11Digital disruption is the change that occurs when new digital technologies and business models
affect the value proposition of existing goods and services. Source: https://searchcio.techtarget.
com/definition/digital-disruption.
12Article available at: https://www.mckinsey.com/business-functions/digital-mckinsey/our-
insights/getting-the-cmo-and-cio-to-work-as-partners.

http://cdoclub.com/first-look-chief-digital-officer-and-chief-data-officer-talent-map-2016/
http://cdoclub.com/first-look-chief-digital-officer-and-chief-data-officer-talent-map-2016/
https://www.strategyand.pwc.com/reports/chief-digital-officer-study
https://searchcio.techtarget.com/definition/digital-disruption
https://searchcio.techtarget.com/definition/digital-disruption
https://www.mckinsey.com/business-functions/digital-mckinsey/our-insights/getting-the-cmo-and-cio-to-work-as-partners
https://www.mckinsey.com/business-functions/digital-mckinsey/our-insights/getting-the-cmo-and-cio-to-work-as-partners
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3 A Digital Business Transformation Project Maturity
Model for Managerial Competences

Our method of enquiry of the above literature strictly followed the main principles
and coding tasks devised within the Grounded Theory framework [20]. From the
analysis and synthesis of the literature, we derived a sequence of steps for our Digital
Transformation Project MaturityModel and a set of Competences that should belong
to the management roles in charge of activating, governing and bringing each phase
of the Digital Transformation project to success.

The resulting schema is depicted in Table1, where we show the main phases of a
Digital Transformation Project, the Competences that we deemed necessary in each
phase of the project, and references to the literature from which we borrowed some
terms and model structures. In particular, the model phases were borrowed from the
work of Brooks et al. [11] with the exception of the “Demonstration” phase, whereas
the specific competences described in column 2 of the Table were mainly inspired
by works on maturity models and others (which are properly cited in the Table at
each phase level).

3.1 Model Outline

The six phases of the model are explained and justified in what follows.
Identify: this phase is an explorative one, where the goal is twofold: themonitoring

of digital opportunities and technological trends; the analysis of the inner and outer

Table 1 The digital transformation projectmaturitymodelwith a focus onmanagerial competences

Phase [11] Competence

Identify [11, 14, 15, 21] Knowledge of: - Business strategy skills in: - Digital & technology
trends Experience of: - Inner & outer contextual analysis to identify
problems and opportunities

Define [1, 2, 6, 15] Knowledge of: - Organizational processes skills in: - Project
management (resource allocation) experience of: - Relationship
building - Leadership

Design [1, 2, 10, 14, 15] Knowledge of: - Business & IT alignment strategies skills in: -
Project management (planing, scheduling, etc.) Experience of: -
Business & IT integration projects design

Develop [2, 6, 15, 19] Skills in: - Project management (coordination, problem solving,
re-alignment, etc.) Experience of: - Leadership - Change
management

Evaluate [10, 11] Skills in: - Data analytics experience of: - Data-driven
decision-making

Communicate [2, 6, 15] Skills in: - Communication - Persuasion experience of: - Leadership
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scenarios to compare them and evaluate the possibility (or the necessity) to start a
digital transformation process. The competences required in this phase should span
from the ability tomonitor, analyze and comprehend the potentials and the benefits of
technological trends, to the deep knowledge of the organizational business structures,
processes, strategies, in order to disclose possible convergences among the two.

Define: this phase includes the setting of the necessary resources and tools for
starting the digital transformation process. Indeed, in this phase the main compe-
tences required should be at the organizational level (resource management, and so
on), and at motivational level, so that a common vision of the process of transfor-
mation could be effectively communicated and shared among both supporters and
opponents, and opponents could be persuaded to change their mind. In this context,
some “soft skills” such as leadership are strongly required.

Design: this is the phase where the digital transformation borns, and where all the
technological aspects are taken into consideration for development. Also organiza-
tional aspects such as technology deployment and adoption are pursued. Technical
IT competences for integration purposes, as well as business process design com-
petences for process re-design are both necessary. Project management skills are
highly recommended in this phase, and make or buy analysis experience is also a
requirement.

Develop: this is the “Go Live” of the digital transformation project, where the
whole organization is involved. Projectmanagement competences are highly required
in this phase, for the organizational and coordination aspects of the project at hand.
Leadership and change management competences should be functional to managing
the impacts of the projects for all the people involved and for maintaining the right
dose of attention and popularity among the stakeholders.

Evaluate: in this phase data analysis capabilities are fundamental in order to eval-
uate the risks and impact of the project, which is by its nature characterized by a high
volume of data that should be gathered, elaborated, interpreted, and communicated.

Communicate: the communication to the stakeholders subsumes a set of com-
petences related to leadership, communication skills, persuasion techniques and the
ability to gain approval for the project results. The communication phase is a delicate
one, as a correct or wrong attitude may shift the balance of the stakeholder opinions
about the project itself.

3.2 Pilot Assessment

The pilot assessment of our model was shaped as the administration of five semi-
structured interviews among the top management of an Italian fashion company that
has started a digital business transformation process impacting its retail sales strategy.
The roles who were interviewed are: the CEO, the IT Manager, the Planning and
AllocationManager of the company, and the CTO of one of its external IT consulting
companies. The main considerations emerged from the content analysis of these
interviews are related to specific considerations about competences in the Design
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phase that cannot be left out of the scope of a digital transformation project, i.e., user-
oriented technologies and as well as a special gaze and sensitivity for socio-technical
aspects of digital transformation. A second point is related to a deep knowledge
of technological trends and the like. This knowledge should not necessarily be an
internal one, rather it can be acquired from outside partners. A third consideration is
related to the importance given to soft skills and marketing assets, which should be
practiced since the beginning of a digital transformation project. Another important
consideration emerged from the interviews: the recommendation of not adhering
to too rigid labels, rather by focusing on the competences practiced by whomever
is covering them, without any constraints based on roles. The main limitations in
current oranizational roles are due to the “one role, one task” restriction and to the
lack of collaborative paradigms and effective ways to promote them in enterprises.

4 Conclusions

In this paper, we presented a digital transformation maturity model and the related
managerial competences that cannot be left anymore out of consideration when tak-
ing digital transformation seriously. Our future workwill focus on refining ourmodel
through the method of multi-case studies and on possibly unveiling new organiza-
tional models for the management of multiple and multifaceted organizational roles
co-responsible of the samedigital transformation project. In particular,wewill launch
an online survey gathered around four main questions: for each phase in the model
and competences we ask the degree of importance of each of them, the motivations
behind this evaluation, whether these competences are present in the company and,
in case yes, by whom they were practiced. Our goal is to extend this model by con-
sidering each step taken and each competence as a pivotal structure that can be filled
with meaningful content based on the assessments in the field.
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Reporting Some Marginal Discourses
to Root a De-design Approach in IS
Development
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Abstract In this work, we challenge the concept of design in the development of
information systems. Information systems are usually considered to be so complex
systems that they simply cannot be developed outside of a specific activity of plan-
ning. However, in the specialized literature, some voices have also been raised saying
that it is this situated and contingent complexity that always prevents information
systems from having been really effectively designed. These voices have so far crit-
icized the formal and methodical approaches in IS design, and not design itself, thus
exonerating the role of the modernist designer from the current rate of failure and
user dissatisfaction in IT projects. The current idea of designer has reinforced over
time a divide between modeling and practicing, design and use, and the hegemony of
the planning mind over that of the performer. The current convergence of networked
application paradigms and the Web 2.0 infrastructure has led to agile methods, open
design concepts and on the idea of a prosuming user. This paper outlines some
discourses in IS research that could challenge the more traditional ones in current
IT design, and argues about the importance to revamp some of the most important
socio-technical principles for maintaining a critical gaze on positivistic and automa-
tion stances, mitigating the effects of the modernist over-design attitude, and make
IS development more sustainable.
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1 Introduction

As widely known, Information Systems (IS) research is concerned with “the design,
development, implementation and use of socio-technical systems in organizational
contexts” [1]. In this discipline, design as a topic of concern has been largely dis-
cussed [2]. We also will focus on design in this paper. However, as rightly noted by
Fallman, design is a term that is intrinsically difficult to define, since “it can denote
many different things to different people: including design as a profession, as an
activity, and—when design is used as a noun—as an artifact.” [3]. For instance, in
an influential contribution for the IS community, Hevner states that “the design pro-
cess is a sequence of expert activities that produces an innovative product.” [2] (our
emphasis).

This vision is mainly grounded on the rich conceptualization of Simon [4], who
understood design to encompass all of the conscious activities in which artifacts are
created and “existing conditions” are transformed “into preferred ones” [5]. That
notwithstanding, for our aims we will follow Baskerville et al. to differentiate the
actual construction of any new (IT) artifact1 from the “working out [of its] form”
[3] “the purposeful organization of resources [to build it]” [2] and “formulating
hypotheses [on it]” [6], that is from its “design”.2

Indeed, we need to create some room between the concept of design, intended as
“creation of artifacts”, which is so preeminent in IS research [4] and especially in
the “design science” branch of it [2], and the situated use of those artifacts by the
so called end users, which conversely is the current main object of investigation of
the HCI field [7] and increasingly so of the “behavioral science” branch of IS [2],
in order to accept the idea that IT artifacts are not “given” to their users but rather
evolve in interaction with an organizational context.

This does not mean to simply acknowledge that design is a never-ending activity
that occurs in “the long now” [8, 9] and that artifacts are “perpetually in the mak-
ing” [10]. Rather, the point is to recognize the active role of users in the necessary
transformation of the artifact they use over time; or, at least, of the situated ways
they appropriate and accommodate the artifact [11] and work with it. These “ways”
and practices are part and parcel of the Socio-Technical (ST) artifact, which should
substitute that of IT artifact in IS research [12].

This work in particular focuses on the extreme consequences that can be drawn
from those ST-Design (STD) principles that were originally denoted as “Minimal
Critical Specification” and “Incompletion”; in so doing, we aim to build on the work
where Garud et al. argue that “designing for incompleteness” is far from being an

1In this paper we equate the IT artifact with the software applications constituting an Information
System (IS), that is the technical component(s) of an IS, and of the relatedST system. For simplicity’s
sake then, the IT artifact definition we refer to is close to the one proposed by Hevner et al. [2],
which “include[s] not only instantiations [… of] the IT artifact but also the constructs, models, and
methods applied in the development and use of information systems, [while it does not include]
people or elements of organizations […] nor […] the process by which such artifacts evolve over
time” (p. 82).
2After all, OED defines design as “action of producing a plan” (2002).
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oxymoron, and propose to the readers a provocative question (even in the title of a
section) that they clearly left without an answer: “to design or not to design?” [10].

2 Opposing Stories of Modernist Design

This paper aims to shed light on the phenomenon of the erosion of a certain dis-
course on design, and the contextual emergence of some alternative voices. This
phenomenon, on one hand, is becoming increasingly more apparent, likely due to
the diffusion of the Web 2.0 and the social media; on the other hand, it has become
simply more perceivable by researchers that now look with renovated attention to
what happens after that a technology has been designed and built, and has been
instantiated into an organizational setting, a sensitivity that has also been dubbed as
the “turn to the users” [13].

To frame this phenomenon we have first to claim what discourse on design we
refer to. We acknowledge the existence of multiple perspectives toward IT design:
Johansson-Sköldberg et al. enumerate the main ones in IS research [4]. That notwith-
standing, if we focus not on what differentiate these perspectives, but rather on what
all these discourse have in common, we recognize like a common fil rouge tying
these together. We then call this heterogeneous bundle the “grand narrative of the
modernist design”. We choose the term “modernist” after Berman, who relates that
condition to “a socially progressive trend of thought that affirms the power of human
beings to create, improve and reshape their environment” [14].

With the development of modern industrial societies, when modernism stabilized
in philosophy, figurative arts and architecture, we observed the remarkable success
of Taylorism in the dawning mass production industry, with its core ideas: “stan-
dardization, […] the setting of precisely defined tasks, the emphasis on efficiency
and productivity, […] the sharp and permanent split between planning and doing,
[the related] irreversible and complete handover of all planning, control and decision
making from the workmen to the new class of scientific managers” [15] and the
“scientific approach to design [itself, which] was done by specific individuals [such
as industrial engineers] but not by those engaged in ongoing operations whose job
was to ‘do and not to think’” [10].

The same pattern can be recognized 50 years later when the discipline of software
engineering was established [16] to cope with what at that time was perceived as “the
software crisis” [17]. Professionals whose name (i.e., software engineers, require-
ment engineers, software architects, software and interaction designers) was chosen
in the mold of the building industries and their successful methodologies began to
spread over until this day. In this age, many accounts of the conflicting relationship
between designers and users (the so called designer/user divide) in organizational
context, and how the intentional design plans of the formers become thwarted by the
latter ones make and gain sense (e.g. [13, 18–20]).

In the next section then, we will collect some of the most important approaches to
design that more or less consciously challenge the main assumptions underlying the
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grand narrative of modernist design. After Lyotard [21], we will collect these (still)
minor discourses into a paralogy,3 the paralogy of de-design. Such an idea under-
mines the legitimacy of themodernist design in thefirst place, but also the prominence
of the designer as the “high priest” [22] “at the top of the solution hierarchy” [23], of
which LeCorbusier represents a sort of archetype.4 Similarly to anti-design approach
[24], which programmatically conceived products not “intended as finished or closed
forms”, also de-design denotes a departure from the idea of design as detailed plan-
ning and envisioning of future objects and situations, to embrace the more extreme
consequences of the “open design” age, whichAtkinson associates withmany related
phenomena, among which the advent of the “cult of the amateur” (which opposes
the connoisseur’s one, cf. Keen), the diffusion of the Do-It-Yourself rhetorics (e.g.,
the scripting programming,5 the “maker age”, Arduino and the 3D Printing Indus-
try), and the shift from “co-creation or co-design to a position where users take on
the responsibility for creative and productive acts in their entirety”, and also build
products from scratch and tinker them until they fit their needs almost totally, since
amateurs are “those who know themselves what is best for them” [26]. This loop cuts
out the designer, and challenges also the need to “conceive ideas” explicitly and to
“form a representation of those ideas”, to build models, which are the main cognitive
tasks that Cross associates inextricably to the very notion of design lying at the basis
of design research [9]. To this respect the first anticipatory ideas within the Informa-
tion Systems field (at large) at the basis of the de-design paralogy can be recognized
in those (few) works that have so far questioned the importance and reliability of
explicit representations and formal models of work and use in technology design [1,
25, 27–29].6

3In this context, a paralogy is an alternative discourse (or “little narrative”) that is developed in
opposition to an established way of reasoning (“grand narrative”, or metanarrative).
4In 1923 Le Corbusier stated that houses were to be conceived (and hence designed) as “machines
for living” (“une maison est une machine-à-habiter”). This resonates with the Tayloristic image
of the “organisation as a machine” (actually by a Taylor’s follower, Gantt). See also Evenson, N.
(1969). “Le Corbusier: The Machine and the Grand Design” Studio Vista, and Morgan, G. (1997).
Images of organization. SAGE Publications.
5As noted in [25] open design and open software development can be paralleled but present also
stark contrasts: in open design instead of collectively making single uniform products, there is a
collection of outputs that are built by single makers to fit their needs, possibly by exploiting (by
either adoption or adaptation) products or contents of the others.
6In those works what it is usually questioned is either the ostensive (i.e., prescriptive) or descriptive
power of models [30], while their function as an aid for introspection, reflection on practice and,
most notably, communication is rightly often recognized (e.g., [31, 32]), even where IS design
methodologies are depicted as a “necessary fiction to present an image of control or to provide a
symbolic status” [33] in the essentially political process of IT design [34].
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Fig. 1 The spectrum of the various stances in the de-design paralogy

3 The De-design Paralogy

The paralogy of de-design encompasses a spectrum of approaches that differ for few
but important aspects and have in common the more or less explicit questioning of
the grand narrative of modern(ist) design. We articulate this spectrum (see Fig. 1)
in terms of the extent traditional designers and methods are still involved in the
organization of activities of de-design, paradoxically as it might sound, to reduce
the impact of professional design on the final artifact, or to change the nature of
the relationship between the phases of problem framing, solution defining, decision
making and eventually planning, and those of resource instantiation and continuous
refinement of the artifact.

Thus, one extreme of this spectrum is represented by more or less programmatic
stances that advocate various forms of abstention from design, on the basis of an
explicit will to (self)-limit the scope and ambit of intervention of the designer.

3.1 Zen-Sign

The most elegant example of this stance has been suggestively denoted as “zensign”:
an understated attitude to design that has been proposed as a way to solve design
tensions that may “arise in the construction of a system in relationship to a socio-
technical situation” [35], for instance when the designer is stuck in-between two
equally feasible but essentially irreconcilable design solutions, or evenways to frame
the problem itself. This term, which Tatar has purposely avoided to explain too
precisely, evokes the idea that omitting and leaving out features from a design is
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just as critical to the success of a system as it is including them positively: since
any feature does both afford and constrain interactions with and through the artifact,
what is left out of it has the potential to be even more important than what designers
put in it on purpose. Zensign is not an anti-theoretic or programmatically mindless
stance [36], but rather highly “disciplined and principled omission” [37]: “a design
inaction that is intentional, thoughtful, purposeful, and impactful” [38].

In this viewpoint, functional omissions do not come from the incompetence or
carelessness of the designer, but rather result from a precise strategy of reduction of
the risks of the unintended consequences that would (also) derive from the designer’s
inadequate knowledge and comprehension of the setting, and impossibility to predict
all possible uses, interdependencies and effects of the designed thing in that setting.
For this reason, Zensign can also be seen as an approach to design that support argu-
mentation and meaning construction (i.e., “design” à la Krippendorff, [4]), and help
users face the unpredictable in virtue of their flexibility for “absence of constraints”,
informed by a humble stance in regard to how to frame, comprehend and support an
ever-changing context [39].

The decision “not to design” can also result from an analysis of the pros and cons
that deploying a new IT artifact into a specific setting would entail. In this second
case, a more proactive de-design attitude can be related to what Baumer and Silber-
man call implication “not to design” [40] and Pierce as “foreclosure of a potential
future technology” in his review of how technology can be undesigned [41]. This
is the case where professionals decide not to intervene on the basis of an analysis
that recognizes that a computing technology, although being perfectly feasible and
applicable, could be inappropriate or socio-technically unsuitable for a specific set-
ting, or just potentially worse than a “equally viable low tech or no-tech” solution
[40]. This resolution can be taken either on the basis of reports of earlier experi-
ences undertaken in similar settings; on the analysis of the unintended consequences
that can be traced back to the deployment of similar systems (considering whether
“a technological intervention results in more trouble or harm than the situation it’s
meant to address”); or according to an activity of introspection by which the “critical
designer” [42] comes either to “question the need for such a system in the first place”,
or recognizes that the “technology would solve a computationally tractable transfor-
mation of a problem rather than the problem itself”. Thus the “no design” solutions
that we find at one extreme of the de-design paralogy can also be seen as one of the
options, indeed the most radical one, of a fully coherent Critical Design activity, that
is a “design that asks carefully crafted questions and makes us think” [43] and thus
opposes traditional “modern” design, which conversely focuses on solving problems
and on finding (often remunerative) answers.

3.2 Immanent Design

Another form of abstention from conceptual design is advocated in [28] where we
proposed an approach now dubbed as “immanent design”. This proposal started
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from a reflection upon the deep affinity we found between computation and human
work as essentially distributed and co-ordinated “manipulations of signs” [44], on
the nature of design specifications and how they “specify” the construction of new
artifacts while deeply ingrained with symbolic and ritualistic content [22, 25, 34]. By
affirming the legacy and link of any inventionwith the past (its nature of dis-covering,
etymologically speaking), in immanent design specifications are programmatically
recognized as immanent to the object to be digitized and automated, that is already
there, as tangible reality of a stratified process of coevolutionwith practice so far, thus
integrally inherent to and intimately indwelling the material “web of things” [45].
Immanent design affirms that design specifications donot need to be reconceptualized
linguistically, while artifacts to be only transformed, or better yet, trans-format-ed,
rather than recreated from scratch and “reengineered” (as in the construction of
“black boxes” aimed at supporting work by “affording” [46] the routine patterns of
sign manipulation that can be observed in the traditional, pre-digitization, usually
paper-based artifacts). In this case, then de-design as a general principle is reached
by abstaining from designing the task “around” the artifact (and hence also the social
reorganization the new artifact entails [47]), but rather limiting the designer role to
that of facilitating the change of format (e.g., frompaper-based to electronic) inwhich
signs-representations are handled and triggering the related local transformations of
the artifact that acts as a “mere” scaffolding of practice [48].

3.3 Meta-Design and Underdesign

Walking through the above mentioned spectrum from the more radical instances
of de-design to the more softer and almost blurred with traditional professional
design,7 we find what Fischer and colleagues have richly characterized and widely
advocated in the last 15 years as meta-design [50–52]. Meta-design was proposed as
a framework to develop Socio-Technical Systems and extend the “traditional notion
of system design beyond the original development of a system to include an ongoing
process in which [end users] become co-designers” but, differently from Participa-
tory Design, not exclusively “at design time” but rather “at use time, throughout
the whole existence of the system” [52]. This idea was clearly influenced by the
socio-technical argument by Henderson and Kyng that “design as a process is tightly
coupled to use and continues during the use of the system.” [53]. Accordingly, meta-
design builds on the recognition that real design problems are often wicked problems
[54], that is problems that cannot be (entirely) delegated to professionals because

7The careful reader looking at Fig. 1 will have noticed a sort of leap between these stances, which
is denoted as “situated design” [49], something we could not reflect upon for obvious page limit
constraints. In very short terms it is when end users do the job of professional designers and design
their own artifacts. In the process something is obviously left behind but the attitude will be more
bent on the left (of the spectrum depicted in Fig. 1) or on the right, according to how conscious and
purposeful end users are in their letting things “out” of the design scope (the more conscious, the
more on the left, of course).
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only end users as “domain experts” and “owners of the problems” have the necessary
knowledge (if not skills) to “incrementally refine” their formulation and contribute
local solutions over time. To this aim, the meta-design also encompasses a prescrip-
tive model for the development of “large evolving systems” where periods of activity
and unplanned evolutions, carried out mainly by end users, alternate with periods of
deliberate restructuring and enhancement, which professional designers govern in
more traditional manners.

Within the more general framework of meta-design, Fischer and colleagues also
introduced the (indeed less articulated) concept of underdesign. As we said above,
meta-design regards not only a painstaking design of methods, environments and
communication campaigns to involve users in the construction of their tools, but
also a contextual (and convergent) de-design of the resulting artifact. Accordingly,
underdesign regards the intentional design of systems where some non-critical parts
are left unimplemented to stimulate end-user participation and appropriation [11]:
more precisely, only the structures and processes of an STS that are indispensable to
meet legal norms, security requirements, and basic economic needs are specified so
that the resulting system presents a “loose fit” and the necessary “slack” [55] so that
unexpected uses of the artifact can be accommodated at use time [11, 53].

3.4 Undesign

At the other extreme of the de-design spectrum that we are outlining in this paper we
find a framework presenting some affinities with our intent. In [41] andmost recently
in [38], Pierce reasons about “the intentional and explicit negation of technology,
i.e., the undesign of technology”. In the undesign theory, Pierce enumerates four
kinds of “intentional actions that are each concerned with the intentional negation of
technology: […] inhibiting, displacing, erasing, and foreclosing”.

The first three strategies regard an increasing effectiveness in getting rid of some
technology. Inhibition refers to design “that aims to hinder or prevent the use of tech-
nology in particular ways and contexts”: this can refer to the design of technologies
that hinder other technologies from working properly (like Web browsers or social
applications in corporate LANs, or mobile phones in restaurants and theaters, or
speed bumps on urban streets); or also to a sort of “design for non-use” of technolo-
gies [7, 56] that purposely try to convince their users “to do without them” either
in particular situations or in the indeterminate future (e.g., the meetup application,
cigarette packs).

Displacement regards the physical removal of technology from its typical or cur-
rently occupied position. Erasure: the “complete elimination of a technology from
existence”. In these latter cases, Pierce also mentions “replacement and restoration”
as a design “that aims to undesign a technology by [either] replacing it with some
other technology [or] (re)introducing a displaced or foreclosed technology [respec-
tively]”. The first case regards, for instance, “replacing a product with a service, like
car-sharing services that replace personally owned vehicles; the second, promoting
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farmers’ market in an endeavor of undesigning industrial processed food”. Negative
and positive interventions are often coupled in the undesign framework: similarly,
foreclosure is mentioned as an undesign activity that entails the (positive) “design
of public policies and services [and of] communication campaigns” convincing the
target population that, e.g., certain foreclosed technologies are undesirable or detri-
mental.8 In analogy with an oft-cited definition of design, undesign regards “the
ability to understand that-which-currently-exists, to make it disappear in concrete
form as a new, purposeful subtraction from the real world” [38]. Lastly, “foreclosing
(a technology)” is a kind of “degenerate case” of undesign (in the light of its positive
definition), and for this reason has been subsumed earlier in the opposite extreme
of the de-design paralogy: as it is to abstain from designing a technology, which
nevertheless has been conceived.

Although both the de-design paralogy and the undesign theory refer to a set of
common sources,we conceive the discourse onde-design as encompassing “undesign
thinking”. Indeed, this latter regards an intentional act of design that is explicitly
aimed at limiting the technology’s scope, scale and reach: as stated clearly in [41]
undesign regards the negation of technology, not of design itself.

It builds on the Fry’s notion of “elimination design”, which is a design approach
aimed at identifying and eliminating the unsustainable [57], and on the dyad “creative
destruction and disruptive innovation” therein proposed and so undesign remains an
intentional intervention on the world that is recognized to have both a positive (i.e.,
constructive) effect and a negative (i.e., destructive) one. The de-design paralogy
instead, overlapswith this kind of negative design, and also encompassesmore radical
stances that deny both “artifact design” (i.e., meta-design, underdesign and partly
zensign) and design itself as a professional practice: zensign again, the sort of anti-
representational development of “immanent design” [28], end-user bricolage [58],
situated design [49], “open design” and the “non design” by Baumer and Silberman.9

8To this respect much of the work of a requirement analyst concerns the systematic undesign of
the solutions suggested by the client in the first place, and their substitution with more feasible or
cost-effective solutions (personal communication with the author).
9To this respect, we consider refraining from designing a technology as a form of designerly
action only if this results from an activity involving experts denoted as “designers” engaged in and
accountable for the “conception and planning of the artificial” [54]. Pierce also makes an insightful
point on the impact of design inaction (like in non-design and zensign), sustaining that such a
practice must be “continually articulated in some manner [and] materialized, to be acknowledged
and recognized” as such, to convince the reader that undesign is necessary also for the most extreme
cases of de-design to be impactful in the long run.However, the paradoxes he calls attention to (“How
do you literally sell nothing in a commercial context? Or get paid to design nothing? How does an
interaction designer “undesign interaction” without actually designing an interactive technology?”)
are such onlywithin amodernist grand narrative of design. If we let expectations about design finally
go [59], or “if design is something else” [8], we will have gone a step further in deconstructing the
modernist idea of design and inmaking an alternative discourse (de-designed, so to say) conceivable
and, therefore, debatable.
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4 Discussion

In this paper we have outlined some approaches to design that we have put under the
rubric of de-design in order to stress their potential to undermine the main assump-
tions of the modernist idea of design mentioned in Sect. 2 and that we recognize
to be still mainstream in professional practice and IS research. At this point, one
could come to ask: what can the paralogy of de-design add to the strand of STD?
[60] Rather than being taken in just for its provocative and iconoclastic message,
reflecting on de-design can contribute to revamp the deeply democratic stances of
the ST approach: not only by going beyond the models of participatory design in
which users are involved in tasks of (still modernist) design (usually gamified to some
extent like in card sorting and comic scenario drawing), and so to say temporarily
accommodated in the “ivory tower”; but rather by taking a conscious and sensible
“backward step” to leave room for the users’ viewpoints and initiatives.

In particular, de-design discourses can contribute to sensitize on the importance of
the principles of “minimal critical specification” and “intrinsic incompletion” defined
in the STD framework [10, 60]. To this regard, also Trist noted the importance in ST
theory of these principles [61], which regard that “only the essentials are decided a
priori [and] as much as possible is left open to be decided [by workers] at later stages
as operating experience is gained”; in so doing, he added, “the barriers between
planners and implementors are reduced [and] design and operations are seen as a
continuous process” (p. 41). More recently, also Kallinikos et al. [62] recognize that
any technical systems is intrinsically if not necessarily incomplete and perpetually
in the making, if it is embedded in the real world [63].

4.1 From Formal IS Development to Effective IS Design

This vision and the de-design discourse point both to a de-emphasis of the importance
of formal, accurate and consistent a priori models and descriptions of the IT artifact,
not to hinder its “growth” and evolution [64] on the basis of an informed wariness
of the capacity of the expert called designer to envision, specify and create effective
solutions for someone else (the needy). This stance is probably grounded on twomain
assumptions: first, “the efficacy of autonomous work groups”, in its turn grounded
on “the cybernetic concept of self-regulation” [61] (p. 34); second, the primacy of
performativity in IS development.

The first assumption conceives work groups as “nonhierarchical social forma-
tions” and “learning systems” that become more and more proficient in “setting
their own machines” over time by facing “day-to-day issues” (p. 34). To this respect
design is relegated to posing “boundary conditions in the group’s environment so
that the group itself may be freed to manage its own activities” (p. 34). The latter
assumption aims “to challenge the representationalist belief in the power of words
to represent preexisting (and prospective) things” [65] and invites to conceive ISs
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as resulting from the “socio-technical entanglement of IT artifacts, work practices,
users, and the developers” involved [66] instead of being highly complicated and
resource-consuming machines designed to support a neo-tayloristic program aimed
at “providing [timely and] appropriate intelligence formanagers at all levels, [helping
them] develop [forms of] budgetary control [and enact over detailed] performance
indicators and measurements of work performance” [67] on the basis of the “big
data” available.

Intended to overcome the limitations and minimize the shortcomings of those
closed systems that designers traditionally give to passive end users hoping in behav-
ioral compliance and process “normality”, de-design discourses rely on the idea that
social creativity and collective intelligence (if not crowd wisdom) can be effectively
and efficiently promoted, harvested and leveraged in organizations in face of impor-
tant socio-technical challenges.

4.2 Social Implications of De-design

These regard both the technical and the social dimension. In the former case the
challenge to, on one hand, devise and experiment new and more user-friendly and
engaging visual tools that could exhibit a mild learning curve but nevertheless allow
for even complex customizations and extensions in both the information structures
and the activity flows of the organizational application [68, 69]; and on the other
hand, to exploit the full potential of technologies currently available, like theWeb 2.0
infrastructure (e.g., github.com, superuser.com, stackoverflow.com, myriads of geek
blogs and specialized forums), the visual programming languages and design envi-
ronments (e.g. Google Blockly, SketchUp), the collective repositories (e.g., Google
Warehouse) to enable and empower end users in taking a more proactive attitude
towards the improvement and evolution of their tools.

And the social dimension as well, where further research must address, e.g.,
how to tap in social and human capital in coopetitive settings and communities of
practice; how to foster the willingness of users to engage in additional learning
to become active “developers” (and acquire the related mindset), and engage in
really participatory activities of co-development; how to conciliate the progressive
end-user empowerment with new figures of professional IT “designers”, like those
of facilitators, gardeners [64], maieuta-designers [70], and community managers,
just to mention a few; and also how to factor in IT consumerization, i.e., the use
of privately-owned IT resources for business purposes in addition to their original
private ones.

De-design narratives could support approaches to IS development where peo-
ple are invited not only to open up the “black boxes”10 with which they work and

10Future work could be aimed at understanding de-design as an activity of purposeful de-covering
of the concealment and black boxing of traditional design: as a sort of de-de-sign, as noted recently
by Storni [71], to build more appropriable artifacts.
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through which they interact, and in so doing undertake more tinkering than con-
ceptual thinking [72, 63]; but also to try and assemble new “glassy boxes” [69]
in genuinely bottom-up and incremental manners, in order to create user-generated
information systems [73]. To this aim, they could just assemble at interface level
“building boxes”, i.e., components and simpler services (e.g., mashup) connected to
the organizational IS infrastructure as well as to external services in the cloud, which
they could either define by themselves [68], or find among those provided by pro-
fessional meta-designers and made freely available by peer developers, as advocated
by the “open design” movement [26].

5 Conclusions

That said, what “de-designing the IT artifact” exactly means is a matter of inter-
pretations and idiosyncratic stances on IS design and development methodologies.
Surely the paralogy of de-design is not “yet another approach to IT design”, lacking
the necessary coherence for such a role. A paralogy, we recall, is just a collection
of minority voices, in this case on IT design, that we gathered in this paper for their
potential to influence themainstream discourse, especially in the STS design arena.11

However, we claim that efforts in de-designing the IT artifact should be paid to
create “some room” between the “IT” and the “artifact” so that the ST artifact “in-
cluding” both could evolve and “grow” in a less constrained and controlled manner.

While in this contribution we focused on the de-design of IT artifacts in STSs,
future work could also be aimed at framing the de-design of the “social” component
of a STS (e.g., going beyond job descriptions, organigrams and the related hier-
archies, as well as the institutional and “formal” definition of standard operating
procedures). This would probably lead to join the performative project of the Crit-
ical Management Studies [75] to investigate phenomena like the thriving of “real”
bossless organizations (like Valve and GEAviation in the US, Semco in Brazil, Mon-
dragon Corporation in Spain) and the bottom-up self-organization of communities
of peers, like in open source development, open design and citizen science initiatives
and projects, in an attempt to deconstruct the “intelligent design” myth in IS design
research [76].

This new attitude can improve the resilience of socio-technical systems to the ever-
changing context in which people live and work, as well as the overall capability of
the “system” to cope with the unexpected. In these systems the ST artifact will be
called to support—or just not hinder—the ingenuous efforts of the people, which

11For this reason we did not adhere to any particular methodology of literature review. Our aim is
not to either “fill or address gaps in the literature”, but rather to problematize modern(ist) IT design
and challenge the assumptions of most of current literature [74] to advocate some STS design tenets.
To this aim, recalling the most relevant works from our serendipitous readings in the last 10 years
was considered sufficient to draw the spectrum in Fig. 1. In doing so, we are aware that many
other voices have been probably left out of the picture, arbitrarily but unintentionally, which will
be enriched in future similar works.
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are tacit, deeply embodied, and situated in the wrinkles of the territory of practice,
which the modelling “rational” mind will never know, both for its efficient snubbing
of the irrelevant details, and the atavistic fear of the unintended consequences [12]
that hide in these details even too well.
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Digital Infrastructures for Patient
Centered Care: Examining Two
Strategies for Recombinability

Miria Grisot, Tomas Lindroth and Anna Sigridur Islind

Abstract This paper examines recombinability as a quality of digital infrastructures.
The recombination of heterogeneous digital capabilities enables and increases the fit
between the infrastructure and the practices it supports. However, there is yet limited
understanding of how to design for recombinability in digital infrastructures. This
issue is critical in the healthcare setting where information and data needs of patients
and health personnel vary in scope and time. This study reports from a comparative
case study on the design and use of two patient-centered digital infrastructures. We
identify two design strategies for recombinability and analyze their rationales and
challenges.

Keywords Digital infrastructure · Recombinability · Flexibility · Patient
centeredness · Patient-generated health data

1 Introduction

Society and people are critically dependent, in increasing degree, upon digital infras-
tructures. Digital infrastructures enable filtering, sorting, and classifying vital infor-
mation, and support decision making. The IS field has examined digital infrastruc-
ture with various focuses such as the emergence of digital infrastructures [1], their
architecture and structure [2], evolution [3], economics [4], and service innovation
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capabilities [5]. In this paper we focus on the flexibility of digital infrastructures, by
which we mean their modularized capability and adaptability, which enables further
changes and flexibility in the pattern of use [6].More specifically, we examine recom-
binability as the quality of digital infrastructures which enables the recombination of
heterogeneous modules to increase the fit between the infrastructure and the practice
it supports. Recombinability is a core quality of digital infrastructures as it supports
synergetic effects by allowing the combination of components to achieve specific
infrastructural configuration [7]. In this paper, we are interested in understanding
how to design for recombinability in digital infrastructures.

To address the research question, we have conducted two case studies of infras-
tructure development in the healthcare context. Healthcare is currently undergoing a
fundamental digital transformation [8, 9]. Specifically, infrastructures in healthcare
are increasingly designed according to a patient-centered logic [10, 11]. Patient-
centeredness indicate a transformation both in the quality of the health provider-
patient interaction and the entire organization of work and relationships related to
the patient trajectory [11]. In this view, the patient is no longer just the passive
recipient of diagnoses and treatment, but an active participant [12]. Digital infras-
tructures are seen as a central tool to achieve patient-centeredness, as they can provide
patients with easy direct access to health information, and enable them to be active
data providers. Recent advancements in personal computing technology have led to
the generation of data by patients with potential health applications [13]. The use of
patient-generated health data (PGHD) is seen as having the potential to drastically
change the ways information is generated, collected and analyzed in healthcare prac-
tices, and used in clinical decision making [14, 15]. For instance, studies show that
such solutions have can improve follow-ups and self-management by supporting a
continuous patient-health provider interaction (rather than the traditional episodic
logic of care delivery). In order to support patient-centeredness, digital infrastruc-
tures need to be designed to reach out to patients, outside of the traditional boundaries
of healthcare organizations, such as hospitals.

However, to design digital infrastructures for patient-centeredness is challenging.
Healthcare practices are complex and vary. The data needs of both patients and health
professionals can be very different according to diseases, urgency, and complexity,
and they change as patients’ condition progress in time. Therefore, it is important
that digital infrastructures are able to adapt and accommodate heterogeneous and
changing data needs. In this effort, the recombinability of digital technologies plays
a critical role.

In this paper, we identify two different design strategies for recombinability and
analyze their rationales and challenges. The first strategy addresses the need for
generic recombinability, the second one addresses the need for tailored recombin-
ability. We examine these two approaches in two cases of digital infrastructures for
remote patient care. In the first case, a digital infrastructure is designed for patients
in cancer rehabilitation at a specialized cancer clinic in Sweden. In the second case, a
digital infrastructure is designed for patients in chronic care management in munici-
pal care in Norway. In both cases, the digital infrastructures are designed specifically
to support the collection and analysis of PGHD which are then used in clinical deci-
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sionmaking. Overall, the use of patient-centered digital infrastructures is expected to
provide societal benefits by enabling patients to live longer in their homes, become
active and empowered self-managers of their own conditions, and improve their
health and quality of life. From the clinicians’ perspective, the use of PGHD should
support remote personalized and preventive care.

We discuss our findings in relation to the two bodies of literature. First, we con-
tribute to understanding recombinability as a specific quality of digital infrastruc-
tures; second, we contribute to understanding the design of digital infrastructures for
PGHD in healthcare. There are still many uncertainties and challenges related to the
design, implementation, adoption, and use of telecare technologies in remote care
[16, 17], and our intention is to contribute to an improved understanding of these
novel services.

2 Theoretical Background

In this paper, we build on research on Information Infrastructure and Digital Infras-
tructures. Information Infrastructure research has specifically targeted the study of
shared, evolving, heterogeneous, technological capabilities, and the interconnected
institutional arrangements and practices [6, 18]. This stream of research investigates
evolution trajectories, e.g., how the mobilization and coordination of various stake-
holders in collective action of building and operating platforms are influenced by
architectural form [e.g. 1, 2]. For instance, centralized, decentralized or federated
architectures have different implications for the various stakeholders’ autonomy in
decision making regarding their applications [19]. The more recent research on dig-
ital infrastructures has further explored the role of architectures, most specifically in
relation to digital platforms. One key finding of this research stream is that a modular
architecture supports digital infrastructures’ flexibility and adaptability. Modularity
is an attribute of a complex system and away tomanage complexity based on the prin-
ciple of decomposability and of loose coupling [7]. According to decomposability,
complex systems perform better if they have hierarchical and ‘near decomposable’
structures [20]. Modularity allows for minimizing interdependence between mod-
ules and maximizing interdependence within them. Thus, modules can be mixed and
matched in order to obtain new configurations without loss of the system’s function-
ality or performance [21]. In digital infrastructure design, such architectural design
translates into a quality of recombinability of heterogeneous modules which enables
and increases the fit between the infrastructure and the supported practice. In this
paper, we empirically examine how to design for recombinability.



292 M. Grisot et al.

3 Methodology

To investigate recombinability in digital infrastructures we conducted a comparative
qualitative case study [22] of two digital infrastructures in the context of healthcare.
We have selected two cases where two different approaches were implemented with
the same aim: the use of PGHD for clinical decision making. These two cases were
selected because they had different approaches to the design of the digital infrastruc-
ture and the logic of recombinability.

In the first case, the research started in 2015 (and it is still ongoing) as a project to
improve the information and communication practices of nurses in their interaction
with patients in cancer rehabilitation. To support patients, various digital technologies
were implemented in the course of the project: an app for PGHDwith a web interface
for data visualization for nurses, a webpage with specialized information on cancer
rehabilitation (e.g. radiation-induced diseases, treatment options), a Facebook page
to rich out to patients not enrolled at the clinic. The focus of the case study has been on
the design decisions in setting up the digital infrastructure, on the rationales to design
each technological component in addition to a detailed analysis of the work practices
and information needs of the nurses at the clinic before and after the implementation
of the digital solutions, and of the practices of use of patients.

In the second case, the researchwas conducted fromSeptember 2016 toMay 2018
and designed as an interpretive case study. The case study focused on how nurses
interacted with remote patients for improving chronic care management. The remote
care center where the nurses work is equipped with a decision support system, which
is linked to patients’ tablet and a set of personal digital devices (see case description
for the details). We have focused on how their interaction took place, and which
information they collected and analyzed in order to provide care. Specifically, we
have considered how the design of the infrastructure accommodated the different
needs of patients.

In both cases, data were collected with ethnographic observations of the nurses’
work practices, interviews, and artifact analysis [23, 24]. In case 1 patients were also
interviewed about their experience with the use of the app for data reporting. During
observations, detailed notes were taken about how nurses use digital technologies to
interact with patients, navigate the system and assess patients’ conditions and take
follow up actions. In both cases, we interviewed the nurses, the project managers,
the IT developers, and the medical doctor involved in the projects.

Themain data in case 1 come from20nonparticipant observation days at the clinic,
four semi-structured interviews with the clinic’s nurses, and seven individual inter-
views with patients. In addition, developers have been interviewed throughout the
development process. In case 2 a total of 23 interviews and 27 h of observation were
conducted. Interviews subjects included nurses, doctors, the project management
team, and developers. All interviews were recorded and then fully transcribed. We
also analyzed the digital technologies in use, their structure and data visualizations,
as well as the paper-based artifact used by the nurses (e.g., checklists, guidelines).
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4 Case Study Description

The first case is on a digital infrastructure in cancer rehabilitation (see [25, 26] for
further details). The clinic receives patients who have been treated for cancer in the
pelvic cavity and who suffers from chronic survivorship diseases, that is, diseases
that are caused by the cancer treatment. The clinic treats around 200 patients per year,
and the average patient has contact with the clinic from six months up to two years.
The chronic survivorship diseases relate to intestinal health, fecal leakage, urinary
incontinence, and impaired sexual function. There is a range of solutions for their
symptoms, including diapers (for leakage), Imodium (for urgency and diarrhea),
Inolaxol (for constipation, urgency and easier passing of stools), antibiotics (for
bacterial overgrowth from the colon to the small bowel), and Dimor and muscular
exercises (for gas and urgency).

When patients are enrolled to the clinic, information about them is gathered by
using a patient survey (Clinical Trial Form) and information from their electronic
patient record (EPR). The survey consists of 182 questions asking about demo-
graphic data, and a range of known side effects of cancer treatment (e.g. fecal and
urinary leakage). The survey is extensive and provides nurses with rich data about
the patients’ problems during the last six months (see further e.g. [27] for publica-
tions based on the survey). The information in the EPR is used as a basis to assess
the patients’ condition and their specific problems. However, this information is not
enough to provide efficient and good care. The clinic personnel faced a number of
challenges that led to the design and implementation of a digital infrastructure in
addition to the traditional hospital infrastructure (see Fig. 1: the hospital infrastruc-
ture is at the top of the figure). First, they needed more accurate patient data about the
everyday experiences of living with the consequences of cancer treatments. Second,
they wished to serve a larger population of patients and reach out to those patients
who were not enrolled at the clinic. Cancer rehabilitation is a very specialized med-
ical field, and this is one of the few clinics in Sweden offering specialized care and
supports for patients. Third, the nurses working at the clinic felt that they were asked
by patients to repeat the same information over and over again and thus wanted to
make information easily available for patients in need.

To address these information and data needs, the project expanded the existing
hospital information infrastructure with a loosely coupled set of digital technologies.

These included the following digital solutions: an information portal, a Facebook
page, and an app. The information portal was set up as a webpage with information
about diagnoses, symptoms, problems, and advice on how to address them. The portal
was built on theOpen Source,WordPress, ContentManagement System (CMS). This
portalwas linked to aFacebookpage. Theproject participants argued that theLike and
Share button onFacebookwere critical features to reach out to newpatients.However,
it was decided not to use Facebook to generate content, but only for its capability to
get in contact with patients. Nurses and the project’s cancer communication expert
posted links back to the portal. Between February 2016 and October 2017, this
generated 2700 returning visitors out of 9000 total visits. Finally, an app for patients
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was designed. The purpose of the app was to obtain reports on symptoms and events
as theywere experienced by patients, and not as theywere remembered.With the app,
patients can report the number of toilet visits, level of pain, and use a standard scale
which is a diagnostic medical tool (the Bristol scale) to classify the form of feces.
The patient is expected to use the app and log measurements. The information is then
accessible to the nurse as they are reported. In this way, nurses who no longer have
to reconstruct the patient’s experiences and symptoms by asking questions during
the consultation, but have direct access to the reported patient data. This reduces the
risk of memory bias and the uncertainty surrounding the quality of the data. The app
is available in both the App Store and Google Play.

The second case is set in a private company offering remote care as a service to
a small municipality. The company (which also develops the remote care system)
run from October 2016 to April 2018 a remote care center, staffed with three nurses.
Patients are assigned to the center by a nurse coordinator from the municipal care
services.When patients are enrolled in the service, they receive a home visit from one
of the nurses who deliver a set of personal digital devices (e.g. digital thermometer,
scale, pulsometer) and explains how they should be used. After this visit, patients are
remotely guided into using the devices, and they are expected to take measurements
(e.g. temperature) at specific times (for instance every morning and every evening),
attend to the directions given by the nurses and answer a set of personalized questions
in the App.

The digital infrastructure is composed of personal digital devices, personal tablets,
a cloud-based Remote Care System (RCS), the Electronic Patient Record (EPR), and
their connections. Patients live at home and are equippedwith a set of standard digital
measuring devices that they use daily, and a tablet with the RCS app on which they
read their data, access their record and communicate with the nurse via messages
and questionnaires. The nurses are sitting in the remote care center and use the RCS.

Fig. 1 The digital infrastructure in case 1
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Figure 2 illustrates how the elements of the infrastructure are connected. The
nurse in the care center uses the RCS. In this system, they receive the data from
the measuring devices of the patients, they communicate with the patient through
messages and questionnaires and document their interaction with the patient in the
patient record of the RCS. The communication with the municipal care nurses is
mainly done via phone calls, and the municipal care nurse also has access to the
RMS through a web interface. The nurses at the care center are not employed by the
municipal health services and do not have to document their work in the EPR of the
municipality, to which they do not have access.

Patients receive a set of devices according to their diagnosis, for instance, a patient
with diabetes would use a device for measuring blood glucose levels, and a digital
scale formeasuring bodyweight. Patients with COPD are equippedwith a spirometer
which measures the volume of air inspired and expired by the lungs (FEV 1 and
PEF), a pulsometer which measures the pulse (frequency of heart beats per minute)
and the oxygen saturation, a thermometer which measures body temperature, and
a scale which measures body weight. The scale is given only to those patients for
whom weight is a risk factor. The nurses in the center coordinate with the municipal
services but do not have access to their electronic patient record system used in
municipal health, including GPs.

The system supports nurses with various visualizations of the data from the digital
devices of patients. Figure 3 provides an example of how data from blood pressure
monitor are displayed, both as a graph and as a list. It is possible to zoom in and
out of the graph, select and enlarge specific time periods, and calculate the aver-
age value per time period. Every time a patient takes a measurement, the system
receives a message, which is displayed on a list and color coded. For each patient,
a specific threshold per type of measurement can be set, thus the message could be
green, yellow or red (if outside the acceptable range). Other functionality includes
messages and questionnaire. The messages are text-based and unstructured. Both

Fig. 2 The digital
infrastructure in case 2



296 M. Grisot et al.

Fig. 3 The nurse’s view on the patient data. The upper part shows the graph of the blood pressure
measurements, the lower parts show the same measurements as a list

patients and nurses can send messages anytime. Patients are also asked a set of ques-
tions which should be answered daily. The questions are personalized and tailored
to the patient-specific condition. For instance, for COPD patients the questionnaire
covers a standard set of themes about COPD symptoms (e.g. cough, shortness of
breath, fever, excess mucus) and activities that are important to follow (e.g. physical
exercise, regular eating, and sleeping).

5 Analysis

Our analysis of the two cases focuses on the strategy for recombinability of digital
technologies. In the following subsection, we identify and describe the two strategies,
their rationales, and their challenges.

Strategy 1. In case 1, the digital infrastructure was designed to address an het-
erogeneous set of information and data needs. The nurses needed a more efficient
way than making phone calls to communicate with patients, and needed to gather
data of quality and reach out to new patients. To address these needs, the project
team designed a digital infrastructure by combining different technologies which
addressed these different needs. The app for PGHD was designed for patients to
enable them to register and report data closer in time to their experience, for instance
by logging toilet visits’ frequency and stool quality. The website was designed to
provide a specific information source for patients, thus avoiding nurses’ repetitive
information work. Finally, the Facebook page was created to reach out to patients
not enrolled at the clinic. By utilizing the app stores to distribute the app through
already well-established channels, by publishing specific health information online
and using Facebook to spread the word about the clinic, three generic infrastruc-
tures/platforms were recombined. These infrastructural components are outside of
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the traditional boundaries of healthcare organizations but part of the everyday life of
patients (for instance Facebook). The different types of selected technologies have
generic functionality, directed at generic user groups, and could be combined.

The rationale with this strategy was based on two main arguments. First, the
information needs of nurses and patients were heterogeneous. Nurses had a dual
agenda, both to render more efficient their current communication and information
practices, but also to scale up their service to a larger population of patients. Patients
also had an additional need, that of providing accurate information nurses actually
needed. The project teamdecided to design various loose coupled generic technology.
Second, the project decided to use technologies patientswould be familiarwith. Thus,
they selected digital components such as a website, a Facebook page, and an app,
which patients could easily make sense of and use.

The challenge encountered in adopting this strategy (recombining generic digital
technologies) was mainly related to the existing hospital infrastructure. While the
project tried to gain support from the hospital IT department, they realized that the
existing infrastructurewas notmade for gathering PGHD, reaching out to new patient
groups or for loose couplings with external platforms. Thus, as depicted in Fig. 1, the
novel infrastructure could not be integrated with the existing hospital infrastructure.

Strategy 2. In case 2, the digital infrastructure was built around a core system,
the RCS. The system is designed to support two main activities: patient-nurses com-
munication and the gathering of health data from the devices. The system is built
around a set of flexible functions supporting patient-nurse communication. This core
is generic and possible to recombine with a range of different devices in order to sup-
port different patient needs. Depending on where a certain patient is in her treatment
trajectory or depending on the type of disease, the generic core is tailorable to enable
the patient to collect data that supports her self-management as well as the nurses’
clinical decision making. This combinatory strategy utilizes the generative flexibility
between the core and different sets of devices enabling tailorability to many different
diseases.

The rationale with this strategy was based on two main arguments. First, the
nurses needed a system that allowed for two-way communication with patients.
Thus, the RCS system is different from the app in case 1 since it does not only
support the gathering of PGHD, but also a message functionality and a question-
based functionality. These support nurses-patients communication in an open and
flexible way. Open, as it is mainly text-based and both nurses and patients can tailor
themessages for different purposes (e.g. notification, questions, reminders). Flexible,
as the frequency of use is not pre-determined. Both patients and nurses can use the
messages as they needed. Second, the patients enrolled in the remote monitoring
service were suffering from different diseases (e.g. diabetes, heart failures, COPD).
Thus, a variety of digital devices needed to be linked to the system for data generation.
In addition, as the market for digital health devices is a fast-growing market, the
designer wanted to maintain a flexibility that allowed them to ‘pick and choose’
more devices as they proved to be useful.

The main challenge faced in this second strategy related to the RCS becoming an
additional system to be used. Thus, while in case 1 the app and the website serve a
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more specific purpose and a specific work practice (of the nurses in the specialized
clinic), in case 2 the nurses had to learn to use a new system and develop new
information practices accordingly.

6 Discussion

In this paper, we examine recombinability as a core quality of digital infrastructures.
Recombinability supports synergetic effects by allowing the combination of com-
ponents to achieve specific infrastructural configuration [7]. We have addressed the
research question on how to design for recombinability in digital infrastructures. Our
findings suggest that it is useful to distinguish between different design strategies
for recombinability—generic and tailorable—and two phases where recombinabil-
ity matters—during design and during use. We discuss these two distinctions in the
following subsections.

6.1 Generic and Tailorable Recombinability

The recombinability of digital technologies is a core issue in the design of digital
infrastructures as it allows for flexibility. In this study, we focus on recombinability
as the quality of digital infrastructures which allows for the recombination of het-
erogeneous modules to enable and increase the fit between the infrastructure and
the practice it is designed to support. Our findings show that recombinability can
be aimed for with different strategies. This issue is critical in the healthcare setting
where information and data needs of patients and health personnel are variable.

In case 1, the strategy for recombinability worked by building on generic, non-
endemic digital technologies to expand the infrastructural reach with the aim to
include new user groups and new situations of use beyond the traditional healthcare
organizational context. These generic infrastructural components, such as Facebook,
are non-endemic, as they emerge outside of the healthcare context. The strategy relies
on generic recombinability. By recombining web, social media technologies and app
delivery systems during the design phase, the case utilized a generic recombinatorial
strategy.

In case 2, the strategy for recombinability worked by building a core system, and
allowing for flexibility by providing a set of interchangeable standard devices such
as the spirometer or a scale. These set of devices can then be combined in different
ways and thus tailored according to the patients’ particular disease pattern resulting
in a tailorable recombinability strategy. This strategy requires recombinability in the
design phase to allow for adding and removing standard devices to tailor for different
diseases.
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6.2 Design and Use Recombinability

Recombinability is not only a quality that is relevant during the design phase but
also something enacted during use [28]. Since each patient situation is unique, in
case 1 the patient has to adapt the infrastructure based on their own information
and communication needs and usages. Thus, the generic recombinability strategy
requires both recombinability during thedesignphasewhere the generic non-endemic
infrastructural components are selected, and during the use phase where the patient
makes use of the plasticity of the infrastructure by cherry-picking components based
on her own needs.

In the second case, there was a design decision to build a service that would
include a range of components, thus design recombinability. However, there was
also a strategic design decision to allow for the recombination of a set of standard
components (spirometer, thermometer etc.) and by doing so, enabling use recom-
binability. The use recombinability is the recombination of components which is
enacted in the daily practice and not during the design phase.

7 Conclusion

In conclusion, this study aims to develop a better understanding of how recombinabil-
ity can be supported, specifically in the context of digital infrastructures, to achieve
patient-centeredness. As we have shown, infrastructure in healthcare is increasingly
designed according to a patient-centered logic [10, 11]. From this perspective, one
size does not fit all, but care needs to be tailored to each patient’s needs, and it needs
to allow for the patient to be an active participant in her own care [12]. Future work
could take an actor-centric perspective and analyze who (and how) actually per-
forms recombinability from a practice perspective, including designers, healthcare
personnel, and patients.
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Time Accounting System: Measuring
Usability for Validating
the Socio-Technical Fit of E-service
Exchange Solutions in Local
Communities

Tunazzina Sultana

Abstract This paper reports the final validation step of the prototype of a Time
Accounting System (TAS), which has been designed and developed to investigate the
suitability and acceptability of a technology based service exchanges. TAS is able to
facilitate service exchanges using local currency (i.e., time) in a developing country,
namely in Bangladesh. The paper describes the results of usability tests, at the level
of interface and user interaction. Heuristic evaluation was the method adopted for
the usability testing. The results suggest addressing the following usability problems
that occur in managing services: error prevention, aesthetic and minimalist design,
user control and freedom.

Keywords Time accounting system · Usability testing · Heuristic evaluation
method

1 Introduction

Uses of Information Communication Technology (ICT) around the globe differ sig-
nificantly based on their impacts and benefits. The use of ICT in the developed world
grows rapidly in the last five decades and its impacts and benefits are observed in
administration, governance, education, business competitiveness and global opera-
tions [10]. Despite the fact that some developing countries have used ICT to enjoy
the same benefits like developed world [3], a large number of developing countries
failed in availing themselves of the benefits of ICT in many cases. The hope is
that, an exceptional diffusion of network technologies into developing countries has
been witnessed from the last decade [2]. This increasing diffusion of ICTs allows
considering whether introduction of new technologies can have a positive impact
on the socioeconomic development of these countries. With this consideration, we
conducted a research to investigate whether a technology based service exchange
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system, known as Time Accounting System (TAS), would be useful and appropriate
for Bangladesh and how this could be introduced in this country [29].

This paper reports the final validation step of the prototype of aTAS.The prototype
has been designed and developed to investigate the above mentioned objectives i.e.
suitability and acceptability of a technology able to facilitate service exchanges using
local currency (i.e., time) in a developing country, namely in Bangladesh.

In what follows, we first give some brief introduction on the social context of
Bangladesh and introduce the main motivations and background of this research
considering the role of ICT and its impact and benefits particularly for TAS. We then
describe the methodology adopted for the usability testing of the prototype of TAS
and discuss the main findings from this usability testing. Finally, a short conclusion
summarizes the contribution and the future direction of our research.

2 Social Context of Bangladesh

Bangladesh is one of the world’s most densely populated countries with around 160
million people. According to the report of World Bank, 23% of this population lives
below the national poverty line ofUS$2 per day.However, Bangladesh has undergone
rapid socioeconomic and demographic changes. Its economic growth (an average of
5.5% a year during the past decade), coupled with investments in education, health,
food security and disaster mitigation, has led to a rapid reduction in poverty. In the
downside, about 40% of the population of this country is actually under-employed.
Many persons counted as employed work only a few hours a week and at low wages
which reduces the unemployment rate to 4.9%.1 With regard to the labor force, 45%
are engaged in agriculture, 30% are employed in industry and the rest in the service
sector. The 78% of the total labor forces are males and only 22% are females, though
women constitute about 50% of the total population. At present, around 48% of
the total population consists of very young people who are below 25 years of age
and 6% consists of the people more than 65 years.2 Despite the fact that young
people constitute a very large portion of the total population, population ageing is
considered as one of the emerging problems in Bangladesh as this process of ageing
is expected to accelerate in the near future and the country has a shorter time to adapt
to the changes associated with population ageing [30]. Hence, it can be inferred that
in near future Bangladesh is going to face the challenges that are associated with
ageing population in parallel with its existing unemployment problem. Therefore,
this problem is considered as one of the main barriers in its development.

1https://www.cia.gov/library/publications/the-world-factbook/geos/bg.html.
2https://www.cia.gov/library/publications/the-world-factbook/geos/bg.html.

https://www.cia.gov/library/publications/the-world-factbook/geos/bg.html
https://www.cia.gov/library/publications/the-world-factbook/geos/bg.html
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3 Background and Motivation

ATAS is defined as “community based volunteer schemas whereby participants give
and receive services in exchange of time credits” [22] and the main claimed aims are
to foster “personal development, confidence-building, forging social networks and
gaining skills for aiding job-readiness”, as well as “building community capacity and
self-help, as well as social inclusion” (ibid.). According to Marks, a TAS is based
on the notion of co-production, as means to “value the work of everyone and to let
people help others as well as themselves, in order to ameliorate the condition of
each participant”. Hence, a TAS focuses on the human aspect and the people orienta-
tion from the end-user perspective which is a contemporary sociotechnical agenda.
Moreover, a TAS is a unique transaction based system for mutual aid and assistance
that fosters economic opportunities, social inclusion, and community self-help and
enhances civic engagement among often marginalized community members [15]. In
many developed countries, TAS is considered as an alternative or complementary
systems to the leading monetary-based system to overcome social exclusion among
the elderly and low income groups [4, 15, 24, 23] which also connect underemployed
people within the network of employed people [5, 9, 8, 12]. Considering the social
context of Bangladesh and the benefits of TAS for the elderly people and unemployed
people, we are motivated to investigate whether TAS could be a useful and suitable
tool for the developing country in general, and for Bangladesh in particular. Our
previous work have also showed the potentiality of a TAS as a supporting tool for
different segments of people in the research area to address different problems like
ageing, and unemployment [6, 27]. Moreover, the prototype of a TAS which was
designed and developed taking into account the requirements that have been elicited
through surveys and group discussions, and by involving potential users is also found
a high level of acceptance in terms of simplicity and usefulness from the users [28].

The prototype of a TAS was designed for the Bangladeshi people for accom-
plishing a set of tasks, with the goal of creating a consistent and usable product
for facilitating an online arrangement for service exchanges within the community.
Hence, the prototype was subject to a usability study for evaluating user’s experience
(performance and satisfaction) when interacting with it. The usability study would
be helpful in this case since it would focus on actual behavioral patterns and design
solutions as opposed to solely relying on the assumptions and prescribed solutions by
the participants at requirement elicitation phase. Hence, at this stage of our research,
we are motivated to investigate the usability of the prototype to know how the users
feel when they use the prototype of a TAS and to find where they encounter problems
and experience confusion. For this purpose, we conducted the heuristic evaluation
and usability testing among selected Bangladeshi people for two reasons: on one
hand, three of them were usability experts due to their profession as software engi-
neers and all of them are the potential user of a TAS; on the other hand, they also
participated in the previous phases (requirement elicitation and design confirmation)
of the design of the prototype. As a result, they were able to identify any heuristic
violation (design problems) and to uncover usability problems, if any. As usability
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studies are fairly easy and inexpensive to conduct and one of the most commonly
used usability inspection methods [11], it is probably a step worth taking during the
design process of the TAS even if it results in only minor changes to the design.

4 Methodology

Different types ofmethods are used to evaluate the usability of an interface of a system
or prototype. Usability evaluation or inspection is usually referred to as a method
in which evaluators evaluate usability considering related aspects of an application
and judge its usability based on their knowledge and expertise. Among many, the
Heuristic Evaluation is considered as one of the most commonly used usability
inspection methods [17–20] which is used for user evaluation and usability testing in
many cases [1, 7, 13, 14, 31]. According to this method, a small set of experts inspect
the system and evaluate its interface against the set principles for the usability. In
this case, experts could be usability specialists, expert of the specific domain of the
application which is going to be evaluated or expert of both usability and domain
experience. This method is useful as a fast and easy method for usability testing. It
usually does not require special equipment or lab facilities and require small number
(3–5) of evaluators for the evaluation and takes 1 to 2 days to complete the procedure.
Following are the Heuristics that have been suggested by Nielsen [19] for testing the
usability of a system:

1. Visibility of system status (The system should always keep the user informed
about what is going on through appropriate feedback within reasonable time).

2. Match between the system and the real world (The system should speak the
user language with words and concepts that the users familiar with).

3. User control or freedom (The system should provide the user clearly marked
“out” to leave an unwanted state without having to go through an extended
dialogue in case he chooses system functions by mistake.

4. Consistency and standard (The system should follow the platform conventions
so that the users should not have to wonder whether different words, situations,
or actions mean the same thing).

5. Error prevention (The system should provide error message when needed).
6. Recognition rather recall (The objects, actions, and options should be visible

so that the user should not have to remember information from one part of the
dialogue to another and instructions for use of the system should be visible or
easily retrievable whenever appropriate).

7. Flexibility and efficiency of use (The system should have accelerators which
are unseen by the novice user and may often speed up the interaction for the
expert user so that the system can cater to both inexperienced and experienced
users).

8. Aesthetic and minimalist design (Dialogues should not contain information
which is irrelevant or rarely needed since every extra unit of information in a



Time Accounting System: Measuring … 305

dialogue competes with the relevant units of information and diminishes their
relative visibility).

9. Help users recognize, diagnose and recover from errors (Error should be
expressed in plain language, precisely indicate the problem and constructive
provide suggestions).

10. Help and documentation (Even though it is better if the system can be used
without documentation, it may be necessary to provide help and documenta-
tion; help information should be easy to search, focused on the user’s task, list
concrete step to be carried out, and not be too large) (excerpted from [19].

Since, the Heuristic Evaluation method is considered as one of the best methods
for usability testing that needs less time and few members for usability testing, we
adopted thismethod for our research. Aswe have alreadymentioned that we involved
five users (Bangladeshi people living in Milan) for this usability test who have some
experience of usability testing. Three of them were software engineers and two were
students in Information Systems. Theywere selected from the pool of the participants
who participated in both exploratory and confirmatory focus group discussionswhich
had been conducted in Milan to elicit requirements for designing the prototype and
to confirm the design as well. For these reasons, they were considered as both experts
andusers for our study for evaluating the design and exploring anyusability problems.
They evaluated the interface independently and generated separate list of heuristic
violations according to the ten standard heuristic principles mentioned above. At the
beginning of the evaluation, we recall them how to consider each principle during the
evaluation of the interface. This training session took around 1 h. Then we gave each
user a template with the list of heuristics and asked them to identify at which point
of the interface a heuristic is violated and to note it down. They were also asked to
describe the reason why they considered that point as a problem.We also asked them
to identify the phases where they encountered the problems and also to assess the
severity of each usability problem. This also helped to uncover the usability problem.
There was an observer who assisted the evaluators in operating the interface when
they faced any problem. At the end of the interface evaluation, the evaluators ”reports
were collected and the descriptions of usability problems were synthesized. Each of
the five evaluator provided individual severity ratings independently of the other four
evaluators.When the independent analysis was completed, the results of the analyses
were combined into the most complete set of interface problems. We completed the
whole procedure in two days which took around 14 h.

Table 1 summarizes the severity of the usability problems found in the prototype
of the TAS. We adopted a 5 point scale for severity ratings as suggested in [17]: a
severity rating equals to 4 refers the severity of the problem as Usability Catastrophe
(imperative to fix the problem before the product can be released); a severity rating
equals to 3 is Major Usability Problem (important to fix, so high priority should be
given); a severity rating equals to 2 is Minor Usability Problem (fixing this problem
should be given low priority), a severity rating equals to 1 refers to cosmetic problem
only (need not be fixed unless extra time is available on the project) and a severity
rating equals to 0 means it is not a usability problem. Since the mean value of the
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set of ratings of the usability problems of the five evaluators ranges from 0.2 to 3.8,
we divided the severity ratings into four scales: Catastrophe >= 3.5, Major >= 2.5,
Minor > = 1.5 and Cosmetic <1.5.

5 Results and Discussions

5.1 Results

We found that heuristics were violated a total of 28 times. Recognition rather than
recall (9) and Help and documentation (6) were the most frequently violated heuris-
tics. The following table shows someexamples of usability problems for the prototype
along with their corresponding violation and the phases where the problems were
found (Table 1). It was found that a single usability problem resulted in violation
of multiple heuristics. For example, Option for Euro in case of acknowledgement
violates „consistency and standards ”as aTAS is all about time and nomonetary trans-
action is there: so at first sight the evaluator got confused about it; and it also violates
the heuristic of aesthetic and minimalist design because this additional information
hampers the importance and visibility of the needed information.

5.2 Discussions

For the prototype, 3 catastrophes, 4 major, 5 minor and 7 cosmetic problems were
identified by the evaluators. Some of these problems have been discussed belowwith
some screenshots of the prototype of TAS.

Catastrophes: For the prototype, there were 3 catastrophes of which problems
should be fixed before the prototype is released. 3 areas that need to be fixed before
releasing are as follows:

• There was an option for paying euro which was considered as a problem by the
evaluator. Since TAS is a system based on exchange of time, which was explained
to them at the beginning of the usability testing, the evaluator/users got confused
when they saw ‘euro’ instead of community coins or Time as unit of exchange.
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• In the prototype, ‘how to use TAS’ did not teach how to use the system, rather it
provided information about what an user can do. A clear guide or a manual might
be able to help the user to use the system.

Major: The users identified 4 problems that can be considered as ‘major’ accord-
ing to Nielson’s heuristic which should be given priority for fixing. These are:

• There is no information about TAS; a visitor will not understand what TAS is
about. It would be better if there is adequate information regarding TAS in home
page. Adequate information about TAS-what is it, how it works, who can be a
member, what are the tasks of the member, how a transaction completes, how the
accounts are kept-should be given in the home page. This information will help a
visitor to get a comprehensive idea about TAS and to proceed with exchange of
services.

• In Calendar, for posting any ‘skill’ (offer or need) true/false option is not clear.
It is difficult to understand that true refers to an offer and false refers to a need.
There is no reason for having an option for filtering.
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Minor: The users identified 5 problems that can be considered as ‘minor’ accord-
ing to Nielson’s heuristic which should be given low priority for fixing. Some of
these problems have been discussed below:

• After registration, a user directs to a page where he or she gets different menus
for navigations, like offers, wants, calendars, add menu etc. However, a novice
user will not understand anything from ‘Add content’ menu. In order to make the
design simpler, this menu can be deleted.

• The evaluators/users identified that there is no back option for any task which is a
violation of the convention or standard. Users would feel better if there is a back
option for the tasks so that they can reverse to any task if needed.

Cosmetic: The users also identified 7 usability problems that can be considered
as cosmetic since these problems do not hamper the activities of the system; so the
problems can be fixed later if there is enough/available time before the release of the
final version of the software.

• Connect with Face book button is in between username and password and login
button: It ”s likely that a distract user will click the “connect with face book” button
instead of the “log in” one, resulting in an error. So, the button should be positioned
in a better place i.e. right next to the fields or right below them.

• User may get confused with ‘Request new password’: Since ‘forgot password?’ is
commonly used in case of requesting new password, it would be better to comply
with the standard.

• Selected field should appear with a different color or as highlighted one which
could help the user to understand his present task and which is consistent with
standard.

As we discussed before, for the prototype, there were 3 catastrophes, 4 major,
5 minor and 7 cosmetic problems (Fig. 1). There were 2 problems that violated
heuristic, but in the aggregated result they were not considered as usability problems.
For example, the option for logging out is placed at the bottom of the webpage
which is usually placed at the top of the webpage; in this case, in terms of heuristic
violation there is a mismatch between the system and real world as it did not follow
the convention.
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Fig. 1 Usability problems by severity rating

Fig. 2 Frequencies and severity rating by place of occurrences

Following figure (Fig. 2) shows the usability problems and the average severity
rating in terms of place of occurrence.

The most numbers of usability problems occur in managing Offer and Want;
though the number of usability problems in acknowledging Offer is very few (2) the
severity rating is the highest in this case which 2.8 is. This could be explained in a
way that since a TAS was described to the evaluators as s non-monetary system, the
presence of ‘Euro’ in the system in case of payment for a service, instead of time,
could make this highest severity in this case. The average severity ratings by place
of occurrence for four places were in between 0.6 and 2.8.

Hence, we need to address the usability problems found in the process particularly
the catastrophes and the major one. Since, there are very few catastrophes in the
interface and severity rating is high for the usability problems for one particular case
(acknowledging the Offer) with only usability problems, these problems could be
fixed within a reasonable time.

6 Conclusions

The design and development of the prototype of the TASwere conceived as a contin-
uous process involving both designers and users, and considering the requirements
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of the potential users in order to make it more effective and efficient; and, from this
perspective, we argue that a TAS is as a sociotechnical solution that can make service
exchanges possible through a system within a community. In other words, we com-
ply with the idea of giving equal importance to technology and human needs while
designing and developing the prototype of the TASwhichwas promoted byMumford
[16] as a sociotechnical solution. The objective of this paper is to test the usability
of the prototype of a TAS to know how the users feel when they use the prototype
and to find where they encounter problems and experience confusion. In order to
reach the objectives of this research, we looked for a methodological approach that
would help us from both social and technological perspectives. Basically, western
experiences with TAS suggests some social [26, 25] challenges to be aware of, as
well as some technological [4] lessons learnt to achieve the actual sustainability of
the technology. Among the social challenges, for instance, the importance to keep a
clear distinction between the concept of volunteering and that of a TAS is considered
critical [25], as well as the need to “differentiate across different service categories”
so as to possibly smooth the perception of unequal value in incomparable services
[26], and to foster the commitment of full-time leaders or to conceive “help desk”
services on a constant basis. Among the technological challenges, relevant require-
ments include the provision of intelligent and context-aware services [4] to allow for
the matching between real-time requests and offers and for services of localization,
online profiling updates, and the automatic recording of time balances just after the
provision of a service, that is without the need to log into the system and manually
adjust the provision or consumption of time.Moreover, capitalizing the opportunities
of ICT depends not only on the existence and access to a suitable infrastructure also
on the ICT related human capacities. Among these latter, the capacity to understand
an application and to use an application by the users is a vital precondition [21].
Hence, in the light of these high level recommendations and design principles we
use a sociotechnical approach for conceiving a prototype of a TAS. On the one hand,
this approach involves the end users from the very beginning of development process
for identifying their requirements for the system. On the other hand, the interactive
nature of the method helped us to receive feedbacks from the end users in terms of
usability.

At different phases of our whole research [6, 27, 28], we involved two groups of
Bangladeshi people: those living in their country and those who in the recent years
moved to Italy. These two groups share the same basic culture and the concerns that
are motivated by their common experience to live in an urban area. This fact made
it possible to consider them as homogeneous enough to guarantee the soundness of
our research outcomes.

This study has addressed the limitation of our previous work [28] by testing the
usability of the current prototype in order to assess the user experience with a TAS
that helped us to identify usability issues with the prototype interface. The study has
provided a unique contribution in addressing design issues in developing countries,
particularly in Bangladesh, as it examined the usability of a TAS for a new context
which has never been accomplished before. However, our future work directs to
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validate the prototype among the Bangladeshi people in Bangladesh, to unfold the
functionalities of a TAS and help improve its design.
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Digital Identity: A Case Study
of the ProCIDA Project

Francesco Bellini, Fabrizio D’Ascenzo, Iana Dulskaia and Marco Savastano

Abstract The role of cloud computing in today’s world of globalization has seen as
a major contribution for application development and deployment. Many enterprises
see cloud computing as a platform for organizational and economicbenefit.Managing
digital identities and access control for cloud users and applications remains one
of the greatest challenges facing cloud computing today. The aim of the paper is
to summarise the results of the ProCIDA research project funded under Regional
Operational Programme “Insieme x Vincere”, co-financed by the European Regional
Development Fund, where a digital platform has been developed in order to simplify
access to different kind of digital services (public and private) using the digital
identity.

Keywords Digital identity · Cloud computing · Digital identity management

1 Introduction

CloudComputing is a network-based environment that focuses on sharing computing
resource, storage space, data and other kinds of software services [1].

Digital identity is a keystone that can ensure that the Internet infrastructure is
strong enough to meet basic expectations for not just service and functionality, but
security, privacy, and reliability. It becomes a complex question when we think of
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how to create, use, store and verify the identity in the context of Internet, especially
when it refers to public and private sectors.

How much control individuals will be able to take—or will desire to take-over
their digital identity is an issue of an intense debate [2].

The identity of a cloud user authorizes him to access data or resources from the
cloud environment. When the users make requests to access the cloud resources and
services, it is highly important that the digital identity and the access rights of the
users are verified before granting the requested services. An effective digital identity
management mechanism is required to make the cloud computing platform trusted,
secure, reliable and scalable [3].

In this context, the main goal of this paper and also its novelty is to describe
and propose a model through which new digital service platforms based on cloud
computing permits users to obtain different digital services in a safe and reliable way
using their Digital Identity. The authors also aim at contributing to scientific literature
by providing a literature review on digital identity and digital identity management
by given an example of digital identity management process through the analysis of
case study of ProCIDA project.

The empirical analysis based on a case study was done by analysing ProCIDA
project approved as part of the Regional Operational Programme “Insieme x Vin-
cere”, co-financed by theEuropeanRegionalDevelopment Fund (ERDF), underAxis
I the “Research, Innovation and Strengthening of the productive base”.

Project aims to replace the large number of services already presented in the
network based on weak authentication systems (such as username/password, login
credentials), making available a new generation of services based on innovative
mechanisms to identify users and simplify access to services as well as promoting
cooperation.

The work is structured as follows. The first part of the study presents a brief
literature review in order to build a conceptual framework for analysing the ProCIDA.

In the second part of the paper are presented the ProCIDA case description, and its
experimentation phase together with general results. The paper concludes highlight-
ing the main findings, limitations and proposing some further research directions.

2 Background

2.1 Identity Management System

Identity is a core of any security aware system. It allows the users, services, servers,
clouds, and any other entities to be recognized by systems and other parties. Identity
consists of a set of information associated with a specific entity. This information
is relevant based on context. Identity should not disclose user personal information
“privacy” [4].
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Access is one of serious issues in cloud computing. Access comprises the con-
cern around cloud access (authentication, authorization and access control or AAA),
encrypted data communication, and user identity management [5].

Having username/password is not sufficient for data protection on cloud. There
is high need for using better protocols that do not increase the complexity of the
system.

Identity Management can be taken as a service offered by cloud as an innovative
opportunity of externalizing the workload of managing identity [6].

Digital Identity management is the process of representing and identifying indi-
viduals in computer networks [7].

Cloud platforms should deliver or support a robust and consistent identity man-
agement system. This system should cover all cloud objects and cloud users with
corresponding identity context information. It should include: Identity Provisioning
and de-provisioning, identity information privacy, identity linking, identity mapping,
identity federation, identity attributes federation, single sign on, authentication and
authorization [8].

According to Pato and Center [9] identity management solutions are modular
and composed of multiple service and system components. This section outlines
components of an example identity management architecture illustrated in Fig. 1.

• Repository—At the core of the system is the logical data storage facility and
identity data model, which is often implemented as an LDAP accessible directory
or meta-directory. Policy information governing access to and use of information
in the repository is generally stored here as well.

• Authentication Provider—The authentication provider, sometimes referred to as
the identity provider, is responsible for performing primary authentication of an
individual, which will link them to a given identity.

Fig. 1 Identity management system components
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• Policy Control—Access to and use of identity information is governed by pol-
icy controls. Authorization policies determine how information is manipulated;
privacy policies govern how identity information may be disclosed.

• Auditing—Secure auditing provides the mechanism to track how information in
the repository is created, modified and used.

• Provisioning—Provisioning is the automation of all the procedures and tools to
manage the lifecycle of an identity: creation of the identifier for the identity; linkage
to the authentication providers; setting and changing attributes and privileges; and
decommissioning the identity.

• Longevity—Longevity tools create the historical record of an identity. These tools
allow the examination of the evolution of an identity over time.

• Single Sign-On—Single sign-on allows a user to perform primary authentication
once and then access the set of applications and systems that are part of the identity
management environment.

• Personalization—Personalization and preference management tools allow appli-
cation specific as well as generic information to be associated with an identity.
These tools allow applications to tailor the user experience for a given individual
leading to a streamlined interface for the user and the ability to target information
dissemination for a business.

• Access Management—Similar to the policy controls within the identity man-
agement system foundation components, access management components allow
applications to make authorization and other policy decisions based on privilege
and policy information stored in the repository.

3 Case Study: ProCIDA Project

ProCIDA—(Project for Certified Identity in the Digital Agenda)1—was created
from the need to make available a new generation of services based on innovative
mechanisms to identify users and their secure access to network services,with the aim
of promoting digital cooperation including PA (Public Administration), businesses
and citizens, organizations and individuals. The project was approved as part of the
Regional Operational Programme “Insieme x Vincere”, co-financed by the European
Regional Development Fund (ERDF), under Axis I the “Research, Innovation and
Strengthening of the productive base”.

The ProCIDA project is carried out in coordination with a SPID project (Sistema
Pubblico di Identità Digitale) (Public System of Digital Identity), coordinated by the
Agency for l’Italia Digitale thanks to which citizens will have the ability to access
governmental services using a single set of credentials, (the so-called “unique PIN”).

The project aims to replace the large number of services already presented in the
network based on weak authentication systems (such as username/password, login
credentials), making available a new generation of services based on innovative

1(http://procida.directory/)—the website of Procida project.

http://procida.directory/
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mechanisms to identify users and simplify access to services as well as promoting
cooperation.

Primary objectives of the ProCIDA project:

1. Define and implement an authentication system, Identity Access Management
(IAM), universal, robust, multi-channel and federated with the main operators in
the sector, to assign to each subject in the network secure digital credentials and
allow it access to the available services.

2. Design a value-added service called Cassetto Informativo Personale (Personal
Information Folder—PIF), which, according to the model of cloud computing,
provides users with personal online data repository always accessible from any-
where, in full mobility and anytime.

Features and benefits
The PIF will implement in a complete way the concept of digital identity. In the
folder it should be possible to collect in a more and more automatic way all user’s
digital documents, from different sources, and provide value-added services and
information.

For example, instead of collecting paper clinical analysis reports that are unlikely
to be consulted in the future, the testing laboratory will deliver these documents in
digital format directly to the user’s folder (automatically identified from its fiscal
code or its digital ID).

The folder must be opened only by the owner, who will also be the only one who
can activate it. The PIF is therefore proposed as the instrument for the widespread
dematerialization, integrating the needs of public administrations and private com-
panies with those of citizens.

The PIF is conceived by imagining that the user can independently organize or
extend its information base by choosing the preferred taxonomy andmaking it evolve
after the increase of the document sources.

As regards the authentication system, must be referring to the more modern cryp-
tographic technologies, to provide highly reliable recognition services.

The service is offered in a transversal manner to all network service provider
(Service Provider—SP). This makes it possible to decouple the phase of access to
the service by the user recognition phase. As a positive side effect, the decrease of
the number of credentials that the user has to handle in his/her digital life. In fact,
numerous studies show how the management of the new login credentials can be an
obstacle to the adoption of a new service, although useful or interesting.

There are many services that use the credentials of the major social network to
assign an identity to their new users. A similar approach can make life easier for
users, but it is considered weak and unreliable services that treat such sensitive data.

The system integrates a federated authentication system with CNS, by importing
the registry index, temporarily or permanently depending on agreements with the
Identity Provider stipulated from time to time. Each user is associated together with
its own digital identity, also a result of reliability index of the authentication system
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used and the origin of the data. The advantage for the user is that with only one
system (the CNS or the Digital Identity released from ProCIDA) has access to all
services in the network.

The paradigm of cloud computing besides allowing user safe and multi-channel
access to their digital archive ensures reliable retention over time of the documents
and information. With PIF the user no longer has to worry about the age of their
digital support, or data back up to multiple devices to reduce the risk of their loss.
With the paradigm of cloud computing is adopted also the new generation of NoSQL
database type, characterized by extreme flexibility (the least restrictive way of stor-
ing data than the relational model), being designed for a distributed management
across the network and, also for this, allowing the storage of massive amounts of
data/documents.

ProCIDA contributed to:

1. Privacy and protection of personal data

Social acceptance of the Internet of Things (IoT) will be strongly intertwined with
respect for privacy and the protection of personal data, two fundamental rights of the
EU.

2. Trust, Acceptance and Security

Information security is considered one of the main problems IoT. In the private
sphere, information security is closely linked to the questions of trust and privacy
mentioned above. It is crucial that IoT components are designed from the outset
to ensure the security and protection of privacy and comprehensively include user
requirements.

3. Dematerialisation

With reference to the processes of dematerialisation, ProCIDA within the project is
addressed three components:

• Legislation component: currently we are facing a very structured and constantly
changing system, to which the change of the legal frame of reference is one of
the major risks in the implementation of dematerialization projects for verification
demands arising for the purpose of identification of effective and timely adjustment
mode and, above all, on the relative times and costs.

• Technological component: is determined by the difficulty of managing hetero-
geneous set of technologies involved (document management, digital signature,
physical storage, etc.) and the need to overcome the technical obsolescence of
the different infrastructure to ensure conservation of administrative documents for
very long periods, some even indefinitely.

• Organizational component: the electronic document, rather than the paper, it is not
self-consistent, and this entails the need to store in time and space, not only the
document itself but also all the elements necessary to demonstrate their authen-
ticity, for the purposes of its probative value and historic preservation: protocol
identifier, classification archival, digital signature.
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4. Innovative social networking models

ProCIDA project studied and specified some fundamental aspects in the approach to
social networks. The project study evolution of social networks and their openness
to businesses and other information on issues related to the federation of the person
and the possibility of being able to access them with different profiles.

5. Change management

Italy has accumulated significant delays in the adoption of new technologies, espe-
cially digital ones. To retrieve and align Italy to the European Digital Agenda is
necessary not only a significant effort to adapt infrastructure and services, but also to
induce a deep cultural change, which puts digital services and the Internet in its vari-
ous forms at the centre of the life of each of us. To ensure the success of the initiative,
ProCIDA have studied and develop these new methods and new paradigms.

6. Innovative business models

The nature of services in the field of ProCIDA project, the particular mode of aggre-
gation and demand (in the cloud), and the user environment and competitors, requires
to rethink traditional models of intervention.

The business model underlying the ProCIDA project is following:

• financial and economic model (revenue model) on the identification of the target
market and the penetration mode and market development;

• working model on the identification of the mode of remuneration of participants
and, to stretch, the overall sustainability of the project.

7. Business intelligence

The development of communication technologies has led to a growing presence of
information sources leading to a veritable explosion in the amount and variety of
accessible data. Parallel to the growth of the sources of information it was possible
to observe a degradation of the quality of the same.

Necessary to review the concept of “Information Integration” in a broader sense,
developing it into one of “Intelligent Information Integration.”

8. Business Process Management (BPM)

The PIF by its nature stands as an interchange of information between the parties on
the network (individuals and organizations) mediated by the platform. The degree of
interaction with external organizations can assume various degrees of complexity:

• The simple information store (e.g. The laboratory part of the PIF relative to a
medical service document)

• The information store accompanied by a simple feedback (e.g. the owner of the
PIF confirms that it has received or took the document view)

• Exchange of information with complex feedback
• Meta-information exchange (e.g. management of comments, annotations or
requests for information related to documents in the PIF)
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• The different levels of complexity, which may be provided in the use of the PIF,
may have important functional impacts on the design of the overall platform.

• Business Process Management helps to improve functioning, better monitoring
and traceability of events and information managed, and evaluate the performance
of the platform.

3.1 ProCIDA Architecture

1. Personal Information Folder

Personal Information Folder (PIF) is a service module, which aims to provide a
unified document management of the user’s personal attributes. From the point of
view of the previously described identity management service, it is a “client” service.

The system provides the capability for end users to create and safe use of docu-
ments and personal attributes (unskilled), according to the context model shown in
the figure. The system provides a cloud infrastructure accessible from a PC via a
special client or via the web, or from mobile devices via special apps for the various
platforms.

The main implemented features are:

• Synchronization and backup of the contents of a replicated folder on different dis-
positive. The synchronization feature is available only through the service desktop
client. Through the web, or through mobile device app, the service instead imple-
ments for users to upload and download functions of individual documents.

• Cross-platform functions for entering and editing personal information.

• Encryption of a specific part of the data collection
• Integrity check of the entire data collection
• Client Management-related services and PIF (Fig. 2).

2. Identity Access Management

The ProCIDA Identity Access Management implements the functions that from the
conceptual point of view it can be imagined as a nucleus (the identity store) sur-
rounded by a set of functions, as in the underlying representation (see Fig. 3).

The identity store is powered by a set of logging services. The identities are then
used for authentication services, which also make use of specific credential verifica-
tion modules. The lifecycle management services are concerned about maintaining
the archive consistency of identity over time. The administration services contain all
the utilities necessary for the functioning of the system, including logging compo-
nents, reporting, analytics, accounting. A set of services deals with the interaction
with other identity provider.

In Fig. 2 it can be seen the requirements regarding the following services:
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Fig. 2 Architecture of the PIF system

Fig. 3 Identity access management system

• Registration of the users of services (which mainly includes the enrolment func-
tions and the delivery of the first set of credentials).

• Identity Life Cycle Management Services and Credentials (which includes the
credential management functions).

• Authentication Services (which implements the entity authentication functions).
• Credentials Verification Services, which are an integral part of the authentication
services but, for ease of description, it prefers to unbundle.

The following services were also added:

• Management of the qualified attributes.
• Interaction with other services (other IdP InfoCert and other services).
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• Administration Services (centralizing the record-keeping functions and provides
the support of administration and support too.

3.2 Experimentation

The testing phase has a manifold significance, embracing different aspects of the
project itself, the services and functions related to Digital Identity, which are the
result and the reaction of stakeholders in this first phase of prototype development
to take the pulse to the possibility of developing digital access to public and private
services by citizens.

The experiments were held in two macro sectors (public and private) as well as
with consumers.

Figure 4 shows in the columns the main macro areas identified as an object of
experimentation that appear most appropriate in the assignment of pre-operating
stage for assessments of interest within the project ProCIDA, while in the rows they
are the main functional areas that verify in the field in various sectors.

The cells at the intersection of row and column are filled in the case that the
functionality class indicated at line is of interest for the given sector, has possibility of
application, is appropriate for the sector to assess the reaction of the users, and so on.

The objectives of the experimentation were the following:

• clarify and communicate to all stakeholders the functional requirements of the
system; in general, analyse, identify, describe typical uses of the system by its
users;

• consider all the possible logic arising from the management of errors, exceptions,
alternate streams;

• validate the user requirements.

In order to reach this goals series of experimentations were organized. Some
examples of the experimentation stage are represented below.

1. Experimentation in Finance private sector

The testmeetingswith various financial institutions in the banking and insurance have
occurred, in order to explore the practical significance of the use of Identity Provider
services by operators in view of the dematerialization andmodernization of processes
typical of the sector. The participants have expressed great interest in the initiative
ProCIDA and SPID technical rules, which are a point of reference for operators,
both public and private. After the participation in the test, banks have expressed an
interest in the possibility of analysing the evolution of online services thanks to the
simplification of the detection phases management and user authentication provided
by the adoption of Digital Identity provided by SPID.

In particular, the banks have noticed the possibility of enlargement of the proposed
digital services to its customers, current and potential, with the possibility of offering
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simplified and remote control of the processes of interaction between customer and
institution.

2. Experimentation in the Telco private sector

In the experiment were involved such operators as Vodafone, Wind, H3G, which,
were certainly interested in the role of Mobile Identity and have expressed an evalu-
ation attitude on the role of IdP or to focus on the role of Service primarily providers
focusing on mobile payments with phone credit even for physical goods to “digi-
tal consumption” introduced by the recent Decree Digitalia, such as, for example,
mobile ticketing services, which allow to purchase bus tickets via SMS.

3. Experimentation in the Public Administration sector

The main participants, who had already available digital services with secure access
for citizens, have ventured in the execution of integration tests with digital identity
factors specified by SPID.

The goal was to make available to SPID users all services currently provided by
integrating the means of access to understand the use of Digital Identity SPID as a
credential recognized worldwide.

The partners participating in the ProCIDA took part in the operational phases of
experimentation with various administrations, constantly monitoring the alignment
between technological implementation object of integration testing and formal and
non-formal technical specifications that during the experimental period were refined
according to the same feedback from experimental tests.

The work was performed in close contact with administrations, both in the labo-
ratory environment, and at the headquarters of the administration.

The most involved in this activity have been Administrations: Tax Agency, INPS,
INAIL, Tuscany Region, Region Friuli Venezia Giulia, Emilia Romagna, Piemonte,
Liguria Region, Marche Region, the City of Florence, Milan City Council, the City
of Lecce.

The participants remained satisfied by services proposed by SPID and ProCIDA
and express the willingness to use them.

4 Conclusions, Limitations and Future Research

This research has demonstrated how digital service platform can provide a simplified
way of using public and private digital services by using digital identity systems,
supported by cloud computing technology.

ProCIDA proposes the wide adoption of this technological instrument that is in
any case essential to enable the digitization process and strongly desired by all the
latest standards.

Therefore, the result was to provide of a complete solution, widespread and inde-
pendent from the available technologies, that can support multiple authentication
systems, integrating with leading legacy systems.
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At the same time the results of the project can be perceived as an accelerator for
any company deemed to offer the online services market.

A single-case study was conducted with the representatives of different macro
sectors (public and private) in order to evaluate the functionality and quality of the
software system. The results of the feedback obtained from the participants have
been perceived as very satisfactory and they have demonstrated the willingness to
use it.

The main limitation of this study is that the ProCIDA platform has only been
implemented in the pilot phase of the project. In this respect, only the design and
functionality levels were taken into consideration.

The next step will be to conduct a research after the platform starts to function.

References

1. Goel, A., Gupta, G., Bhushan, M., & Nirwal, N. (2015). Identity management in hybrid cloud.
In International Conference Green Computing and Internet of Things (ICGCIoT), 2015, IEEE,
pp. 1096–1100.

2. Windley, P. J. (2005). Digital identity, O’Reilly Media, Inc.
3. Thomas, M. V., & Chandrasekaran, K. (2016). Identity and access management in the cloud

computing environments. Developing Interoperable and Federated Cloud Architecture, 61.
4. Raghavendra, K., & Ramesh, B. (2015). Managing the digital identity in the cloud: The current

scenario. In 2015 IEEE International Conference Electrical, Computer and Communication
Technologies (ICECCT), (pp. 1–4).

5. Shubhashis S., Vikrant K.,&Vibhu S. S. (2011). Cloud computing security—trends and research
directions. IEEE world congress on services (pp. 524–531).

6. Agudo D. N. I., & Lopez J. (2012). Integrating OpenID with proxy re-encryptionto enhance
privacy in cloud-based identity services. In Proceedings of IEEE Cloud Computing (p. 241).

7. Halim, R., Shaharyar, S. A., & Vapen, A. (2009). Digital identity management.
8. Almorsy, M., Grundy, J., & Müller, I. (2010). An analysis of the cloud computing security

problem. In Proceedings of APSEC 2010 Cloud Workshop, Sydney, Australia.
9. Pato, J.,&Center, O.C. (2003). Identitymanagement: Setting context. Cambridge,MA:Hewlett-

Packard.



AMonte Carlo Method for the Diffusion
of Information Between Mobile Agents

Alberto Berretti and Simone Ciccarone

Abstract A new model for the local spread of some token (e.g. malware between
mobile computing devices, information in a mobile social network, rumors in a
moving crowd) is introduced. The diffusion of the information is analyzed both
empirically by aMonte Carlomethod and analytically bymean field theory, revealing
the existence of a phase transition. The results are compared and found in strong
qualitative agreement.

Keywords Monte Carlo Simulation · Information Diffusion · Social Networks

1 Introduction

An interesting phenomenon is the spread of transmissible tokens in a network of
agents structured in differentways. From traditional percolation problemson a lattice,
used for example to model forest fires [1], to more advanced model using graphs of
different kind to model e.g. the spread of news in a social network [2–4].

We consider here the problem of the spread of a token (e.g. a biological virus,
malware, news and rumors, etc.) among a network of randomly connecting agents.
Examples of this come out in several context: from mobile social networks [5],
especially native ones where connections can be made on the basis of proximity, to
malware spreading over bluetooth on mobile computing devices (e.g. smartphones
[6]), to propagation of rumors in crowds.

The so called virtual, on line communities that aggregate around new digital
services provide new ways for information propagation, which can be exploited for
good and for bad: so the analysis of the dynamics of the diffusion of information
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in such environments is essential to contain “bad” information (e.g. so-called fake
news) and to help diffuse “good” information, such emergency communications in
case of natural disasters.

Many such novel on line communities are based on mobile devices and services,
and short range communications, as well as location-enabled services, are of funda-
mental importance. In these mobile social networks, users typically form small and
dynamic local communities sparsely connected and without a fixed topology (e.g. a
house, a company office, a residential neighborhood). Inside these local communi-
ties, based on location and proximity, mobile users can share information with other
users in the same places whenever their devices are close enough. In this scenario
the mobility of the agents can significantly affect the information spreading.

This is a first, necessarily rough, attempt atmodeling the dynamics of the spread of
information on random, rapidly changing networks. As such, it is not–yet–at the level
of providing a realistic modeling of concrete and specific phenomena, but it provides
a mechanism for the appearance of an interesting feature like a phase transition.

To account for this phenomenology,we develop a “microscopic”, stochasticmodel
for information spreading based on randomwalk processes, suitable for a simulation
[7] using a dynamicMonte Carlomethod [8].We also develop amean field theory for
the model, in which a single mobile user is considered, interacting with an average
number of othermobile users. Themodel depends on the probabilityp of transmission
of the information in case of contact, the probability q ofwithdrawing, and the density
d of themobile users.We show the existence of a phase transition between a regime in
which all tokens are lost (the malware is eradicated, the rumor stops, the information
disappears) and one in which there is a steady fraction of agents holding the token
(the malware still thrives, the rumor still spreads, the information diffuses). The
critical values of the probabilities define a critical curve on the (p, q) plane, which is
determined numerically by a Monte Carlo simulation and analytically by mean field
theory, showing a strong qualitative agreement.

2 Definition of the Model

Whenmodeling the spreadof a tokenvia proximity it is natural to consider percolation
models, where susceptible objects (agents or users) occupy sites on a regular lattice –
or are distributedwith different topologies: for example a graph–and the token spreads
from a site to neighbor sites. This approach doesn’t take into account mobility, where
neighbors change as agents moves around.

A simple and realistic way to take into account mobility is to make each agent
perform a random walk in a regular lattice. As agents get to approach, a token can
pass to each of its–temporary–neighbor, with a given probability.

To be definite, we assume that N mobile agents perform each a random walk on
a square portion of a two-dimensional lattice L = {0, . . . ,L − 1} × {0, . . . ,L − 1}.
The density of agents is therefore d = N/L2. These agents are initially placed in
some arbitrary way on the lattice, for example are uniformly distributed. Time is
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discrete, and each agent performs a random walk moving with equal probability in
one of the four possible directions into one of the four nearest neighbor sites.

We have to deal somehow with the finite size of the box L in which the agents
move. “Free” boundary conditions, in which each agent is free to leave the box L,
would deplete the box itself with probability one after a finite amount of time, so
one would have to take into account the appearance of new agents which move into
L: this would give rise to a model with variable number of agents, something like
a “grand canonical ensemble” in statistical mechanics. We prefer for the moment to
avoid the complexity of dealingwith disappearing and reappearing newagents,which
we consider inessential to the problem, so we use periodic boundary conditions: as
one agent moves out of L on one side, it reappears from the opposite side of the
box; the random walk happens therefore on a torus. Another possibility would be to
have agents bouncing when they reach the boundary: while this is relatively simple
to take into account in the simulation, again it would add complexity to the model
without really changing in any significant way the phenomenology of the model (as
we tested).

Each agent can be in one of two states: in possession of a given information T or
without (imagine infected or healthy in the case of computer malware, a member of
a crowd under the influence of some rumor, or not in the case of rumor spreading in
crowds). From now on, to make the language simpler, a mobile agent in possession
of the information will be called infected, healthy otherwise.

As agents move into the same site the information can spread from one of the
infected object to each one of the object which occupy the same site with a given
probability p (probability of persuasion or infection). Of course, more than two
mobile agents can be on the same site at a given time: in this case we consider
separately all pairs as a possible source of infection (i.e. if we have three agents on a
site, two infected and one healthy, then we test for a possible infection of the healthy
agent twice independently, because of the two possible sources of infection).

As all mobile agents eventually intersect their trajectories, and eventually get the
infection, all of them sooner or later would become infected. We therefore have to
take into account also the chance that a given agent heals itself (perhaps because the
infection has been detected and dealt with, in case of computer malware; or because
the subject decided the rumor was false, in the case of a crowd). So at each (discrete)
instant of time each infected agent has a probability q of healing.

We therefore have three parameters which determine the spread of the information
on a given box L (besides the size of the box): the density of agents d , the infection
probability p and the healing probability q.

We look at the case in which the box is large, i.e. what would be called an “infinite
volume limit” or “thermodynamic limit” in statistical mechanics. This is basically a
SIS (Susceptible–Infected–Susceptible) model, using standard epidemiological ter-
minology: recovered objects can get infected again and don’t get to be immune,
as in so-called SIR (Susceptible–Infected–Removed) models. If, using our mobility
model, we were to use a SIRmodel, all objects eventually would be infected, recover
and never get infected again and the epidemics would stop with probability one in a
finite amount of time, independently on the side of the box.
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This model is, mathematically, a Markov chain with a huge state: if we have M
agents in our box, the different possible configurations are 2M . It is clearly possible
to transition from any state to any state, with the exception of the state in which
all objects are healthy and so there isn’t anymore a way to get infected: this is an
absorbing state that eventually the Markov chain will reach; for instance, if we have
N infected objects, with probability qN (extremely small but non-zero) they could
get all healthy at the same time. We believe that the probability of reaching such a
state in a given fixed amount of time, given some fixed values of p, q > 0 and d , is
exponentially small in the volume of the box and so negligible in the “thermodynamic
limit” that we are considering.

The choice of a square lattice and a simple random walk over it as a mobility
model is somewhat arbitrary and motivated basically by mathematical simplicity.
More complicated mobility models could be (and have been) devised. But as we are
interested in qualitative features, and not in exact quantitative features of specific,
realistic models, we concentrate our attention on a mathematically simple model
which, while avoiding the complexities of a realistic one, keeps its qualitative fea-
tures, much in the spirit of most statistical mechanical models commonly used in
mathematical physics. As a byproduct, our simulation code is simpler, faster and
more efficient. We also emphasize that our model, being based on a discrete random
walk in a lattice, is a discrete time simulation.

3 Related Work

A few papers have studied simulations of SIS models via random walks. In [9] the
spatial distribution of nodes in a randomwaypoint model is studied, and it is shown to
be inhomogeneous. The authors only take into account the distribution of the agents,
without ever considering propagation of infection or the transmission of some token
between agents. They use physical units of measures in the simulation, taking into
account an area of 1000 × 1000 m2 divided into square cells whose side is 20 m, so
they actually use 50 × 50 lattice (and so quite small).

In [10] the transmission of messages in a network of mobile nodes is studied.
The authors again use physical units and so they consider an area of 1500 × 300 m
where 50 agents move using a random waypoint model, with a transmission radius
which varies between 10 and 2500 m (so again the effective size of the region is quite
small). Using a simulation the authors study the mean time to deliver a message and
the number of hops necessary to reach destination.

In [11] a SIR model with different mobility models is considered, with a popula-
tions of up to 1000 objects and a time of up to 1000 discrete units, and they look at
the average number of immunized objects.

In [12] physical units are used again: they consider an area of dimension
200 × 200 m with an interaction radius of 5 m, so the model can be compared
to a lattice model with dimension 40 × 40, that is rather small. Several mobility
models are taken into account, suitable for a continuous space and time model. The
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authors compute an approximate formula for the epidemic threshold and shows that
it depends only by the ratio of the probabilities of infection and disinfection. While
similar in general conception, our model is rather different (and quite simpler to sim-
ulate: in fact we could handle a simulation with a much larger number of agents and
area) as it is based on randomwalks on a lattice, andwe found instead amore complex
dependence of the epidemic threshold from infection and disinfection probabilities,
even in the mean field theory approximation.

More recently, movement in epidemiological models has been considered in [13].
The spread of malware in mobile networks has been recently studied in a military
context in [14].

4 The Simulation

The code for the simulation has been written in C language to achieve optimum
performance. We ran it on a small cluster using at most eight computational cores
(four Intel Xeon dual core processors at 3 GHz) and on a small personal workstation
(with an Intel i3 processor at 3.1 GHz), all running Linux.

We used square lattices of sizes from 16× 16 up to 512× 512. The results from
lattices of different size have been compared andwe observed that they do not change
significantly for lattices of size higher than 64× 64, while they are more volatile for
lattices of smaller sizes: so a kind of “thermodynamic limit” is practically achieved
already for this size. So we settled for a size of 128× 128.

The agents density was chosen between 0.1 and 1 in step of 0.1, and also a few
run at higher densities have been performed (with densities equal to 2, 5 and 10).
Note that densities higher than 1 imply that most sites are occupied by more than
one agent, which is entirely possible within our model.

The built-in random number generator of the compiler has been used for the
simulations.

As expected, the limit fraction of infected agents f∞ doesn’t depend on its initial
value f0, so we took f0 = 0.2 in all production runs. We also took a uniform initial
distribution of the agents, as we expect that at equilibrium the agents are uniformly
distributed.

We performed an autocorrelation analysis of the data from each simulation, to
compute its autocorrelation time τ . This is of course what must be done in any
dynamic Monte Carlo simulation to make sure that data points are taken from an
equilibrium distribution and that they are taken sufficiently far apart so that they can
be considered independent. In our case, moreover, the time to reach the equilibrium
is an interesting quantity per se. To compute autocorrelation times, we used a Python
version of the acor package written by Jonathan Goodman [15].
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5 Mean Field Theory

We can approximate our model using a “mean field theory” approach, which is
expected to have a qualitative agreement with the exact model. In this approximation
we consider a single agent, whose evolution is based on the average behavior of the
rest of the system.

In average, each agent undergoes ≈d intersections at each time, with each in-
tersection giving a chance to get infected if it happens with an infected agent. As
f = N/M is the fraction of the infected agents, at each time each agent approximately
intersects with an infected one “fd times”.

Therefore approximately the probability that an agent gets infected is p′ = 1 −
(1 − p)fd (pretending that fd is an integer), that is 1 minus the probability of never
getting infected in each of its intersections with an infected agent.

So let X = H or I denote the status of an agent (H for healthy and I for infected).
The following diagram shows the transition to the new state with each probability:
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The dynamics of a single agent can therefore be approximated by a much simpler
Markov chain, where the state space is just the set {H , I} (being healthy or being
infected) and the transition probabilities are given by:
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State at t State at t+1 Probability
H H p′q + (1 − p′)q + (1 − p′)(1 − q) = 1 − p′ + p′q
H I p′(1 − q) = p′ − p′q
I H p′q + (1 − p′)q = q
I I p′(1 − q) + (1 − p′)(1 − q) = 1 − q

The transition matrix is therefore:

M =
[
1 − p′ + p′q p′ − p′q

q 1 − q

]
.

This is an ergodic Markov chain whose invariant probability distribution is given
by the normalized eigenvector of the eigenvalue 1, given by:

⎛
⎜⎝

q

p′ + q − p′q
p′ − p′q

p′ + q − p′q

⎞
⎟⎠ .

This Markov chain therefore approach an equilibrium state with a probability of

having an infected agent equal to
p′ − p′q

p′ + q − p′q
. We take this value as the mean-field

approximation for the fraction of the infected agents:

fMF = p′ − p′q
p′ + q − p′q

.

As p′ depends on the fraction of the infected agents itself, after a few elementary
steps we obtain a transcendental equation for fMF:

fMF = 1 − q

1 − (1 − q)(1 − p)fMFd
. (1)

Please note that besides assuming a perfect uniform distribution of agents and also
a perfect uniform distribution of infected agents, we also assumed fd to be an integer,
which of course is another approximation. Moreover in mean field theory there is
always a chance of getting infected (the Markov chain is actually really ergodic).

To compute the epidemic threshold in mean field theory, we start by observing
that Eq. (1) always has a solution f = 0. So we are in the epidemic regime if there is
another solution f = fMF > 0, for given values of p, q and d . To study the existence
of solutions to (1) we consider the intersection of the graph of:

φ(f ) = 1 − q

1 − (1 − q)(1 − p)fd
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with the bisectrix of the first quadrant with 0 ≤ f ≤ 1. By trivial calculations, we
have that for any physical values of p, q and d (that is for 0 ≤ p ≤ 1, 0 ≤ q ≤ 1,
d ≥ 0):

φ′(f ) > 0 and φ′′(f ) < 0

and of course φ(0) = 0, φ(f ) < 1. Therefore if φ′(0) > 1 we have another solution
f = fMF ∈ (0, 1), while ifφ′(0) ≤ 1 the only solution to (1) is f = 0. So the condition
φ′(0) = 1 determines the epidemic threshold inmean field; a trivial calculation gives:

q0 = d log 1
1−p

1 + d log 1
1−p

,

with the epidemic thriving if q < q0 and extinguishing if q > q0.
Contrary to the findings of other authors, the data obtained by the simulation

doesn’t seem to show a dependence of the number of infected agents at equilibrium,
or of the epidemic threshold, exclusively by the mere ratio p/q, as happens in dif-
ferent, typically continuous-time, models. The epidemic threshold q0(p, d) is only
approximately linear for small values of p and d , which is what we expect to matter,
heuristically, if we were to take a sort of continuum time limit of our model. In Fig. 1
we plotted the epidemic threshold q0(p, q) for selected values of d .

6 Results of the Simulation and Future Work

The observed fraction of infected agents at equilibrium f∞ depends on all the three
parameters: the infection probability p, the disinfection probability q and the density
of agents d . There appear to be a value q∗(p, d) such that if q > q∗ then f∞ = 0
while if q < q∗ then f∞ 	= 0, as the mean field theory predicts. q∗ is increasing both
in p and in d , as it can be easily expected. q∗ is again, as predicted by mean field
theory, not linear in p, and so there’s no “epidemic threshold” depending simply on
the ratio p/q. In Fig. 2 we see some plots of q∗(p, d) for selected values of d .

The empirical results are qualitatively similar to the predictions of mean field
theory, but there are some quantitative discrepancies which are stronger for small
densities of infected agents. We believe that the discrepancies are mostly due to the
fact that, ultimately, the mean field model is an ergodic Markov chain while the
real model, which we simulate, is not actually ergodic as there is a state (no infected
agents at all) which is attracting. Simply said, inmean field theory, wherewe consider
only one agent, it can always get infected, while in the real model when there are no
longer any infected agents the infections has no chance to reignite itself. Also, when
in the real model the density of infected agents is small enough the chance to interact
with one of the few remaining infected agents is practically negligible and unless q
is extraordinarily small the infections dies out fast. Note also that in our model the
probabilities of infection and disinfection p and q are actual probabilities of events
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(a) d = 0.3. (b) d = 0.5. (c) d = 0.7.

(d) d = 0.9. (e) d = 1. (f) d = 2.

(g) d = 5. (h) d = 10.

Fig. 1 Epidemic threshold given by mean field theory q0(p, q) for selected values of d . On the
horizontal axis we have p and on the vertical axis q.

happening upon intersection of the trajectories of the agents, not the infection and
disinfection frequencies (which are observable random variables and not parameters
of the model).

Concluding, we proposed a model for the spread of tokens between mobile agents
moving randomly on a plane, regular lattice, showing, both empirically and by an
analytic calculation, the existence, for large populations, of a phase transition–i.e. a
sharp threshold in the (p, q) plane above which the information diffusion stops and
below which the information keeps diffusing. The main practical consequence is
that, when the parameters are near the transition threshold, a very small variations of
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(a) d = 0.3. (b) d = 0.5. (c) d = 0.7.

(d) d = 0.9. (e) d = 1. (f) d = 2.

(g) d = 5. (h) d = 10.

Fig. 2 Empirical epidemic threshold q∗(p, q) for selected values of d . On the horizontal axis we
have p and on the vertical axis q

the parameters can be quite significant for the final outcome of the epidemic spread.
This is a kind of instability which is often observed in concrete systems.

Of course a possible extension of the results could be the analysis of a SIR, rather
than SIS, model: we believe that the results wouldn’t be very different qualitatively
though.

From the purely mathematical point of view, changing the dimension of the lattice
would probably instead mean a lot, since it would impact the probability of inter-
section of the random walks, but we fail to see a practical application for higher
dimensional lattices. It would be very interesting anyway to change the topology of
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the environment in which the agent move: for example, the agents could be con-
strained to move along a graph of connections which is more general than a simple
square lattice (see e.g. [16]).

This would rise the interesting problem of finding an optimal containment strategy
(or even just a better one) bymodulating the probabilities of infection and disinfection
depending on the topological properties of the graph.

References

1. Beer, T., & Enting, I. G. (1990). Fire spread and percolation modelling. Mathematical and
Computer Modelling, 13(11), 77–96.

2. Doerr, B., Fouz, M., & Friedrich, T. (2012). Why rumors spread so quickly in social networks.
Communications of the ACM, 55(6), 70–75.

3. Vosoughi, S., Roy, D., & Aral, S. (2018). The spread of true and false news online. Science,
359(6380), 1146–1151.

4. Wen, S., Jiang, J., Liu, B., Xiang, Y., & Zhou, W. (2017). Using epidemic betweenness to
measure the influence of users in complex networks. Journal of Network and Computer Appli-
cations, 78, 288–299.

5. Xu, Q., Su, Z., Zhang, K., Ren, P., & Shen, X. S. (2015). Epidemic information dissemination
in mobile social networks with opportunistic links. IEEE Transactions on Emerging Topics in
Computing, 3(3), 399–409.

6. Symantec. SymbOS.Commwarrior.I. https://www.symantec.com/security-center/writeup/
2006-052510-4833-99. Retrieved May 15, 2018.

7. Za, S., Spagnoletti, P., Winter, R., & Mettler, T. (2018). Exploring foundations for using sim-
ulationsin IS research. Communications of the Association for Information Systems, 42, 10.
https://doi.org/10.17705/1CAIS.04210. Available at http://aisel.aisnet.org/cais/vol42/iss1/10.

8. Sokal, A. (1996). Monte Carlo methods in statistical mechanics: Foundations and new al-
gorithms. Lectures at the Cargèse Summer School on “Functional Integration: Basics and
Applications”, Sept 1996.

9. Bettstetter, C., & Wagner, C. (2002). The spatial node distribution of the random waypoint
mobility model. Mobile Ad-Hoc Netzwerke, 1. deutscher Workshop über Mobile Ad-Hoc Net-
zwerke WMAN 2002.

10. Vahdat, A., & Becker, D. (2000). Epidemic routing for partially connected Ad Hoc networks.
Duke University.

11. Jaffry, S. W., & Treur, J. (2008). Agent-based and population-based simulation: A comparative
case study for epidemics. In Proceedings of the 22th European Conference on Modelling and
Simulation, ECMS’08. European Council on Modeling and Simulation.

12. Valler, N. C., Prakash, B., Aditya, B., Tong,H., Faloutsos,M.,&Faloutsos, C. (2011). Epidemic
spread in mobile Ad Hoc networks: Determining the tipping point. In NETWORKING’11
Proceedings of the 10th International IFIP TC 6 Conference on Networking - Volume Part I.

13. Fofana, A., & Hurford A. (2017). Mechanistic movement models to understand epidemic
spread. Philosophical Transactions of the Royal Society B: Biological Sciences, 372. https://
doi.org/10.1098/rstb.2016.0086.

14. Thompson, B., & Morris-King, J. (2017). An agent-based modeling framework for cybersecu-
rity inmobile tactical networks.The Journal ofDefenseModelingandSimulation:Applications,
Methodology, Technology, 15(2), 205–218.

15. http://www.math.nyu.edu/faculty/goodman/software/software.html.
16. Barrat, A., Barthelemy, M., & Vespignani, A. (2008). Dynamical processes on complex net-

works (Vol. 1). Cambridge University Press.

https://www.symantec.com/security-center/writeup/2006-052510-4833-99
https://www.symantec.com/security-center/writeup/2006-052510-4833-99
https://doi.org/10.17705/1CAIS.04210
http://aisel.aisnet.org/cais/vol42/iss1/10
https://doi.org/10.1098/rstb.2016.0086
https://doi.org/10.1098/rstb.2016.0086
http://www.math.nyu.edu/faculty/goodman/software/software.html


Part IV
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Working in Public Administration: The
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Abstract While there is no consensus in terms ofwhat “smart government” includes
and how it is related to emergent technologies and innovation in the public sector,
in this paper smart working (SW) is regarded as one of the most important initia-
tives for building smart government. In the Italian public sector—according to the
Law n. 81/2017—SW has emerged as a “new” way to define what is considered
as an innovative approach to work organisation and human resource management.
Analysing the Presidency of the Council of Ministers case study the paper aims to
investigate to answer to the following questions: (i) to what extent is the interface
between organisational model for working and new technology contextually bound?
(ii) what are the combination of the different elements affecting the configuration of
SW? (iii) what are the outcomes of SW likely to be for smar-workers, organisations
and society?

Keywords Smart working · Public administration · ICT · Organizational
improvement ·Work-life balance

1 Introduction

Smartness has been emerging worldwide as a keyword of government reform strate-
gies. While there are many different perspectives on smart government, according to
Gil-Garcia et al. [1] smart government can be used to characterize activities that cre-
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atively invest in emergent technologies coupled with innovative strategies to achieve
more agile and resilient government structures and governance infrastructures. How-
ever, there is no consensus in terms of what this term includes and how it is related to
emergent technologies and innovation in the public sector. On the one hand, new and
emergent technologies, over the last three decades, have continuously disrupted the
administrative landscape of bureaucracies and the public sector around the world.
Governments at different levels, and across different branches, are adopting tools and
applications to reach out, to deliver, to function, and to organize themselves in ways
that allow them to cope with rapid changes. The emergent technologies available
offer both new possibilities to explore and new challenges to overcome, and require
attention to evolving relationships, different processes, and changing structures, in
order to attain a more efficient and smarter government [2]. As technology offers
additional tools and options, more is expected and required from government not
only in what it delivers but how and when [3]. On the other hand, it is generally
accepted that today also governments operate in challenging and rapidly changing
environments. The concept of innovation in the public sector has shifted from a
value-based concept into a concrete goal with specific targets, including innovation
as a specific performance objective for government administrators [4]. This shift
requires that innovation be tied to specific goals and objectives within the organiza-
tion and that the organizational structure supports the changes. Garicano and Heaton
[5] found that while IT investments were not strongly associated with improvements
in relevant productivity measures when examined in isolation, when combined with
complimentary organizational changes IT investments were linked to increased pro-
ductivity.

Starting from these premises and sharing the assumption that smart government is
a central part of the government reform strategies, in this paper we assume SW as one
of the most important initiatives for building smart government. SW, in fact, refers
to an alternative means of organizing work deploying a creative mix of emerging
technologies and innovation also in public sector organizations [1]. Therefore, SW
can be seen as an internal working process or working environment of smart govern-
ment,which contributes to achieve amore efficient government andhelps government
employees enjoy higher quality of life. Previous studies show that applying emerging
technologies to existing administrative processes, even to a relatively small degree,
can have a substantial impact [6]. As Morgan [7] notes, there are many fascinating
things happening in the world of technology that are impacting on work. Today, suc-
cessful organisations are increasingly characterized by the ability to abandon now
inappropriate working configurations [8] to support new organisational principles,
new methods and tools through which work practices are accomplished [9]. The use
of ICT provides an opportunity to be innovative in when we work, where we work
and the way we work [10]. Specifically, there has been a noticeable diffusion among
organisations of innovative ways of working and growing opportunities for their
employees to perform work activities remotely, let them generally free to choose
where (places) and when (time) carry out the assigned activities (spatial-temporal
flexibility). This resulted in an increasing interest showed by both academics and
practitioners towards different typologies of remote work arrangements, including
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telework, home-based telework,mobilework, virtual teams and,more recently, smart
work.

SW has the potential to offer a wide range of individuals an alternative to tradi-
tionalwork arrangements. SWsucceeds inmodifying traditionalwork conditions and
their natural environment, searching different and (till now) not totally and uniquely
defined solutions, essentially grounded on a greater discretion in work activities and
on a larger responsibility towards results workers are requested to provide. These two
elements together are indeed believed to favour better performances by workers [11,
12]. This connection explains the increasing interest for SW, favoring the promo-
tion of projects in the field [13–15]. Furthermore, over the last few years managers
have started to acknowledge the potential advantages offered to both employees and
organisations by SW. Howcroft and Taylor [16] point out that society is seeing a new
wave of revolutionary technology that provides the platform for significant change
in the way people work. These changes are creating renewed interest in how work is
conceptualized—what we describe as the ‘smart-side’ of technology.

Also in Italy—especially after the adoption of the Law n. 81/2017—Smart Work-
ing (SW) has emerged as a “new” way to define what is considered as an innovative
approach towork organisation and human resourcemanagement. The phenomenon is
on the up in Italy’s small and medium-sized enterprises, although informal arrange-
ments still tend to prevail: 22% of such enterprises have launched smart working
projects, but only 7% have adopted regulated arrangements. But the news is that the
phenomenon is taking hold in Public Administration. Smart working has trickled
into the administrative offices of the Council of Ministers, into the Ministry of the
Economy, and into major Italian city councils.

In this frame this paper proposes a conceptual models to better define and inves-
tigate SW practices. SW makes it possible the best use of both innovative tech-
nologies and traditional infrastructures; consequently, the definition of an integrated
system of SW asks for the joint and coherent re-design of all the technological and
organizational-managerial tools (“SW elements”) and a lot of thought about impor-
tant concepts such as “context” and “results”. Furthermore, analysing the Presidency
of the Council ofMinisters case study the paper aims to investigate the nature and the
dynamics of SW in order: (a) to offer a contribution to the debate on the workplaces’
changes in response to increasingly sophisticated technology; (b) to understand the
effects of SW in terms of bothwork-life balance, individual performance and external
benefits.

2 Conceptualizing Smart Working: An Organizational
Perspective

Technologies have changed (through enabling and/or constraining) HRM practices
by introducing for example, e-recruitment, e-training, e-competence management or
e-work [17]. These technologies have brought a new vocabulary to the HRM dis-
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Fig. 1 The conceptual
framework

course as the conventional terminology is supplemented by new terms like electronic
HRM (e-HRM), HRMdatamining, HRMcloud computing, application of HRM (for
mobile technologies) and HRM big data [18]. These technologies have altered the
HRM organisational communications [19], and enabled new means of employer
branding [20]. In particular, changes in HRM and technologies have modified the
geographical boundaries of HRM practices, distances in and between organisations
have become shortened. Due to diverse technological advancements, organisations
can offer their employees newways of working by eliminating physical and time bar-
riers and relying on such organisational forms as HRM shared services, virtual teams
or SW. In their turn, technology-enabled new organisational forms embrace new
stakeholders in HRM processes. Applying smart working—for example—workers,
first line supervisors, middle and top managers get directly involved in co-creation
of HRM.

Starting from these premises and focusing on SW in public sector, this paper was
inspired by following questions (Fig. 1): (i) to what extent is the interface between
organisational model for working and new technology contextually bound? (ii) what
are the combination of the different elements affecting the configuration of SW?
(iii) what are the outcomes of SW likely to be for smar-workers, organisations and
society?

2.1 The Context (of Public Organizations)

An important element for an effective SW implementation (not external to it, but
part of the SW itself) is the context within which SW is adopetd. SW could be
seen as a system consisting of people, technology, organisations, and management
practices related to human resource management [21]. According to the principle of
equifinality [22] the same final state may be reached from different initial conditions
and HRM antecedents, in different ways, through different mechanisms. In order to
better understand the relevance of SWand its functioningwithin public organisations,
the context can be defined as the HRM context as the relevant external and internal
conditions and elements [18]. The external elements include societal values, the laws,
the regulation and the labour market and the territorial level conditions within which
the public organisation has to work. There will be elements that are more directly
under the organisation’s control but that are limited by previous managerial decisions
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and history, including the workforce characteristics. There will also be elements that
are directly related to the administrative activities but are outside the direct remit of
HRM, such as the management philosophy and the territorial features.

Focusing on SW, probably location has a major effect on how SW is understood
and implemented, what practices have legitimacy and what the effects of those prac-
tices are likely to be [23]. Countries have different SW regulations and practices
because they are in different situations, have different cultures and different institu-
tions. Specifically, government and regulations play an important role for changing
HRM practices and—consequently—SW [24]. In particular, regulations for the Ital-
ian context was one of the most important elements. Starting from the Nineties,
the telework was introduced in public administration as a form of distance work by
Decree n. 70/1999 providing information on both the features and the criteria in order
to realize and use the teleworking stations. In 2012 another step was moved in the
perspective of public organizations’ modernization: the enactement of the decree n.
221/2012 introduced the so called “Telelavoro by default” inspired by what was done
by the Obama government in the USA. Following this decree public administrations
were required to implement a plan for the telework adoption in which they had to
specify “the modalities of realization and the possible activities for which the use of
the telework was not possible”. Despite these legislative interventions, Italy has not
been able to make the best use of telework, which has been “trapped” by rigid rules.
It has therefore become necessary to introduce new instruments of flexibility. In this
direction, the Law for the Reform of the Public Administration (Madia Reform, law
n. 124/2015) on the one hand, provided suggestions for the strengthening of the
telework adoption; on the other hand, promoted the adoption of SW. In addition, the
law stated that in 2018 (3 years later the enactment of the law) flexible work tools
should be used at least by the 10% of public employees. The last step in the regula-
tory framework in Italy is represented by the adoption of the Law n. 81/2017, which
marks the shift from a telework to a SW approach. The law defined SW as “a way to
regulate the workers-organisation relationship, according to an agreement between
the parties, also recurring to forms of organisation by stages, cycles and goals, with-
out a defined timetable or place constraints working and the opportunity to use any
technological tools to perform activities”. Moreover, the Law (art. 18) stated that the
main purpose of this new way to work is “both to increase competitiveness and to
facilitate the balance of working and living times”. The ratio of the Italian legislation
is, on the one hand, to promote an improvement of the organisations’ productivity
and—on the other hand—to guarantee a better work life balance to workers involved
in the SW adoption [25]. Creating new rules with lightweight characteristics and
obligations (for the worker and the employer), the SW law aims to stimulate a deep
cultural change in the concept of work: the shift from “stamping the time-card” to
work for goals, where the worker have large freedom to self-organize job as long as
they meet the goals set at the due dates. The innovative part of the law is to configure
SW as an organizational tool and not as a contractual type, with the aim of making
it workable by all employees who carry out tasks that are compatible with SW.

Also globalisation will apply to SW too, since universal ‘good practice’ will
inevitably spread around the world [26], but there is little evidence that countries are
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becomingmore alike in the way they conceive of andmanage SW [27]. Some current
problems characterizing Italian public administrations could impact the adoption of
SW. One of the main issues of the Italian PA is the huge presence of elderly people
working. Indeed, in 2015 less than 3 employees on 100 workers were younger than
30 years old and the average age was of 50.4 years [28]. One of the most impor-
tant direct consequences is, for example, the closure towards innovation. Another
critical aspect related to the Italian PA is the presence of corruption and the lack of
transparency. In spite of the innovations introduced by theMadia Reform, such as the
Freedomof InformationAct (FOIA), the position covered by Italy in the international
ranking of corruption is very disappointing. The causes of this positioning are that
the FOIA needs time to be implemented properly and that the level of digitalization
of Italian PA is still insufficient. Another problem is represented by the insufficient
propensity to measure and evaluate the employees on their performances and by the
inadequate planning: these are the bases of a culture that rewards the presence and
not the actual effort destroying talents and productivity. Finally, due to the inadequate
capability of Italian public administration to attract and retain valuable and highly
qualified employees, it is more important than ever to understand what could attract
people to the public service [29].

There may be debate about the balance between cultural differences and insti-
tutional differences [30], but together or independently culture and institutions will
impact the SW/technology interface too.

2.2 The Smart-Working Elements

The development and diffusion of ICT, can support organisations in developing a SW
system [31]. Previous literature has analysed how ICT has made work more portable
and pervasive [32], there is not yet a comprehensive understanding the elements on
which organisations should focus in case they want to adopt a SW organisational
model.

According to the analysis developed by Mann [33], the three elements that can
constitute a SW model are:

1. the ICT element: it is referred to the usage of ICT-based solutions. ICT solutions
allowworkers to share more easily files, information, data and ideas [34]. In such
a way, all employees can interact in real time in a flexible and effective way by
contributing to a SW environment (software collaboration);

2. theHRelement: this includes the innovations in theHRpractices and in the organ-
isational model (HR element). Changes in the HR practices can be introduced
when a new organisational model is chosen, as SW is. Specifically, change man-
agement actions for managing the organisational models chosen can be applied
by the organisations [35], such as training programmes, new communication
plans, projects of cultural change, processes reorganisation or a re-desing of job
role profiles;
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Table 1 Smart working elements

Elements Dimension References

ICT Extent to which employees telework Martínez-Sánchez
et al. [73]Use of ICT personal devices and/or external ICT

services

HR Extent to which employees can manage in a
flexible way their working hours

Coenen and Kok
[74]

Change management actions implemented in the
organisation and new HRM practices/tools
developed

Layout Adoption of initiatives of redesigning of the
physical workspace for creating environments more
flexible and oriented to collaboration

Elsbach and Pratt
[75]

3. the layout element: it is related to the reconfiguration of the workplace and of
the office layout. According to some study, the strategy focused on the spatial
reconfiguration of the office have an important role for the effecitiveness of a SW
system. The attention to the layout can increase individual and team productivity
and can allow to workers to better their work-life balance. Therefore, particular
office reconfigurations may lead to innovative ways of collaborating with others
and thus simplifying the development of a SW model (Table 1).

2.3 Individual, Organisational and Societal Outcomes

SW has various impacts and consequences at different level: individual, organi-
sational and societal. An understanding of these will help identify the values and
motives that may support the promotion of this way of working.

At the individual level a potential benefit of SW is represented by the opportunity
for individual workers to establish an arrangement that is very personal and con-
ducive to a superior quality of domestic life. SW can offer opportunities for people
to improve their worklife balance more so than under traditional work conditions
[36]. As a result, smart workers are often more motivated and enjoy better job satis-
faction than conventional workers [37–39]. The positive perception of an improved
work/life balance is recognized as one of the most important outcome of SW adop-
tion. Other studies, suggested that smart workers are more committed since they
worked longer hours than traditional employees, often without additional payment
or remuneration for these extra hours [40–44]. One of the more sufficient potential
benefits is increasing worker productivity that accrues from the practice of SW [45].
Organisations and businesses that have embraced SW have been able to increase
output with the same number of staff, or reduce headcount and still provide the same
level of service to their clients and customers.



350 M. Decastri et al.

Looking at the organisational level, SW must not be considered in isolation but
rather placed in the overall context of existing and continuous business reorganisation
and change management environments. SW has the potential to become an integral,
rather than an optional, way of working. Studies have shown SW can increase organ-
isational productivity [46]. SW can reduce absenteeism and increases resilience,
especially with decreased stress and anxiety levels and more control over working
times and location [47, 48]. Another organisational impact of SW is the improvement
it offers for services to citizens in a variety of ways. It can allow higher personalised
responses to citizen demands without the need for a conventional base or office. This
flexibility can fit into the ethos of how a PA operates and can lead to co-operative
work across international boundaries and different time zones. SW implies also a
rethiking of the control and supervision issues [46, 49]: the organisations need to
difficult to trust unsupervised workers in a different manner. Moreover, the manage-
ment of individual differences, and indeed similarities, between women and men
and how they perceive their professional and domestic roles is an important issue
when considering the adoption or development of SW. However, White et al. [50]
maintained gender differences associated with frequency of working from home is
insignificant, indicating a slightly lower proportion of females working from home
at least once a week.

Finally, societal outcomes can be regarded also as the long-term outcomes [21].
PAneed to create public value: since public organisations derive their legitimacy from
society, HRM decisions and practices will have long-term benefits for the society.

In literature, there was a lack of interest in and evidence about the effects of
SW adoption both on the community within which the organisation operates and—
more in general—on the society. Nevertheless, with the more recent development of
notions such as sustainable HRM [51, 52] and corporate social responsibility [53]
this is beginning to change. From a societal point of view, in fact, themagnitude of the
impact of SW on environment, mobility and socioeconomic aspects is therefore rele-
vant in order to determine whether a further encouragement of SW is useful and sus-
tainable for the society as awhole [54]. SWcan be seen away of offering environmen-
tal protection benefits by reducing, or eliminating, the commute to work leading to
less fuel consumption and less CO2 emissions, fewer traffic congestion problems and,
savings in energy use in urban office spaces and buildings [55, 56]. Although these
benefits are, to a certain extent, achievable with the correct understanding and strate-
gies, the impact of SW on society continues to remain poorly understood [57]. SW
also has the potential to bring about amore equitable distribution of economic activity
throughout geographical areas and help redress the aggregation of economic activity
in the main urban centres [58]. In addition, the spread of SW can assist in improving
the economic and employment opportunities of underdeveloped areas [59].
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3 Method

Since only limited empirical research on how PA deal with the adoption of SW [60]
has been found an explorative approach has been chosen. Particularly, the research
being reported in this paper involved the case study of Presidency of the Council of
the Ministers (PCM) in the adoption of SW since 2017. Other scholars used the case
study approach to examine SW [61]. In this study, a single case is used, which is an
appropriate way of establishing the field at the early stages of an emerging topic [62].
Moreover, the single case study approach is normally preferred when an inductive
approach can be adopted, using theory to explain empirical observations and also to
inform refinements and extension of the theory [63–65].

The case study presented in this paper aims to explore and to understand the
configuration of SW and its outcomes at the individual, organisational and societal
level.

According to our exploratory approach, we selected PCM as an exemplar case
study [65], with unique circumstances. In particular, in PCM, the group project on
SW begun to define the call and the way to implement SW prior to the regulatory
intervention by Italian legislation. In this setting, we analyzed five different building
blocks in order to understand both why and how SW has been adopted and what the
outcomes obtained by a SW organisational model: (a) context; (b) ICT element; (c)
layout element; (d) HR element; (e) SW outcomes.

The information gathered during this research relates to the pilot phase, which
began in December 2017 and it is still ongoing. The pilot phase was due to finish
in April but PCM decide to extend the deadline to the end of September. From a
methodological point of view, data and information collection period is particularly
significant for our analysis, since it allows us to better define the nature and the rel-
evance of the collected information. The longitudinal approach used in the observa-
tion of the project development led to the analysis of context, groups, and individuals
dynamics, concerning the adoption of SW. To improve validity and reliability [65],
of our finding and conclusions, we collected data from different sources. In relation
to the four conceptual dimensions of analysis (ICT element, layout element, HR
element and outcomes), a triangulation was carried out between documental infor-
mation and interviews. The documents helped understanding the relevance given
to the different phases and practices, the modes of interaction between actors and
the technologies adopted for SW. Data have been collected by the “organisation
co-author” also through interviews and continuous information flows. All informa-
tion gathered provided also evidence on both the process of internal communication
and the role of people involved in trialing and adopting SW. The interviews were
conducted with some of the key organisational actors involved in the SW adoption
process. The interviews were conducted to ensure that the case study is “bound-
ed” [65] and to guarantee that the conclusions of this study are based upon specific
observations [66]. Thanks to a collaborative writing and analysis process between
academics and organisation coauthor, the case study description has improved and
the construct validity has increased [65].
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4 The Case Study of the Presidency of the Council
of Ministers: Findings and Discussion

The Presidency of the Council of Ministers (PCM) is the administrative structure
which supports the PrimeMinister of Italy. It is thus the Italian equivalent of the Prime
Minister’s Office. It contains those departments which carry out duties invested in
the office of the Prime Minister. Duties invested in the Italian executive government
generally are not administered by the Presidency, but by the individual ministries.
The creation of the Presidency of the Council of Ministers is comparatively recent:
only in 1961 PCM began to take shape, although not in an organic manner, since it
lacked a law which regulated its whole operation. In 1988, a new law (l. 400/1988)
was approved, which regulated the Presidency. Finally, in 1999, the re-organisation
of the PCM was carried out with Decree law no. 303 of 30 July 1999, that is a part
of the Bassanini reforms.

The structure of the PCM consists in five different offices’ type: (i) offices which
work with the Prime Minister directly; (ii) general departments and offices which
the Prime Minister employs for directing and co-ordinating specific political and
institutional areas; (iii) general offices which support the Prime Minister in general
co-ordination and general political direction; (iv) technical unities; (v) other com-
mittees and commissions.

In this setting, at the end of 2017, PCM launched a trial to prepare the context
for the development of a new way of working: the project was presented and its
objectives andphases shared.Only in January 2018 the pilot started and theSWmodel
became a reality in the organization. During the pilot phase only four Department are
involved in the SW project: Department of Public Function, Department for Equal
Opportunities, Department for Family Policy, Department for Human Resources.

The project conducted by PCM represent not only one of the first SW initiative
at the central level of Italian PA, but its experience and the SW model developed
should become a guide for all the other Italian administrations.

4.1 The Context for the Adoption of SW in PCM

As stated before the context within the SW is adopted is one of the preliminary
conditions to guarantee the effectiveness of the new working model. Looking at the
internal context at the end of the 2017 (september) PCM launched a pilot phase in
order to define a roadmap and to create the “right internal context” for the adoption
of SW itself. Specifically, the pilot phase started with a public call aimed to collect
(voluntary) applications by workers for the SW project.

The project was realized following—as conceptual and practical framework—the
Directive published by the Council President and referred to the actuation of article
14 of the Law of the 7th august 2015, known as PA Reform of the Minister Madia.
Firstly, the Directive recalls the point 48 of the European Parliament Resolution
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of the 13th september 2016 affirming that “the Parliament supports SW, a working
approach based on combination of flexibility, autonomy and collaboration, which
does not require the physical presence of the worker in the office and let him manage
the working time, underlining its potentiality for a better work-life balance; […]; the
Parliament recommends to not assign additional obligations to employees, but simply
focus on workers’ welfare, pointing out the need of a “result-based” management to
avoid abuse and promoting the utilization of digital technologies”. About workers’
eligibility, the Directive states that all the categories are suitable for SW initiatives.
Moreover, each PA has the opportunity to develop and to implement a SW model
according to its features and needs.

The qualitative objective defined in the Directive is to favour the adoption of
SW and/or any other flexible initiatives/tools/instruments. The quantitative one is to
ensure—by the 2018—the participation to SWprojects at least to the 10% of workers
in each public organization.

According to the general path designed by the Directive, PCM decided to develop
a SW model following four different phases:

• phase 1: create an internal work group including administrative members to sup-
port the start of experimentation and monitoring. This group must analyse the
macrostructure of the organization, map activities, processes, personnel and work-
ers’ needs (familiar or private);

• phase 2: define the main characteristics of the SW project through the draft of a
plan (duration, days of remoteworking, technological devices, recruitment criteria,
etc.). Therefore, define the activities that cannot be worked remotely, identify
yearly targets to reach the final objective of 10% and discuss the plan with trade
unions. In this phase, it should be taken in consideration the possibility of creating
co-working areas;

• phase 3: select one (or more) department(s) for the SW pilot phase starting (iden-
tifying personnel, duration and starting date);

• phase 4: provide a monitoring system for both performance and productivity eval-
uation, identifying some relevant indicators based on features and functions of the
selected department.

The process adopted in PCM reflects themodel suggested by the Directive, identi-
fying in detail all the elements involved and the objectives to be reached.Although the
difficulties of generating a standard cycle to implement SW, the paradigm proposed
by PCM aims to become a best practice for other Italian public organizations.

PCMworkers involved in this experiment can choose to work from home or from
various indoor/outdoor locations.

Figure 2 summarizes all the managerial and organizational elements characteriz-
ing the context in which the process of change have to be realized. Particularly, the
first change concerns the shift from a focus on work process to a focus on results:
following both the managerialization movement (called as New Public Management
and started in 90s) and adopting a SW approach, the standardization of the processes,
the definition of procedures are replaced by a bigger attention to results obtained by
each process.
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Fig. 2 The context of
change

Table 2 Smartworkers
involved in the project

Departments Number (%)

Public function 14 24.6

Equal opportunity 8 14

Family policy 3 5.3

Personnel 32 56.1

Table 3 Category of people
involved in the SW project

Category Number (%)

Managers 8 14

Category A 38 66.7

Category B 11 19.3

4.2 The Smart Working Elements in PCM

From January 2018 the first pilot phase of SW started. Table 2 shows the percentage
of workers who decided to take part to the SW project in the Departments involved
in the project. The total amount of people (57 workers) involved in the SW project
represent the 10% of all the human resources employed in these Departments.

However, at the beginning of the SW project, more than 57 workers applied to
take part to the initiative but the top management—who is responsible for ensur-
ing the normal functioning of the Department—preliminary evaluated each request
and selected only those applications that did not compromise the activities and the
achievement of the assigned objectives. The final selection of the applications was
made by a Commission created specifically for the SW project.

In order to complete the analysis related to the extent to which employees adopt
SWa focus can beenmade on the category level. Similarly, Table 3 shows the number
and the percentage of both managers and workers contractualized as category A/B
who decided to take part to the SW project along the experimentation period. The
adoption trend of SW by managers in PCM seems to be very low.
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Another important data is related to the level of education: more than 70% of the
smart-workers have completed a bachelor or higher degree, the 20% a high school
diploma and the 10% completed a grade school.

Considering the absence of a supportive and mature digital infrastructure, PCM
invested in the ICT element developing a digital environment able to complete the
HR strategy of letting people work whenever and wherever they wanted. Thus, in
addition to some investments in unified communication and collaboration tools, a
mobile workspace (constituted by a laptop, a smartphone and an internet connection)
has been made available to all employees. In PCM worker indicated if he/she intend
to use personal tools (laptop, smartphone, etc.) configured by the administration or
tools directly provided by the administration. In both the cases PCM provided to
every smart-worker an informative note indicating general and specific risks related
to the particular mode of execution of the activities, providing useful indications for
the worker to make a conscious choice of the place where carry out the work activity.

Moreover, a set of cloud-based solutions has been developed in order to improve
the performance and to ensure to the smart-workers the access to the shared docu-
ments. In this way, the working place is highly simplified, and human resource can
focus on one task at a time and boost both their efficiency and effectiveness. More-
over, the PCM ensured the access to several public platforms necessary to complete
some activity (e.g. SIGOCE is the platform used by PA to complete payments). In
addition, using the smartphone workers are able to connect to the intranet and to use
the mail as well as if in the office. In order to guarantee an effective interaction with
their offices and a good performance, non-managerial workers must ensure, during
the SW day, the contactability for at least 3 h (or for at least 1.5 h in the case of half
a day), according to the time slots identified in the individual project.

The analysis of the HR element revealed that some new features have been intro-
duced. Before to start with the pilot phase, in fact, several requirements are identified:
in order to take part to the SWpilot project, eachworkers have to respect the following
requirements:

• the activities assigned to the employee can be relocated without the necessary
physical presence in the workplace;

• the technological equipment used by the employee must be suitable for realize the
work outside the workplace;

• the employee must enjoy operational autonomy and must be able to organize the
execution of work outside the workplace respecting the assigned objectives;

• the results of the activities assigned to the employee must be able to be monitored
and assessed;

• the activities assigned to the employee are not among those, for which it is not
possible the SW, due to the specific nature and methods of carrying out the tasks.

In addition, each worker have to present its application for taking part to the
SW project consisting in two documents: the individual project and the schedule of
activities (see Table 4 for their contents). Both the documentsmust be shared between
the worker and his hierarchical superior in order to understand the real opportunity to
present the application. The Director of each Department approves the contents and
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Table 4 The documents for the SW application in PCM

Individual project Schedule of activities

Identification information of the employee Duration of the project

Identification information of the office/service
he/she belongs to

Aims of the project

Methods of implementation Expected results

Timing of SW mode Quantitative and/or qualitative indicators

Contactability hours Target

Times for monitoring Procedures for monitoring, verifying and
evaluating the activity carried out

methods of implementation, ensuring the alignment with the organizational needs of
the structure.

Aiming to analyse these documents, to define the selection criteria, to select
the applications and to monitor the activities carried out adopting SW, other two
“instruments” are introduced at the organizational level: the technical group and the
monitoring group.

Thefirst group consists ofmanagers only andperformsmoreoperational activities;
the second group consists of managers and labour unions, its main tasks consist
in the supervision of the project and in the monitoring of the smartworkers. The
adoption of SW, in fact, is subject to the assessment for both the organizational and
individual performance evaluation. PCMprogressively adjusts its internalmonitoring
and control systems, identifying suitable indicators in order to evaluate the efficiency,
effectiveness and economy of the activities carried out using SW. However, SW
does not vary the nature of the work agreement, the role of the employee in the
administration and its workplace.

Another important innovation at the organizational level is represented by the
mapping of the activities carried out by each Department in order to identify which
activities had to be excluded. In general, almost all activities were included except
for those that: (i) require the physical presence (ii) require a constant and continu-
ous relationship with the management. Some examples of excluded activities are:
secretariats, protocol and archive, warehouse management, library management, etc.

In addition, on HR element PCM realized several training initiatives for support-
ing the change management process started trough the adoption of a SW model.
The general aim was to develop new compentencies and capabilities necessary to
efficiently and effectively accomplishing the new tasks and activities connected to
the new working model. Specifically, in terms of contents - two different training
sessions are organized. The first one is focused on safety at work; the second session
is focused on the use of technological tools.

Finally—at the moment—no significant interventions are started on layout ele-
ment.



Understanding the Use of Smart Working in Public Administration … 357

4.3 Individual, Organisational and Societal Outcomes
for PCM

The pilot phase is still ongoing in PCM for this reason it is difficult to state the real
outcomes of the SW project. However, it is possible to discuss about the expectations
of the PCM working group on SW and to discuss some preliminary outcomes from
personal, business and society perspectives.

At the individual level, perceived job flexibility, given a reasonable workweek,
enables more employees to have work-family balance (personal and family benefit)
and also enables employees to work longer hours before impacting work-family
balance. Also in PCM perceived job flexibility should be significantly and positively
related to work-family balance. Given a workweek of reasonable length, employees
who perceive flexibility in the timing and location of work have less difficulty with
work-family balance. In addition, employees with perceived flexibility in the timing
and location of work can work longer hours before work-family balance becomes
difficult. In particular, one possible benefit of SW has to do with a reduction in the
stress associated with the daily commute. Flexplace also provides more options for
where an employee might choose to live. Smartworkers in PCM, in fact, may choose
to work from home or from other indoor/outdoor locations. In addition, the work in
PCM is strongly influenced by the political moment. In a rigid work environment,
during a political crisis, for example, could be extremely difficult simultaneously to
meet the demands of work and family life because the work has to be done physically
from the work location. By contrast, in a flexible work environment, an employee
can work the same long number of hours, but intersperse several hours of quality
family time each day. For this last reasons remains unclear the choice to use SW by
PCM managers. Finally, our analysis reveals that, the vast majority of smartworkers
(38%) are between 50 and 59, another group of smartworkers (35%) are between 40
and 49, while young people are almost absent, a phenomenon which can easily be
explained by the high number of employees seeking SW for medical pathologies, of
course more frequent as the age increases.

At the organisational level the technology and,more in general, the role of the SW
is one of the element supporting the digital transformation in PCM and in the public
sector organizations. Since PCMcan be classified as a large organization, it may have
greater resources to support the technology required for flexplace. Moreover, with
the SW adoption people in PCM are more aware of the use of digital technologies
and the SW itself has became an opportunity in terms of organisational learning.
Furthermore, in PCM the SWadoption is requiring a different stratification processes
and procedures in order to maintain the alignment among objectives, behaviours and
tools. Another implication is related to the culture and the philosophy in PCM.
The organization that adopts SW also should move away from a “process-oriented”
culture to a “results-oriented” culture, and performance evaluation systems must
adapt to include more specifically measured objectives. Additionally, implementing
SW should be possible to change the object of the evaluation moving from the
physical presence to the obtained results presence. This new culture could discourage
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Fig. 3 SW and gender
differences in PCM

misbehaviours that are common in the public institutions. By betting on trust and
giving more responsibility to workers, it would be possible to distinguish valuable
and willing people from lazybones and give to everyone the rewards that deserves.
Adopting a leaders’ supportive behaviour based on trust has also a direct effect on
feelings and emotions of employees and it is a way to create a work environment
that enables employees to achieve organizational goals in public institutions [67].

The last, but not least, important aspect at the organisational level refers to the
management of individual differenceswithin PCM, especially the gender differences.
As suggested from some scholars [68, 69], the analysis of the case study revealed
that gender differences (Fig. 3) associated with adoption of SW could be significant,
indicating a lower proportion of men adopting SW. In PCM, in fact, the 71.9% are
women (41 workers) and only the 28.1% are men (16 workers).

Finally, outcomes at the societal level are not yet evaluated because of the pilot
phase of the project is still ongoing.However, it is possible to discuss about the expec-
tations of PCM on this level. Of course, looking at the environmental consequences
and sustainability of SW, the experience conducted in PCM and its further extension
to other Departments should moderate private car use reducing environmental and
socio-economical impacts of mobility on society. Congestion, air pollution, noise,
the increase in time loss due to traffic and externalities linked to up-and downstream
processes are the most well known transport related externalities. Roma results, in
fact, the city where the number of smarwokers is higher than in other cities. More
in general, trough the adoption of SW, PCM could provide a significant externalities
saving.

Furthermore, the introduction of SW in the public sector would imply an addi-
tional investment on the digitalization of processes and practices. It has been proven
by several researches that the creation of an e-government reduces corruption and
enhances transparency [70–72].

The adoption of SWwould produce positive economic effects also on the national
budget. The private companies that adopted these methodologies demonstrated how
the application of SW enabled them to save money and to improve productivity. The
savings deriving from only the reduction of the required spaces could be between
1 and 3 billion of Euro. Adopting SW, it is possible to increase efficiency without
reducing the number of workers, to improve productivity and, consequently, the
quality of the services. Furthermore, extending SW to public employees is a way
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to avoid creating a further discrimination and to improve the relationship between
politics, public opinion and social parts.

5 Conclusions and Next Steps

SW represents a journey at both organisational and national level and this journey
has only just begun. Starting from the assumption that there is not a unique path for
developing a SW, but a set of potential paths that have to be designed taking into
account the characteristics of the organisation investing in SW, this study highlights
some considerations regarding the context, the elements and the outcomes character-
ising a SWmodel. In particular, the analized case study help to understand that there
are a number of pre-requisites for SW adoption and implementation in an organisa-
tion. The main reasons for which an organisation invests in SW tend to shape and
being shaped by the investments accomplished in SW elements [61]. However, SW
is not only a way to reduce costs: there is the need to go beyond the SW elements
(ICT, layout and HR) analyzed in this paper and to focus on the core beliefs and
culture of the organisation as the underpinning factor that makes an organisation
‘smart’. Moreover, PCM case study suggests it is better to proceed through a gradual
developmental process in order to identify the most effective solutions for creating
value both for people and the organisation. The adoption of SW can be seen as a
change management process. For this reason the design and the implementation of
a SW model should be followed by the monitoring activities.

In conclusion, despite SW was studied in literature from using different perspec-
tives, this paper provides an important approach to how conceptualize and opera-
tionalize SW concept in public administration. The application of this conceptual
framework, in fact, is important from a practical viewpoint when introducing SW in
organisation as planners and implementers will consider the readiness to adopt, the
SW options available and how their impact will be assessed before the implementa-
tion occurs.

Future research could better determine the nature of strategy, organisational struc-
ture and culture patterns during the adoption of a SWmodel. This case study showed
that PCMbegin implementing SWwith a small group of smartworkers and anticipate
scaling their efforts; future research could identify core factors that need to be con-
sidered during institutional scaling. Examples of such issues could include physical
and technical infrastructure needs and the continued use of incentives to facilitate
workers adoption. Moreover, the next phases of the study would like to investigate
also the perceptions and the opinion about the SW project in PCM at different level
(workers, managers, users, etc.).

Finally, as with many exploratory studies, several limitations should be taken into
account. First, the results are derived from a single organisation operating in the
public sector. It is thus not possible to predict the extent to which the results can be
found in other public organizations adopting a SWmodel in Italy. No attempt are be
made, in this research phase, to generalize the obtained results to the wider Italian
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public sector. On this point, a next step of the research is to increase the number of
case in order to compare different approaches for adopting SW.
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Decisions and Infrastructure
(In)visibility: A Case Study

Roberta Cuel and Diego Ponte

Abstract This work focuses on how digital infrastructures of a complex inter-
organizational system becomes visible and changes. While scientific research on
infrastructures have addressed both theoretical and methodological issues, the way
in which an inter-organizational and complex infrastructure is shaped and “cultivat-
ed” remains unexplored. The aim of this paper is to describe the most significant
elements that characterize the interplay between human decisions and behaviors,
infrastructure innovation and its visibility. These have been used as requirements
to create a decision support system that could help experts to take decisions on an
infrastructure for a planned change. In the paper, a longitudinal analysis is proposed
with a focus on changes planned and implemented in the Air Traffic Management
(a complex inter-organizational system adopted in all the European countries).

Keywords Digital infrastructure · Decisions · Socio-technical system · Air traffic
management (ATM) · Longitudinal analysis

1 Introduction

A large body of literature on infrastructures has studied both theoretical and method-
ological issues of their visibility or invisibility and the role played by work prac-
tices, individual habits, and organizational cultures [20, 23]. The way in which an
inter-organizational and complex infrastructure is shaped and “cultivated”, how-
ever, remains unexplored. In this paper, authors analyze the changes implemented
in a complex inter-organizational system and its (in)visible infrastructure unveil-
ing different elements that may shape and modify the infrastructure itself. These
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are actors, organizational culture, processes, technology, and artefacts. In the case
planned changes occur, a multitude of decisions and negotiations actions are taken
on the interconnections and interdependencies of people, activities, structures and
cognitive elements.

These changes are investigated in the case of European Air Traffic Management
(thereafter ATM), the complex inter-organizational infrastructure, which assists the
flight of an aircraft when departing, cruising, and landing at an airport. This is accom-
plished through distinct activities such as air traffic control and air traffic flow man-
agement. ATM services are complex systems because they exploit advanced tech-
nologies and require highly skilled human resources entailing significant investment
in personnel, assets and training. Moreover, they are endow by different national and
international organizations all over the Europe.

The analysis is carried out using qualitative research made up of semi-structured
interviews, focus groups with experts from the sector and review of documents and
reports [40]. The conclusion outlines the elements and categories of the decision pro-
cesses that come into play when creating, maintaining or changing an infrastructure.
These were used to create a decision support system that could help ATM experts
to represent a domain and its underlying infrastructure (from the perspective of an
organizational unit/function), simulate a change, reason on its consequences on other
functional areas (other unit infrastructures), and finally take a decisions, namely plan
a change of a global or inter-organizational infrastructure.

The following section introduces the literature review on infrastructure
(in)visibility and its dynamics.The third and fourth sections present the case study and
the research method. Thereafter the results are illustrated. The last section sketches
out the theoretical implications of this research on software requirements for the
development of a decision support system.

2 Infrastructures, (In)visibility and Decision Making

Among others, one common definition of sociotechnical infrastructure is that it is a
robust network of people, artefacts, and institutions that generate, share and main-
tain specific knowledge about the human and natural worlds [14]. A large body of
literature—from interactionism to the workplace studies about infrastructures, has
stressed the important role played by the human elements of infrastructures such as
work practices, individual habits, and the organizational culture [2, 7, 15, 18, 28, 35,
36].

Infrastructures shape what and how actors understand and interpret their world
through practices, routines and organizational cultures, informational and knowledge
infrastructures [9]. Infrastructures exist in the background, are invisible and are taken-
for-granted by actors who perform routines and practices [7].

An infrastructure is generally invisible in daily life and operates below the surface
but becomes visible in two main cases [23].
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1. When it breaks down [7]. When a server goes down, a bridge is washed out, or
when a power blackout occurs, the infrastructure becomes evident to the actors
that use it. The safe management of such situations implies the creation and
implementation of ex-ante and ex-post procedures such as back-up mechanisms
or other emergency procedures, which should fix breakdowns and bugs.

2. When it is analyzed during meetings (as in a “sensemaking” process) that
aim to create, maintain or change an infrastructure [7, 21, 24]. Visibility of an
infrastructure is very much intertwined with the change of an infrastructure.
When the infrastructure is complex, the changing process become an extremely
complex venture. It is not an instantaneous process; it requires time and iterative
development, involves multiple actors and implies various non-deterministic
phases [1, 16, 19].

Since the infrastructure supports and is, in turn, inhabited by social, political and
technical rudiments, its creation or change cannot be analyzed only from a techno-
logical point of view but rather from the result of the actors’ decisions, negotiations
on practices, routines, assets and the sociotechnical elements that make up the infras-
tructure itself. Previous research [7, 29] has shown that two important characteristics
are linked to the (in)visibility of infrastructures:

1. The infrastructure is the result of negotiation among heterogeneous actors.
2. People is connected to activities, structures and cognitive elements embedded in

an infrastructure.

As such, decision processes in complex organizations represent one of the most
important activities [39] for changing, cultivating, andmaking visible infrastructures.

According to Beersma and De Dreu [4, 11], group work involves negotiations,
then negotiation dynamics have a prominent role in decision making, and finally
decisions are closely linked to the knowledge of individuals, their ability to share
and the common knowledge infrastructure they rely on.

Various elements are considered antecedents in negotiation and decision processes
that shape infrastructures and may be used to make “visible” the infrastructures
themselves. Among others: skills, knowledge and competencies [27]; procedures,
routines and rules [3]; roles, power and social motives [17, 26]. The importance of
these elements emerges even more forcefully when the organization is large and
complex.

The goal of our work is to investigate how an inter-organizational and complex
infrastructure is shaped and “cultivated” once a change is planned and implemented in
a complex inter-organizational system. In the interplay between infrastructure and its
(in)visibility decision an negotiation have an important role and an impact on actors
perception, organizational and inter-organizational culture, processes, technology,
artefacts, etc. (Fig. 1). These elements will be investigated in the following case
study.
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Fig. 1 The goal of the
research

3 The Case Study

Air Traffic Management (thereafter ATM) is the entire ecology of systems that assist
the flight of an aircraft—departing, cruising, and landing at an airport [12]. The Euro-
peanOrganisation for the Safety of Air Navigation (EUROCONTROL)manages and
controls—in cooperation with national bodies of EU Nations—the air traffic across
Europe. Two main elements make ATM a very complex infrastructure. First, ATM is
an inter-organizational system currently populated by a set of heterogeneous actors:

• air navigation service providers (e.g. DFS in Germany and ENAV in Italy)
• European Civil Aviation Conference member states
• civil and military experts in airspace design
• passengers and airspace users
• flight planner organisations
• relevant international bodies.

Second, since one of themain goals is the safety of flights,ATMand the interaction
among actors is driven by strict national and international regulation that formalise
the working procedures. Therefore, the ATM infrastructure is quite rigid and any
change is a complex endeavour that affects hundreds of national and international
organizations, actors, procedures, assets and is subject to many regulations aimed at
assuring flight safety and security.

Such complexity is particularly evident in the Single European Sky initiative, an
EU initiative that has the goal to design and manage the evolution of the airspace in
EU toward the creation of a unique regulator forATMwithinEU.Suchproject, started
in 2001, is still running and its efforts to change the infrastructure are described in
the following section.
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3.1 Background: Willingness to Make ATM More Efficient
in Europe

The current configuration of EuropeanATM is the result of the harmonization process
in European countries implemented by the EU in the 1960s. The foundation of
EUROCONTROL is the visible element of this effort.

Twenty years ago, the EU introduced the Single European Sky (SES) initiative
with the goal of improving operational efficiency of ATM designing, managing and
regulating a single coordinated airspace throughout the European Union. European
airspace is one of the busiest in the world but the current system of ATM suffers
from inefficiencies, such as the boundaries of air traffic control that follow national
borders, and having large areas of European airspace reserved for military use. ATM
relies on a number of new key features including better trajectory management,
new aircraft separation modes and full integration of airport operations. The full
initiative is an EU collaborative research programme called Single European Sky
ATM Research (SESAR) and it is intended to last several decades through three
phases [38]. Considering the complexity of the project and the numerous initiatives
underway, this paper focuses on only one of these issues, namely Air Traffic Control
(ATC) activity aimed at assisting aircraft in the upper airspace; one of themost critical
activities, it is further described below.

3.2 The Starting Point: Sectored Air Traffic Control

The duty of ATC is to organize air traffic flow, to prevent collisions between aircraft
and to provide pilots with information. Controllers apply separation rules to keep
aircraft at a safe distance from each other to reduce the risk of collisions or other
types of accidents (e.g. wake turbulence) and move all aircraft safely and efficiently
through their assigned sector of airspace as well as on the ground. Managing the traf-
fic flow, balancing the demand and capacity of the airspace, and preventing collisions
is a complex service involving organizational, cognitive, structural and technolog-
ical issues. One of the most important is the management of complexity. Diverse
organizational, technological and structural solutions have been adopted to manage
complexity when controlling aircraft. One solution adopted for ATC in Europe is the
partitioning of the airspace into geographical sectors. Each airspace passing through
a sector is controlled by a specific organization or Air Control Centre (ACC). In each
sector, a pool of controllers perform different activities:

• Take care of and interact with pilots of the aircraft flying within the sector.
• Coordinate with controllers of other sectors to define the specific paths to bridge
sectors (Fig. 2, left).

One of the main limitations of this type of work setting is that an increase in
the air traffic flow means an increase on the workload for the air traffic controllers.
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In particular, the coordination efforts between sectors increase significantly [5]. A
common practice used to reduce this workload excess has been to decrease the
size of the sectors thus creating more sectors. Unfortunately, such practice displays
limitations:

1. A smaller sector means that controllers may exert less tactical and strategic
control on aircraft.

2. Partitioning the airspace cannot be done indefinitely. Physical limitations do not
allow partitioning the airspace indefinitely. This problem is already present in
some European countries [6, 37].

Over the last two decades, different solutions have been proposed and scrutinized
to overcome the limitations of the traditional sector-based control system; one of the
most explored is the Sectorless scenario.

3.3 The Proposed Change: The Sectorless Scenario

For the last two decades, international bodies, practitioners and scholars in the sector
have discussed an innovative approach to controlling airspace: the Sectorless scenario
[5, 12, 13, 34]. The Sectorless scenario envisages air traffic control without the
conventional geography-based sectors. This new approachmeans that several aircraft
are assigned to a single controller regardless of their location. Each single controller
guides the aircraft during its entire flight in upper airspace (Fig. 2, right).

The Sectorless scenario is said to offer significant improvements while address-
ing the main bottlenecks of the traditional sectored approach. The main foreseen
improvements can be summarised as [6, 22, 37]:

Fig. 2 Sectored versus Sectorless control scenario Source [13]
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• Ahigher number of air traffic flights: the system is able to control a greater number
of flights.

• Less workload: controllers face less workload and also less handovers.
• Efficiency in terms of costs and time: Sectorless allows for more linear trajectories
meaning less fuel and less travel time for each flight.

• A single point of contact for pilots: when entering a Sectorless area pilots have a
sole controller to talk to.

In order to assess the feasibility of this concept, over the last decade scholars
have focused on several operative aspects of the Sectorless scenario including the
change in controllers’ tasks, the assignment procedures of aircraft, the priority rules
and the safety assessment routines [6, 25]. Since the Sectorless scenario is a com-
plex innovation, its implementation will last for several years to become gradually
operational over the next ten years, more than a decade since the initial exploration
of the concept. The technical, organizational, economic and procedural innovations
of the scenario imply numerous changes within the sector as a result of decisions to
plan and implement changes to the infrastructure and its interconnected practices.

3.4 Research Method

The work was organised in the following phases. First, the review of documents of
official ATM reports and scientific papers describing innovation and changes in ATM
and, more specifically, in air traffic control systems. Second phase, semi-structured
interviews: 4 ATM experts were interviewed to identify the most important decision
process categories that affect changes in ATM. Third phase, one-day focus groups
took place in June 2016 and March 2017. Table 1 briefly describes the experts’ roles
and competences.

All the interviews and the focus groups were recorded and transcribed. The nar-
rative data was organized into elements and analytical categories. In particular, the
interviews were aimed at identifying the most significant antecedent elements and
emerging categories in the decision processes on change and innovation of the ATM
infrastructure and of flight control systems. The categories identified during the pre-
liminary interviews, were verified with the discussion in the focus groups [40].

4 Data Analysis

In the analysis of all documents, interviews, and focus groups five of the most sig-
nificant key elements that characterize decision processes within ATM systems and
which may influence the infrastructure (in)visibility are uncovered. Each element
(Table 2) was analysed in depth and various analytical categories emerged [33]. The
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Table 1 Expertise of the experts participating in the focus groups

Role Competences

ATM Security Expert Supports national service providers, state authorities and
the industry with respect to ATM security; works for an
international organization providing ATM services

Senior Enterprise Architect Supports the strategic development of Air Traffic
Management; works for a European National Service
Provider

ATM Safety Expert Expert on human resource within ATM; works for a
European National Service Provider

ATM Safety and Security Expert Expert in security and safety; works for a European
National Service Provider

Manager of an ATM R&D team Expert in process reorganization and innovation in the ATM
system; works for a European National Service Provider

Head of the research unit Expert in innovative systems; works for a European
National Service Provider

Senior researcher Expert in communication, navigation and surveillance;
works for a research unit of a European National Service
Provider

Table 2 Expertise of the experts participating in the focus groups

Element Categories

The actor involvement Play a role; Actor engaging; Doing cultures

Dealing with the problem/issue Objectifying the problem

Solving the conflicts Acting on procedures and artefacts; Mastering in command

Driving the decision process Motivating socially

The levels of decision process Handling events; Changing procedures; Crossing the
boundaries

following describes only the elements and then outlines whether and to what extent
these elements are embedded in a decision making tool.

4.1 The Actors Involvement

As explicated during the interviews, actors play different roles while dealing with
decision-making processes. Therefore, the “play a role” category has been unveiled.
It identifies the position actors have within ATM and the situation they encounter
while participating. The role played by each actor is inevitably influenced by individ-
ual motivation and level of engagement so “actor engaging” is another key category.
The role played and the type of engagement are, however, closely related to the exist-
ing organizational culture within the ATM system. Thus, “doing culture” category
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explain how decisions affect other actors. This is evident when reading one of the
interviewees’ words: “There must be a proactive debate among the various actors
around the table and there must be no hypersensitivity. This is part of a culture, which
means creating a solid organizational culture […]”.

4.2 Dealing with the Problem/Issue

The problem/issue or subject of the decision process often appears to be a set of
unresolved secondary and often subjective issues that contaminate the real problem
to be decided. For this reason, a decision process may be carried out over a very long
term, and should involve various actors with different views and approaches.

The category “objectifying the problem” is represented by these words from an
interviewee: “[…] first of all the presentation of the problem. It must be presented
in as objective a way as possible, because usually the problem comes contaminated.
[…]”.

Knowledge has to be cleaned to clearly represent a problem or an issue at stake.
In other words, the problem is usually described from the expert’s point of view, but
in order to make a more objective decision involving various actors, the problem
should be clearly described using common language and common values.

4.3 Solving the Conflicts

Conflicts may occur during decision processes for different reasons such as conflict-
ing interests andmotivations or gaps in the process. A common reason for conflicts is
having “contaminated information” which may make actors bias in favour of a spe-
cific interest. In case of conflict, the decision makers must consider various elements
in an attempt to reach a common decision: the actors themselves, the procedures and
the artefacts involved. The category “mastering in command” can be represented by
the following sentence provided by an interviewee: “[…] There must be the master in
command when an unforeseen problem occurs that has an effect on a decision […]”.
In other words, when a dialectic process arises and the conflict cannot be solved, the
presence of a master in command actor drives the whole decision process is required.

4.4 Driving the Decision Process

A decision may affect the balance within the system and favour the interests of one
side or another. In this complex system, the above-mentioned elements are interwo-
ven with power, interests and social motives, and drive decision processes. Another
category identified is “motivating socially”. Social motives seem to play a prominent
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role, especially if related to reputation, confidence and trust within any hierarchical
structure.

4.5 The Levels of Decision Process

The analysis of the collected data allowed highlighting three levels at which decisions
are made, namely operational, managerial and strategic.

The operational level deals with the daily management of any air traffic action,
and decisions are made in real-time. The category identified is defined as “handling
events”. Event management should be proactive but in most cases, the management
places the guilt on the single individual leader (the master in command).

The managerial level deals with any technical change that may occur during a
revision of ATM procedures, such as the introduction of new technologies, protocols
etc. The changes are usually planned and are based on in depth technical and spe-
cialized knowledge shared in national and multinational projects. Thus, the authors
identified a category called “changing procedures”.

Changes in complex inter-organizational systems must necessarily take into
account a variety of aspects; those linked to the actors involved (particularly stake-
holders), those related to the economics and, no less important, those linked to the
political elements. The strategic practices deal with the adoption of policies, norms
and regulations at national and international levels. The category identified in this
level is “crossing the boundaries” as decisions must necessarily take into account
different contexts across national and international boundaries.

5 Discussion on Infrastructure (In)visibility

From the collected data, five elements and ten analytical categories were identified
(Table 2). The relationships that forms the sociotechnical infrastructure emerges as
the result of negotiations between actors and the role they play (even in terms of
power) in the decision processes. Actors involved in the decision processes attempt
to “clean” the information from contamination in order to share the most objective
and comprehensive information, thus making visible the infrastructure and introduc-
ing new changes. Often the negotiation is not an easy process because actors belong
to different organizations that operate in a complex inter-organizational system and
decisions are often taken “acting on” human actors, procedures and/or artefacts.
Experts can play the role of masters in command because of their skill sets, expertise
and reputation in the entire organizational system. Decision processes on infrastruc-
tures go through three levels, namely operational, managerial and strategic which all
have different effects on the infrastructure (in)visibility (Fig. 3).

These results are used to develop a decision support system called PACAS Plat-
form (Fig. 4). It enables ATM experts to: (i) represent a domain and its underlying
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Fig. 4 1st release of the Pacas Platform

infrastructure (from the perspective of an organizational unit/function); (ii) simulate
a change; (iii) reason on its consequences on the representation model of other func-
tional areas (other unit infrastructures); (iv) take a decisions, namely plan a change
of a global or inter-organizational infrastructure [30, 31].

In other words, the goal of the PACAS platform is to allow ATM domain stake-
holders to take decisions for change management improving air transportation per-
formance aspects such as safety, capacity, security, while ensuring cost efficiency
and cutting down environmental impacts [8, 10].

The idea, is that actors, directly involved in the decision processes, play a specific
role in both the real life and in the platform, and make the infrastructure visible
because, through the negotiation of interests, power and strategies, they use and at the
same timemay influence the inter-organizational culture and reveal the infrastructure
underlying the entire ATM system. The actor engagement is carried out through
gamification processes and gamified roles (such as the game master) in which users
are involved [32]. In order to allow users to deal with their issues in a proper way,
a modelling language based tool and a multi-view approach have been developed
allowing each user to focus on her own individual perspective, without the need of a
holistic representation, and to negotiate with the others what really matters and what
really should be objectified. Conflicts are solved acting on procedures, unveiling
connection between different views (through automatic reasoning), or asking the
master in command to take a decision. The control of the process and the action
taken in the platform push actors to get socially motivated and to take a decision in a
reasonable period. The different roles planned in the platform enable users to handle
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events, change procedure and cross boundaries acting at different levels of decision
processes.

This paper has shown how the elements that characterize group decisions con-
tribute to ATM infrastructures (in)visibility and how these can be embedded in a
Decision Support System.
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Unlocking the Value of Public Sector
Personal Information Through
Coproduction

Walter Castelnovo

Abstract In their day-to-day operations, public sector organizations collect and use
huge amounts of information that if made available for re-use would contribute to
economic growth.Much of this information directly or indirectly can lead to the iden-
tification of ‘natural persons’ and, as such, the personal data protection regulation
applies to it. According to the General Data Protection Regulation (GDPR) issued by
the EU in 2016, unless it is regulated by a specific legislation, personal information
can be processed only based on the data subject’s explicit consent. This raises the
question of what strategies public organizations could implement to make the data
subjects willing to allow the (possible) re-use of their personal information. By elab-
orating on evidences from the economics and the psychology of privacy literature,
the paper suggests that public sector organizations can implement a coproduction
strategy to unlock the value of public sector personal information in a user-centric
personal information ecosystem. More specifically, the paper argues that the data
subjects can be made more willing to consent to the processing (and possibly to the
re-use) of personal information by involving them as coproducers in the processes
throughwhich public sector organizations can support economic growth in the digital
society.

Keywords Coproduction · Public sector information · Privacy · Personal
information

1 Introduction

Information is the fundamental resource in the Digital Society. The pervasive diffu-
sion of devices with high information processing capacity and low cost allows pro-
ducing huge amounts of information every day. People using personal information
processing devices produce an ever-increasing share of this information. Spieker-
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mann et al. [47] report that every day individuals send or receive 196 billion e-mails,
submit over 500 million tweets and share 4.75 billion pieces of content on Facebook.
This information is generated by individuals and (directly or indirectly) pertains to
individuals; hence, it should be considered as personal information, according to the
extended definition of Kang [22].

Acquisti et al. [2, p. 444] observe that “individuals’ traits and attributes (such as a
person’s age, address, gender, income, preferences, and reservation prices—but also
her clickthroughs, comments posted online, photos uploaded to social media, and so
forth) are increasingly regarded as business assets that can be used to target services
or offers, to provide relevant advertising, or to be traded with other parties”. This
explains why personal information is increasingly being considered as a fundamental
economic asset, the new ‘oil’ of the 21st century [53], an important currency in the
new millennium to which also a relevant monetary value can be associated [51].

While a remarkable value resides in personal information, it often remains
untapped due to the quite stringent limitations the privacy preserving regulations
impose on its use by both public and private subjects. According to the World Eco-
nomic Forum, creating a user-centric personal information ecosystem in which “in-
dividuals can have greater control over their personal data, digital identity and online
privacy” and where individuals “would be better compensated for providing others
with access to their personal data” [53, p. 10], can represent a possible strategy for
unlocking the value of personal information. If the control (if not legal ownership)
over personal information is given back to them, the data subjects are allowed “to
decide whether and with whom to share their personal information, for what pur-
poses, for how long, and to keep track of them and decide to take them back when
so wished” [16, p. 5].

This raises the research question the paper intends to address, i.e. what strategies
can organizations implement to make the data subjects willing to share their personal
information, once the control over that information is given back to them? This is
a timely endeavor, since new regulations are being issued that grant to the data
subjects more control over the use of their data. An example of such regulations is
the General Data Protection Regulation (GDPR) issued by the European Parliament
in 2016 that represents an important step toward the establisment of a user-centric
personal information ecosystem [43].

TheGDPRdefines stricter obligations for the data controller (defined as the natural
or legal person, public authority, agency or other bodywhich determines the purposes
and means of the processing of personal data) to ask for explicit consent to process
personal information. Moreover, the new regulation establishes some new rights for
the data-subjects: the right to obtain from the data controller access to and rectification
or erasure of personal information; the right to restrict or object to the processing of
personal information; and the right to data portability.

The GDPR provisions reinforce the data subjects’ control over the processing
of personal information, defined as collection, recording, organization, structuring,
storage, adaptation or alteration, retrieval, consultation, use, disclosure by trans-
mission, dissemination or otherwise making available, alignment or combination,
restriction, erasure or destruction. This could limit the possibility of re-using per-
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sonal information since according to the GDPR, unless a specific regulation applies
to it, personal information can be processed only based on the data subjects’ explicit
consent (Article 6.1.a).

This qualitative paper, which is based on a conceptual research approach [31], tries
to answer the research question above by considering the case of personal information
collected and used by public sector organizations (PSOs) without being mandatory
for the data subjects to provide them (for instance, information collected from sensor
networks in smart cities). The case of the processing of personal information col-
lected by public sector organizations is interesting since, different from non-public
organizations, PSOs can offer the data subjects neither economic compensation nor
non-monetary benefits specifically delivered to them in order to obtain the con-
sent to process their personal information. However, evidences from the economics
and psychology of privacy literature suggest that economic compensation is not the
only reason that could motivate data subjects to disclose their personal information.
Empirical researches found that psychological elements related to self-expression,
self-efficacy and self-identity provide a better explanation of the individuals’ online
disclosure behaviors than motivations related to economic compensation or non-
monetary benefits.

Interestingly, in the marketing literature these elements have been related to the
benefits (potentially) deriving from the coproduction experience. Based on this obser-
vation, the paper suggests that PSOs could implement a coproduction strategy to
unlock the value of public sector personal information (PSPI) in a user-centric per-
sonal information ecosystem.More specifically, the paper argues that, by assuming a
concept of privacy as data control [6, 56], the data subjects’ consent to allow PSOs to
collect, use and (possibly) make available for re-use information pertaining to them
can be considered as the individuals’ contribution to the processes through which
PSOs can support economic growth in the digital society. Such contribution amounts
to the individuals’ provision of a critical resource, which is what the coproduction
of public services usually amounts to.

2 The Impact of the Data Protection Legislation
on the Re-use of Public Sector Personal Information

The technological evolution makes available to individuals and to public and pri-
vate organizations devices, tools and services that allow generating every day huge
amounts of information. According to IDC’s 2017 Digital Universe update, the num-
ber of connected devices is projected to expand to 30 billion by 2020 and to 80
billion by 2025 when the amount of data created and copied annually will reach 180
Zettabytes (180 trillion gigabytes). The dimension of the phenomenon supports the
emerging of a new data-driven economy whose value in the EU was e285 billion in
2015 and that is expected to increase to e739 billion by 2020 if favorable policy and
legislative conditions are put in place in time and investments in ICT are encouraged.
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Fostering Open Data policies is among the strategic actions that could have high
impact on the development of the EU data-driven economy. The implementation of
the open data policies directly involves public sector organizations since the public
sector is one of the most data-intensive sectors. In their day-to-day operations, PSOs
process large amounts of information (including demographic, socio-economic, geo-
graphical, meteorological and municipal management data, as well as data from
publicly funded research projects and digitized books from libraries) that if shared
could be of great value for both people and firms. According to an EU Commission
report, the total direct economic value of public sector information (PSI) is expected
to increase from a baseline of e52 billion in 2018 for the EU28, to e194 billion
in 2030, whereas the indirect economic value is estimated to be between 3.5 and
3.78 times as large as the direct economic value [1]. Due to this value of public sec-
tor information, many governments worldwide implemented policies to foster PSI
re-use, also as open data, as a way to contribute to economic growth in the digital
society. This is the principle at the basis of the EU Directive on the re-use of PSI,
currently under revision, and the open data/open government policies implemented
by many EU national governments [21, 37, 58].

Much of the public sector information contains personal information, both ‘ordi-
nary’ and sensitive [41, 44], that can be qualified as public sector personal information
(PSPI). To PSPI the data protection legislation applies, which could limit severely
the possibility of re-using PSPI to contribute to value creation in the data-driven
economy. This could be a problem since personal information is among the most
valued information for companies operating in the sector. Liem and Petropoulos
[26] estimate that applications built on personal information can provide quantifi-
able benefits of asmuch ase1 trillion annually by 2020, with a benefit of aboute 330
billion annually accruing to private and public organizations. For this reason, besides
policies to foster open data, also measures concerning personal data protection and
consumer protection are among the strategic actions that are expected to have high
impact on the development of the EU data-driven economy.

The General Data Protection Regulation (GDPR), issued by the European Parlia-
ment in 2016, is one such measure. By defining reinforced rules on use and consent,
on profiling and on the obligations of companies when handling personal informa-
tion, the GDPR is expected to reinforce trust of citizens resulting in a continuous
sharing of personal information as an important input for value-added data services.
Moreover, rules on consent of re-use of data for purposes different from the original
purpose of collection, and data minimization will allow Big Data analytics to exploit
more data with fewer restrictions.

The GDPR gives a quite extensive definition of personal information as any infor-
mation relating to an identified or identifiable natural person. This definition of per-
sonal information as personally identifiable information is strictly related to the idea
of privacy as ‘the right to be let alone’, as defined by Warren and Brandeis in 1890
[22, 45]. Based on this concept of privacy, the processing of personal information
must be limited because it can lead to the identification of an individual, which could
represent an intrusion in his private life.
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Influential as it has been, the definition of personal information as personally iden-
tifiable information appears to be problematic in the highly interconnected world of
today in which individuals are embedded in complex networks of relationships that
make the distinction between the public sphere and the private sphere more and
more blurred. Moreover, the technological evolution, the increasing amount of pub-
licly available information, the diffusion of data analytics tools and the emergence
of powerful re-identification algorithms have made the personally identifiable infor-
mation concept critical since even anonymized data could have significant privacy
consequences [39, 50]. This impacts also on open data initiatives: open data that do
not seem to be personal data on first glance may become personal data by combining
it with other publicly available information or when it is de-anonymized [24].

There are already plenty of examples of publicly available information released as
open data that have been used to identify individuals [19, 20, 40, 49]. Aggregated or
anonymized information contained in open data set that do not allow the identification
of individuals when released, may become personally identifiable information as
more and more powerful re-identification tools and auxiliary information become
available [15].

The GDPR tries to avoid, or at least to reduce, these risks for privacy by assuming
an extensive definition of ‘identifiable’:

To determine whether a natural person is identifiable, account should be taken of all the
means reasonably likely to be used, such as singling out, either by the controller or by another
person to identify the natural person directly or indirectly. To ascertain whether means are
reasonably likely to be used to identify the natural person, account should be taken of all
objective factors, such as the costs of and the amount of time required for identification, taking
into consideration the available technology at the time of the processing and technological
developments. (Recital 26)

According to this definition, the concept of personal information should be con-
sidered as a dynamic concept since with the development of technology more and
more information can fall under the characteristics of personal information and,
consequently, should be treated according to the privacy protection rules [57]. This
can determine critical consequences on the possibility to exploit the value of PSPI
(and, more generally, of personal information) to create value within the emerging
data-driven economy. In fact, any information that in the future might be linked to
individuals, should be considered and treated today as personal information [24, 28].
Moreover, if information shared today as open data becomes personal information in
the future simply because technological developments have made it possible to use
it to identify individuals, how can privacy breaches be avoided, given that it is very
difficult to effectively remove information once it has been published? According to
the GDPR (article 6), in order to be lawful the processing of personal information
must be based on the data subject’s consent (as a general rule). How can the data sub-
ject’s consent be obtained for the processing of information that has been published
(possibly) a long time before?

If PSI containing personal information is made available for re-use, the applica-
tion of the principles of data protection stated in the GDPR will create a tension,
if not a contradiction, between two apparently conflicting principles. On the one
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hand, the need to contribute to economic growth through the sharing of PSPI, which
can potentially lead to the (re)identification of individuals. On the other hand, the
need to safeguard the individuals’ privacy that, in the EU legislation, is considered
a fundamental human right [20, 38]. This makes the re-use of PSPI a non-trivial
matter, which makes the simplest choice to exclude as much PSI containing personal
information as possible from the scope of PSI legislation [1, p. 137] thus leaving an
huge amount of potential value untapped [21, 28, 59].

3 Privacy and Personal Information Protection
in an Interconnected and Networked World

The notion of data protection originates from the individuals’ right to privacy: how
privacy is conceptualized influences the definition of personal information and, con-
sequently, the scope of the data protection legislation as well. Depending on how
extensive the definition of personal information is, the possibility of processing cer-
tain classes of information pertaining to individuals is limited or even excluded.

As observed byErichAndersen,DeputyGeneral Counsel ofMicrosoft’sWindows
Division, “in the digital era, privacy is no longer about being ‘let alone’. Privacy is
about knowing what data is being collected and what is happening to it, having
choices about how it is collected and used, and being confident that it is secure” [7].
Westin [56, p. 7] defines privacy as “the claim of individuals, groups, or institutions
to determine for themselves when, how, and to what extent information about them
is communicated to others”. Hence, privacy can also be defined in terms of the
“control over transactions between person(s) and other(s), the ultimate aim of which
is to enhance autonomy and/or to minimize vulnerability” [30, p. 10]. Based on this
definition of privacy, an alternative definition of personal information emerges as “the
information over which a person has some interest or control, in order to negotiate
their environment or order their lives” [23, p. 8].

Although the data-control view of privacy is not immune of problems [6, 46], it
makes obsolete the traditional distinction between personally identifiable and non-
personally identifiable information that, as observed above, is blurring in the digital
world of today. Moreover, it shifts the focus of the protection of privacy to the user-
based understanding of the perceived risks associatedwith different types of personal
information [32]. Giving individuals the control over the management of the infor-
mation pertaining to them entails a shift from the traditional organization-centric
personal information ecosystem to a user-centric personal information ecosystem.
In the organization-centric ecosystem, the management of privacy is delegated to the
organizations that process personal information. By agreeing on the terms and con-
ditions defined by the data collectors, individuals delegate to them the protection of
their data. On the contrary, in the emerging user-centric ecosystem, the data subjects
are allowed to decide whether and with whom to share their personal information,
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for what purposes and in exchange for what. As Acquisti et al. [2, p. 445] point out,
“privacy is not the opposite of sharing - rather, it is control over sharing”.

The data-control view of privacy seems to better account for the individuals’
behaviors in the digital society. Actually, even when they are made aware of the
potential risks for privacy, individuals are likely to share their personal information
(including also very sensitive data, such as their address, phone number, location data,
or political preferences) quite easily with other individuals [29], and sometimes even
with commercial organizations.

Many authors have observed the incongruence between the high levels of privacy
concerns individuals declare and their online behaviors and refer to it as the ‘privacy
paradox’ [8, 33]. Among the explanations of the paradox, the rational-choice argu-
ment is one of the most cited: even when they are aware of the risks for their privacy,
individuals disclose personal information because the benefits of doing outweigh the
cost or risks. This argument is the basis for the so-called ‘privacy calculus’ [14, 42]
individuals are supposed to resort to when requested to provide personal information
in exchange for some kind of compensation.

However,while there are evidences that a compensation based strategy canwork in
transactions between individuals and firms, it is highly disputable that public sector
organizations can resort to it to obtain the data subjects’ consent to collect their
personal information, to use it and (possibly) to make it available for third parties’
re-use. In fact, PSOs can offer neither economic compensation to the data subjects
in order to make them willing to disclose their personal information in absence of
legal obligations, nor non-monetary benefits specifically delivered to them (since this
would contradict the principle of impartiality).

What strategies, then, could PSOs implement to make the data subjects willing to
consent to the processing (including the possible re-use) of their personal information
in the absence of a legal obligation to do that?

4 Unlocking the Value of PSPI

Economic compensation and benefits are not the only elements individuals can con-
sider in deciding whether to disclose their personal information. Recent studies show
that the sense of ‘psychological ownership’ [35, 34] represents an important driver,
maybe the most important one, of the individuals’ personal information valuation
over and above information sensitivity and privacy concerns [48]. Based on an empir-
ical research, Cichy et al. [12] found that the willingness to disclose personal infor-
mation increases if individuals perceive this as away to “express themselves, enhance
their self-efficacy or contribute to their self-identity by supporting a greater good as
a direct consequence of disclosing their personal data” (p. 5).

Psychological elements play a role also in motivating the individuals’ disclosure
behaviors on social media. Lee et al. [25] found that information disclosure on social
media is related to self-clarification, social validation, relationship development,
social control, and self-representation. Lutz and Strathoff [29] observe that the use of
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social networks represents a form of post-traditional community building individuals
resort to foster their relationships and search for a feeling of belonging.

Quite interestingly, the determinants of psychological ownership that have been
found to influence the individuals’ disclosure behaviors on social media can
also motivate the individuals’ willingness to be involved as coproducers in the
firms’ value-producing processes. Starting from the seminal work of Prahalad and
Ramaswamy [36], the individuals’ involvement as coproducers in value-producing
processes has been studied quite extensivelywithin themarketing literature, alsowith
respect to the psychological implications of coproduction for customers’ satisfac-
tion [9]. Fuchs et al. [18] found that customers involved as coproducers experience
higher levels of psychological ownership than customers who do not participate
in the production and delivery processes. Etgar [17] observes that the psychologi-
cal benefits (potentially) deriving form coproduction include excellence, autonomy,
self-expression and uniqueness, enjoyment and self-confidence, as well as status and
social esteem (p. 102). These are the same psychological elements that have been
found to motivate the individuals’ online disclosure behavior. This suggests the pos-
sibility of considering coproduction as a possible strategy PSOs can implement to
unlock the value of PSPI under the PSI-reuse principle.

The reuse principle makes PSI available to third parties (individuals and organi-
zations) as a resource they could use in their value-producing processes. For PSOs,
enabling the reuse of PSI is part of an administrative macro-process that aims at
enabling the creation of social value (economic growth and community well-being)
by supporting the value-producingprocesses of public andnon-public subjects.When
this administrative macro-process uses personal information as a resource, the indi-
viduals that informationpertains to, and that consent to the use of that resource, should
be considered as involved in the process as the providers of a critical resource.Within
the public services literature, this is considered as a form of participation in which
the users play an active role in the coproduction of value by contributing relevant
resources [10] in terms of time, expertise and effort [27], but also compliance and
information [4].

Alford [3] observes that the willingness to coproduce is difficult to foster through
specific material rewards that are exchanged for the performance of specifically
defined tasks. Non-material rewards such as sense of self-determination and compe-
tence, sense of belonging to a group (which can be related to some of the determinants
of psychological ownership) appear to be more effective as motivators of coproduc-
tion behaviors. Besides these, the willingness to contribute to the well-being of other
people and towards society at large is an important element of the concept of copro-
duction in the public sector [5]. Verschuere et al. [52] observe that in order tomotivate
an individual to engage in coproduction, the issue at hand needs to be of salience to
him, where salience may be related also to a concern for community related benefits.
Similarly, Bovaird and Löffler [11] observe that there is a huge latent willingness of
citizens to act as public services coproducers, but only if they feel that a value for
people is created through coproduction.

How can PSOs leverage the motivators of coproduction to unlock the value of
PSPI?
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The World Economic Forum [54, 55] identified three conditions that need to be
satisfied to unlock the value of personal information in a user-centric personal infor-
mation ecosystem: deliver meaningful transparency, strengthen accountability and
empower individuals. Deliver meaningful transparency means to make transparency
practices more meaningful, actionable and relevant for individuals by simplifying
the ways in which organizations communicate their data practices and presenting
individuals with understandable and relevant information on how their information
is being used. Strengthen accountability means linking accountability to the impact
of different data uses on individuals, and distributing risks equitably among all the
stakeholders (not only on the individuals who give the consent to the collection of
their data). Empower individuals means giving them a say in how their data is used
and engaging them in understanding (and managing) the intended impact of data
usage.

Quite interestingly, the three conditions above can be related to the conditions that
according to Prahalad and Ramaswamy [36] could facilitate cocreation experiences,
i.e. Dialogue, Access, Risk-benefits assessment, and Transparency (the so-called
DART framework). Dialogue implies interaction, the willingness to avoid oppor-
tunistic behaviors and to recognize an active role to the consumers. Access, implies
granting consumers the direct access to information relevant for informed decision-
making. Transparency implies reducing the information asymmetry between con-
sumers and firms through the sharing of information. Finally, dialogue, access and
transparency make consumers aware of the potential risks of goods and services, so
that they can assume more responsibility for dealing with them.

In a user-centric personal information ecosystem, open dialogue and interactivity
allow data-subjects, conceptualized as coproducers, to get a clear understanding
of how their personal information is collected, used and, possibly, made available
for re-use. Giving individuals direct access to the information concerning the use
of their data enables the empowerment of individuals and allows them to assume
responsibility on the disclosure of personal information and to share with the data
collectors the risks involved in the use of their information, as entailed by the same
idea of user-centric personal information ecosystem. Pursuing transparency is a way
to reduce the information asymmetry between individuals and the organizations that
collect and use their personal information. Through transparency, individuals can be
made aware of not only how and by whom their personal information is used, but
also of what value has been generated by using that information.

Important as it is for reducing the information asymmetry, the control on how per-
sonal information is re-used by third parties is a critical activity that would require the
data subjects to engage in complex and burdensome data tracking activities, which
cannot be reasonably expected. A possible solution to this problem can be based
on PSOs playing an information stewardship role within the personal data ecosys-
tem, on behalf of the data subjects. As a component of data governance, information
stewardship focuses on assuring accuracy, validity, security,management, and preser-
vation of information holdings [13, p. 380]. Acting as information stewards, PSOs
can define data governance policies and implement information management tools
that allow them to monitor, and report to the data subjects, how third parties reuse
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their personal information. By integrating the data stewardship role within the open,
transparent and interactive dialogue with the data subjects, PSOs can assure them
that the third parties’ reuse of PSPI complies with agreed upon rules, is fair and
not purely opportunistic, which is a fundamental condition for the data subjects to
consent to the reuse of their personal information.

Based on the observations above, it can be concluded that a possible strategy
PSOs can resort to for unlocking the value of PSPI through the application of the
PSI-reuse principle within a user-centric personal data ecosystem can be based on
two pillars. On the one hand, the implementation of measures to foster transparency
through open dialogue and information sharing, which includes undertaking the role
of information steward. On the other hand, the involvement of the data subjects as
coproducers in the decisions concerning whether and at what conditions to make
PSPI available for reuse.

5 Conclusions, Limitations and Further Research
Directions

In the paper it has been suggested a possible solution for extending the application
of the PSI-reuse principle to PSPI in a user-centric personal data ecosystem. The
suggested solution depends on two critical conditions PSOs must satisfy. On the
one hand, they should involve the data subjects as coproducers in the process that
allows the reuse of PSPI,which entails a continuous, open, transparent and interactive
dialogue between the two parts. On the other hand, PSOs should act as information
stewards on behalf of the data subjects, which entails implementing technological
and organizational solutions to assure the data subjects that third parties will not use
their personal information opportunistically.

Both conditions require PSOs to implement complex processes of organizational
change. Coproduction entails re-balancing the power relationships between public
officials and citizens, which affects responsibility and accountability. This explains
why, as it is widely discussedwithin themarketing and the public management litera-
ture, there are stillmany resistanceswithin public organizations toward coproduction.
Such resistances can be even stronger if PSOs are required to play a stewardship role
on behalf of the data subjects, which entails performing critical activities to moni-
tor third parties’ reuse of PSPI and assuming a new responsibility toward the data
subjects for how their personal information will be reused by third parties.

The solution suggested in the paper rests critically on the assumption that the
right to decide whether, under what conditions and in change for what to disclose
personal information to trusted counterparts is actually granted to the data subjects.
This principle, which is the foundation of the user-centric personal data ecosystem,
has not been fully incorporated yetwithin the privacy preserving legislation, although
the General Data Protection Regulation currently in force in the European Union
represents an important step in that direction.
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In the paper no distinction has been made among different types of personal
information that, as argued in [32], can be associated to different types and levels
of perceived risks. This represents a limitation of the present study that needs to
be overcome to identify the incentive mechanisms that can be most effective in the
different cases.

Finally, the paper has been based exclusively on a conceptual analysis and this is
its main limitation. The literature discussed in the paper provides only indirect evi-
dences supporting the hypothesis that a coproduction strategy couldmotivate the data
subjects to consent to the reuse of their personal information. Hence, more research
is needed to develop further and to test this hypothesis also based on empirical data.

However, preliminary as it is, the results of the discussion in this paper show that
coproduction can play a relevant role to unlock the value of personal information in
the emerging user-centric personal information ecosystem.
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Social Media Communication Strategies
in Fashion Industry

F. Cabiddu , C. Dessì and M. Floris

Abstract This study quasi-replicates a previous work based on social
communication strategies in the insurance sector, analyzing what happens in the
Italian fashion industry. Our sample yields findings dissimilar to the earlier research
and suggests new insights.

Keywords Social media communication strategies · Reputation · Fashion industry

1 Introduction

In this article, we quasi-replicate and extend the research conducted by Floreddu and
Cabiddu [1], whichwas the first empirical paper that jointly analyzed communication
strategies and corporate reputation. It identified six social media communication
strategies: egocentric, conversational, selective, openness, secretive, and supportive.
It revealed the different ways these strategies can affect a company’s reputation by
giving it a good, average, or poor reputation.

Floreddu and Cabiddu [1] used a longitudinal explorative multiple case study and
theoretical sampling that focused the analysis on Facebook, as it is the most com-
mon social media website used in the context of insurance sector. In their work, the
authors found that corporate reputation is positively related to companies that are able
to engage customers in online conversations, and it is reinforced through transparent
online customer relationships. Additionally, repeated social media interactions and
quick response to the questions by the companies to their customers appears to have
a positive effect on their relationships and on the companies’ reputations. Our con-
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tribution is based on a quasi-replication [2] of the research but seeks to determine
the validity of the results in different settings, and to see whether the research’s prior
findings can be generalized to a new population. In particular, we use a different
context from that of Floreddu and Cabiddu’s study but the same research design
as theirs [3, 4]. This quasi-replication is based on a sample of seven of the major
Italian fashion industry companies. The longitudinal data is drawn from an analysis
of the respective companies’ official Facebook pages for 2016–2017. The fashion
sector was identified for the study due to increased scholarly focus on social media
communication strategies in the fashion industry that focus on customer perception
[5], customer engagement [6], and, more recently, adoption of customer relationship
building practices on Facebook by major fashion retailers [7]. Recent research find-
ings reveal that Facebook is very useful for both large and small fashion companies
that aim to improve their communication. Customer engagement throughFacebook is
particularly positive for small firms due to audience engagement and participation [7].

Our results extend the work done by Floreddu and Cabiddu and reveal insights
into social media communication strategies.

2 Corporate Reputation and Social Media
Communication: A Literature Review

Floreddu and Cabiddu define corporate reputation as “an overall evaluation produced
by its stakeholders and based on the stakeholders’ direct experience. The corporate
reputation that a firm has with its stakeholders must be regarded as a dynamic con-
struct that influences, and is influenced by, different factors, such as product and
service quality, relationship with stakeholders, financial performance, social and
environmental responsibility” [1] (p. 491). Previous research asserts that a firm can
manage its corporate reputation by using adequate communication strategies to mold
the interpretations and perceptions of stakeholders and to build a trustworthy rela-
tionship [8]. In this vein, firms interact with a wide range of stakeholders by using
communication processes designed to develop the firm’s reputation [9–11]. In other
words, corporate reputation is influenced by corporate communication because a
firm, through its chosen messages, enables stakeholders to understand its operations,
positively loading the perception of its activities, which can lead to an overall positive
evaluation of the company [12, 13]. Thewidespread of socialmedia has broughtmany
new opportunities to the way an organization communicates [11, 14]. In this context,
corporate reputation in social media is determined by “a complex narrative web of
meaning” that is realized in active dialog between users and firms [15, 16]. Social
media provide firms with the opportunity to extract unfiltered, unchanged opinions
and thoughts from many people in real time and at low cost [17]. Furthermore, they
allow an active relationship between firms and customers [18] and cooperation and
dialog with stakeholders [19]. However, these alternative channels can also damage
corporate reputation [11, 20]. In fact, online corporate reputation refers to reputation
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that is derived by Internet users’ judgments [1] and the increasing use of social media
forces firms to adapt traditional corporate communication methods to the complexity
of the social media environment [18]. Hence, Floreddu and Cabiddu [1] state that
firms need to participate in social media in order to observe, monitor, and co-ordinate
conversations.

3 The Setting of the Quasi-replication

3.1 Methodology

Given that our contribution is based on a quasi-replication [2] of Floreddu and
Cabiddu’s work, to determine the validity of the results in different settings and to see
whether the results can be generalized to a newpopulation, we used the samemethod-
ology and research design by analyzing a different context [1, 3]. Consequently, we
used a longitudinal explorative multiple case study [4] because the methodology
allows researchers to develop a holistic understanding of real-life events [21], and
we used a qualitative approach that lets us collect information about stakeholders’
views that are difficult to quantify [22]. In addition, a qualitative methodology is pre-
ferred to investigate communicative processes among stakeholders, and qualitative
methods collect information about stakeholders’ views that are difficult to quantify
[23]. The analysis covers the period from 2016 to 2017, and the sector is referred to
as the Italian fashion industry.

3.2 Research Context

The Italian fashion industry is particularly suitable for the quasi-replication of Flo-
reddu and Cabiddu’s study because companies in this sector are very active on Face-
book (each of them has more than 10 million followers) and the sector represents the
spearhead of Italian economy [23]. Scholars are increasingly paying attention to the
fashion context by mainly focusing on social media communication strategies and
their influence on customer perception [24], customer engagement [5], and, more
recently, customer relationship management through Facebook practices [6]. Recent
research shows that although Facebook use is beneficial for both large and small
fashion companies that want to improve customer communication, it is particularly
positive for small firms in terms of audience engagement and participation. As men-
tioned above, the fashion industry is a strategic sector in the Italian economy. Recent
Area Studi Mediobanca reports [25, 26] highlight the significance of the sector in the
world economy. In 2016, the personal luxury goods market was valued at approx-
imately EUR 250 billion. The leather goods segment is valued at EUR 75 billion
and clothing is valued at EUR 58 billion. The other sectors comprise jewelry and
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cosmetic products. In the period 2012–2016, the Italian fashion industry had a 20%
increase in the volume of sales, whereas the Italian manufacturing sector registered a
6.6% increase. It is evident that the sales growth in the fashion industry is significant,
especially in the e-commerce sector, which is continuously growing and had sales
of EUR 18 billion in 2016. Online sales are expected to grow by about 24% over the
next few years. The relevance for academic studies and the abovementioned trends
in e-commerce inspire the quasi-replication of Floreddu and Cabiddu’s research to
determine whether corporate reputation is affected by the use of social media com-
munication strategies, by discussing specificities and also current usage, if it appears
in line with income results and perspectives.

3.3 Sample Selection

A theoretical sampling procedure [27] allows selection of cases that appear particu-
larly relevant and meaningful for the analysis. We started our case selection by con-
structing a data set containing information about themain characteristics of the Italian
fashion companies, based on the last reports provided by Area Studi Mediobanca
[25, 26]. In total, we identified 146 firms operating in the fashion industry; to deter-
mine which companies in our data set utilized Facebook, we conducted a web search.
We confirmed that all the companies in our data set have a Facebook account. We
narrowed our sample by including only those firms which fulfilled the following
criteria: featuring in the list of top 15 fashion firms in Italy [25], belonging to the
clothing and leather sector, and having at least one million followers. This reduced
our sample to seven companies that actively managed Facebook. By “active,” we
mean that the media page/channel was regularly used by the company to publish
posts or other content. The number of companies (seven) appears to be adequate and
in line with Eisenhardt [21] who argued that “while there is no ideal number of cases,
a number between 4 and 10 cases usually works well” (p. 545). The characteristics
of the sample firms are summarized in Table 1 and the number of followers and
likes on Facebook official pages are shown in Table 2. As Table 1 shows, six of the
seven firms are luxury brands, which may imply that the non-luxury brands could be
substantially different. We decided to consider this in order to understand different
social media communication strategies adopted by the companies.

3.4 Data Source and Data Analysis

As per Floreddu and Cabiddu’s research, we collected our data from three sources:

(1) Archival data including governmental and business publications
(2) Newspaper articles and companies’ websites
(3) Content shared on Facebook pages.
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Table 1 Sampled companies

# Firm Foundation Sector Brands Revenue in
euros (2016)

1 Prada 1913 Leather Prada, Miu
Miu, Church’s,
Car Shoe

3,184,069

2 Armani 1975 Clothing Giorgio
Armani,
Giorgio
Armani Privé,
Emporio
Armani, EA7,
A|X Armani
Exchange,
Armani Junior,
Giorgio
Armani beauty

2,551,443

3 Calzedonia 1986 Clothing Calzedonia,
Intimissimi,
Tezenis,
Falconeri,
Atelier Emé,
Cash & Carry
by Calzedonia
Group

2,127,772

4 Salvatore
Ferragamo

1927 Leather Ferragamo,
Salvatore
Ferragamo,
Emanuel
Ungaro (in
license)

1,424,969

5 Dolce &
Gabbana

1985 Clothing Dolce &
Gabbana

1,258,962

6 Valentino 1960 Clothing Valentino,
Valentino
Garavani, RED
Valentino, M
Missoni (in
license)

1,154,060

7 Tod’s 1920 Leather Tod’s, Hogan,
Fay, Roger
Vivier

1,004,021
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Table 2 Social media content of the sampled companies

# Firm Followers Likes Number of
published posts
per day (2016)

Number of
published posts
per day (2017)

1 Prada 6,364,421 6,426,528 1 or more 1 or more

2 Armani 8,141,640 8,308,392 3 or more 3 or more

3 Calzedonia 3,376,098 3,403,209 1 or more 1 or more

4 Salvatore
Ferragamo

1,744,110 1,764,242 1 or more 1 or more

5 Dolce &
Gabbana

11,126,539 11,385,901 3 or more 3 or more

6 Valentino 2,788,209 2,817,215 1 ore more 1 ore more

7 Tod’s 1,175,612 1,186,267 1 or more 1 or more

In the first phase, we constructed a data set containing information on the main
characteristics of the fashion firms in our sample. In the second phase, we sup-
plemented this data set by including information on corporate strategies gathered
through the companies’ websites and business publications. Using NVivo 10, we
continued data collection by gathering content from Facebook pages of the fashion
firms as well as fan posts. Finally, we collected information on the number of fol-
lowers, likes, posts, and comments shared on Facebook pages for each company in
our sample. We used cross-case analysis techniques [21] to look for patterns, and
we revisited the data using charts and tables to facilitate comparisons between the
cases [28]. The collected data amounted to over 3000 posts and comments. Content
transcripts were coded following the Miles and Huberman’s procedure [28]. For-
mal coding of the first transcription began with a “start list” of broad codes that
was used as a method of breaking the large data sets into more manageable sizes.
To analyze the social media communication strategies, we reviewed each post and
extracted all quotations associated with the theme of communication.We coded quo-
tations into strategy categories (egocentric, selective, etc.) using category definitions
derived from the kind of action mentioned by our informants. Content was coded
independently by the three authors of our study, and inconsistencies were resolved
through discussions and by consensus. We focused on content posted by fans, which
contained indicators of positive and negative emotions and perceptions [29] to mea-
sure the fashion companies’ reputations [30]. To do this, we read each comment line
by line and coded it as positive, neutral, or negative. Following what Inversini et al.
[31] suggest, we coded the comments expressing admiration and trust that stake-
holders felt with respect to a firm as positive; those that were not related to feelings,
appreciation, or judgment as neutral; and those that contained negative emotions and
perceptions about a firm as negative. Table 3 lists the number of times (references)
each code (positive, neutral, and negative) was found in each instance and defines
the reputation levels as good, average, and poor, respectively. Specifically, on the
basis of the literature on online reputation mechanisms [17] and sentiment analysis
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Table 3 Frequency of codes and reputation levels

# Firm Positive
codes
(%)
2016

Positive
codes
(%)
2017

Neutral
codes
(%)
2016

Neutral
codes
(%)
2017

Negative
codes
(%)
2016

Negative
codes
(%)
2017

Level
of rep-
utation

1 Prada 83.00 84.00 13.00 12.00 4.00 4.00 Good

2 Armani 84.00 84.00 15.00 15.00 1.00 1.00 Good

3 Calzedonia 59.00 60.00 26.00 25.00 15.00 15.00 Good

4 Salvatore
Ferragamo

85.00 85.00 11.00 11.00 4.00 4.00 Good

5 Dolce &
Gabbana

82.00 83.00 13.00 13.00 4.00 3.00 Good

6 Valentino 68.00 68.00 25.00 26.00 7.00 6.00 Good

7 Tod’s 80.00 80.00 17.00 17.00 3.00 3.00 Good

[32], we classified a company as having a poor reputation when it had over 50%
negative codes; average reputation when the companies had 20–40% negative codes;
and good reputations for companies that had less than 20% negative codes.

3.5 Findings

The analysis of the firms’ Facebook content showed that all the firms in the sample
have a good reputation. However, they differ into three basic dimensions: 1. cate-
gories of communication strategies traced over two years (2016–2017), 2. the time
of interaction, and 3. the kind of interaction.

Categories of communication strategies and evolution

Following Floreddu and Cabiddu’s work, we proceed to encapsulate Facebook’s
contents into strategies that they have conceived. The labels that identify each strat-
egy were defined in relation to the propensity of the insurance company of making
information available online when a client made a claim or a request of informa-
tion or clarification. Specifically, the authors [1] identified six strategies—egocen-
tric, conversational, openness, secretive, supportive and selective—by considering
two main aspects: the kind of the connection with customers or fans (merely infor-
mative/informative and relational) and the aim of the relationship (increasing of
visibility/reinforcement of trustworthy ties). Hence, egocentric strategy establishes
a. merely informative relations characterized by an absence of direct interaction
between firm and customers or fans and b. aim of increasing firm visibility through
social media. Conversational strategy provides a. informative and relational connec-
tions based on deep relationships with customers or fans and b. creation of trust-
worthy ties based on responses to every comment shared by customers. Openness
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Table 4 Communication strategies (2016–2017)

# Firm Egocentric ConversationalOpenness Secretive Supportive

1 Prada X

2 Armani X X

3 Calzedonia X X X

4 Salvatore
Ferragamo

X X

5 Dolce &
Gabbana

X

6 Valentino X X

7 Tod’s X

strategy consists of a. informative and relational connections characterized by the
improvement of transparency of firm–customer conversations and b. development
of trustworthy relationships, thanks to public response to every remark shared with
customers. Secretive strategy aims to a. inform and create relationships with cus-
tomers and fans by managing potential conflicts through private channels (mail or
private message on Facebook) and b. increasing visibility deleting unsuitable posts
and using alternative channels to contact customers of fans. Supportive strategy
provides a. information about offers and quotations and b. reinforce trustworthy
relationships by supporting clients during all phases of the purchase process [33].
Selective strategy implies a. informative and relational connections only for what
concerns positive feedbacks of clients (negative posts are ignored) and b. creation
of trustworthy ties with customers that publish positive comments on the Facebook
page. In this study, after many iterations of our data analysis, we identified five of
the six complementary communication strategies: egocentric, conversational, open-
ness, secretive, and supportive. As shown in Table 4, Prada and Dolce & Gabbana
used social media to provide information about products and brand policy and com-
pletely ignored comments and posts irrespective of whether they were positive or
negative. Armani, Ferragamo, andValentino used secretive and supportive strategies,
preferring to manage interaction with customers via private channels, such as mail
or Messenger and supporting clients in the purchase process. In fact, they answered
customer questions about stores, shops, offers, and other similar aspects, referring
the customers to official websites. Tod’s showed only secretive strategies: eliminat-
ing unwelcome comments and posting an email address for additional information.
Moreover, Tod’s did not engage in private or public customer interactions. Calzedonia
was unique in that it used contemporarily conversational, openness, and supportive
strategies. Specifically, Calzedonia engaged in efficacious customer social relations
by answering customer questions publicly and/or privately.

The longitudinal analysis highlighted that communication strategies were not
different during the analyzed period (2016–2017).
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Table 5 Timing

# Firm Immediately Within few
hours

Within one day Took more
than a day or
none response

1 Prada X

2 Armani X

3 Calzedonia X

4 Salvatore
Ferragamo

X

5 Dolce &
Gabbana

X

6 Valentino X

7 Tod’s X

Table 6 Kinds of
interactions

# Firm Public Private Absent

1 Prada X

2 Armani X

3 Calzedonia X

4 Salvatore Ferragamo X

5 Dolce & Gabbana X

6 Valentino X

7 Tod’s X

Time of interactions

To understand the different degrees of the firms’ reactions to posts and comments,
we analyzed the times of interactions as shown in Table 5.

Table 5 reveals that only two firms (Calzedonia and Armani) immediately reacted
to customer questions or comments. Salvatore Ferragamo and Valentino answered
within one day, Prada and Dolce & Gabbana did not answer, and Tod’s took longer
than a day to respond.

Kinds of interactions

The last difference among the firms’ social media communication was related to the
kinds of interactions with the customers. We identified three kinds of interactions:
public, private, and absent. Public interaction means that firms answered fans and
followers’ comments giving visibility to their posts. Private interaction signifies that
firms interact with customers via private channels. Absent interaction means that
firms did not engage in customer relationships. Table 6 shows the different types of
interactions of the sample firms.

As shown in Table 6, Calzedonia and Tod’s had public interaction. However, only
Calzedonia interacted publicly on both negative and positive comments. Armani,
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Table 7 A summary

# Firm Reputation Communication
strategy

Time of
interactions

Kind of
interactions

1 Prada Good Egocentric Undefined Absent

2 Armani Good Secretive and
supportive

Immediately Private

3 Calzedonia Good Conversational Within few
hours

Public

4 Salvatore
Ferragamo

Good Secretive and
supportive

Within one day Private

5 Dolce &
Gabbana

Good Egocentric Undefined Absent

6 Valentino Good Secretive and
supportive

Within one day Private

7 Tod’s Good Secretive Undefined Private

Salvatore Ferragamo, and Tod’s used private interaction. Valentino preferred one-
to-one relation. There was an absence of any form of interaction on the Prada and
Dolce & Gabbana Facebook pages. Table 7 summarizes the results by comparing
the firms’ reputations with their communication strategies and the time and kind of
interactions.

The results reveal that the sampled firms used social media as a way to publi-
cize their activities and products, but only one of them (Calzedonia) showed any
interaction with public and quickly responded to comments or posts. These results
highlight that a good reputation is not directly related to the use of social media
made to manage it. Prada and Dolce & Gabbana, for instance, have good reputation
in terms of customers’ feelings but are not engaged in improving social communica-
tion strategies. On the contrary, Calzedonia, as mentioned earlier, is the most active
on Facebook. It aims to improve customer perception, by basing its communication
on honesty and transparency, but has the highest number of negative codes and the
lowest number of positive codes (see Table 3).

4 Discussion and Conclusion

In this research,we undertook a quasi-replication of Floreddu andCabiddu’s research
[1] and changed the context to understand whether previous findings would be con-
firmed or not, by referencing another sample. Floreddu and Cabiddu, by using a qual-
itative approach, analyzed the Facebook official pages of a sample of seven insurance
companies and found that firms with good reputations use six kinds of social com-
munication strategies (egocentric, conversational, selective, openness, secretive, and
supportive) that have evolved over time. Additionally, they found that repeated and



Social Media Communication Strategies … 403

transparent interactions between firms and customers strengthen their relationships,
positively affecting the firm’s reputation. Our findings are only partially consistent
with the previous research. First, we identified only firms with good reputations.
Hence, we could not identify, as Floreddu and Cabiddu did in their research, which
social media communication strategy is more effective with differing levels of rep-
utations, and for the same reason, we could not analyze the differences between
companies with good and poor reputation with respect to their ability to use corpo-
rate communication. The social media communication strategies that we identified
(egocentric, conversational, selective, openness, and supportive) differ from those
identified by Floreddu and Cabiddu only in terms of the selective strategy, as none
of the sampled firms used a selective strategy. The difference could be explained
by the fact that insurance industry, handles confidential information, which includes
a range of data, such as financial histories, personal assets, health conditions, and
histories. It also requires taking the utmost care when answering customer requests.
This aspect is not present in the fashion industry. Second, we extend the previous
study by suggesting that social communication strategies affect corporate reputation
[1, 14, 34] and we show that firms with a well-positioned brand, such as Prada and
Dolce & Gabbana, are not directly related to social media communication strategies.
Specifically, our findings showed that the firms with the highest reputation (Prada
and Dolce & Gabbana) did not interact with their customers. In fact, they used an
egocentric strategy, which focused on their offers and products, and avoided any
meaningful interactions with their followers. Comments and posts were ignored and
a possible response time was not defined. However, these firms have the highest
number of followers and likes. In contrast, Calzedonia is unique in that it uses a con-
versational strategy, with a quick response time and public interactions. However,
this firm received the lowest percentage of positive codes and the highest percentage
of negative codes. Thus, our findings demonstrate that firms with a well-positioned
brand, such as Prada and Dolce & Gabbana, do not show any interest in actively
influencing consumers’ positive perceptions through conversional strategy, while
firms like Calzedonia that have a different target market, spend a lot of time on cus-
tomer relationship management in order to enhance customer’s positive perception
and reinforce their reputation. The credibility and image of companies like Prada
and Dolce & Gabbana are already confirmed by market share and brand image.
But companies that aim to increase trustworthiness and reliability among customers
and investors are committed to engaging customers in public conversation. From a
managerial perspective, our findings suggest that firmswith a good reputation, strong
brand positioning, special purchase effort for their product, little comparison to other
brands, and lower price sensitivity to customers do not need to invest resources in
social communication strategies. For these companies, the use of Facebook could be
considered as an additional way to promote products, new collections, special offers,
but not for engaging in customer interactions. Conversely, firms that have a good
reputation, lower brand positioning, mass promotion, frequent purchase of product,
a lot of comparison with other brands, and higher price sensitivity to customers, need
to strategically use social media to reinforce their reputation and increase customer
loyalty. Our research shows two main limitations that future studies could contem-
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plate. The first is that in further studies, the sample dimensions could be increased.
The second is that future studies could refer to other social media to verify whether
what happens on Facebook happens on other social media, as Facebook is the main
social media used.
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The Illusion of Routine as an Indicator
for Job Automation with Artificial
Intelligence

Jason Bissessur, Farzad Arabikhan and Peter Bednar

Abstract The resurgence of artificial intelligence (AI) has empowered organizations
to concentrate their research efforts on enhancing decision-making and automation
capabilities. This is being pursued with the goal of increasing productivity, whilst
reducing costs. With this, it is perceived that the jobs within these organizations that
are considered subject to ‘routine’, or repetitive and mundane tasks, are more likely
to be automatable. However, it may be recognised that these jobs are more than a
simple set of routine tasks. This study aims to address the concept of routineness
from the perspective of the job occupants themselves. The findings reveal that jobs
which are considered routine from an organizational perspective, realistically require
a degree of human intervention. This suggests that the fear of mass unemployment at
the hands of AI may be an unrealistic notion. Rather, the introduction of AI into jobs
paves the way for collaborative methods of working which could augment current
jobs and create new jobs. Furthermore, this paper accentuates that the acceptance of
AI by stakeholders requires an alignment of the technology with their own unique
contextual needs.
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1 Introduction

This study was initiated with the purpose of understanding what role AI might play
in the future working environment beyond those views conveyed in mainstream
media and literature. It was recognised that many of these views are based upon
the premise that ‘routine’ jobs are more likely to be subject to automation with AI.
This study seeks to question the concept of routine by addressing the hypothesis:
The presence of routine tasks in a stakeholder’s job alone, does not determine the
possibility of overall job automation. To this, a bottom up approach was required. It
was recognised that those individuals who are doing a job in practice, labelled here
as stakeholders, would be more suitable to consult with when trying to develop an
understanding of the level of acceptance and extent to which AI integration within
the working environment might be expected. This paper provides a comparison of
the elements which are traditionally considered to constitute a ‘routine’ task with the
perspectives of the stakeholders who are doing such jobs in practice. It also includes
an appreciation of the realistic level of cognition required to do a job in practice and
draws an understanding of the impact this may have on AI-integrated employment
in the future. Furthermore, it provides a description of the precautions that could
be taken to navigate some of the arising complexities which may be presented with
the introduction of AI in the working environment. Finally, this paper attempts to
forecast how AI might be received by employees in the working environment based
the primary data that was collected in this study.

2 Background

Multiple areas of industry have and stand to reap the perceived benefits of applied
AI in their respective domains. Such applications include automating manufacturing
processes [8], ascertaining user sentiment from social media activity [6], assisting
clinicians with patient diagnosis [10] and intrusion detection with cyber security
systems [12]. The perceived benefits organizations stand to obtain from such appli-
cations include increased productivity, higher and more consistent product/service
quality and reduced costs. These applications are by no means exhaustive, however,
do highlight how AI automation and decision-making is/may be applied within dif-
ferent industries and the potential benefits organizations stand to gain. Rather than
defining AI, which is a contentious area due to varying perspectives about how it is
expected to behave, this article focuses on the qualities expressed by AI that might
be beneficial in a working environment involving a human presence. Therefore, this
paper refers to the purpose for which AI and other automated decision-making tech-
nologies, such as Virtual Personal Assistants [5], might be adopted in the working
environment; that is the automation of human interactions.

The anticipated benefits of automated decision-making come with the looming
belief that the need for humans, occupying jobs in the areas elected forAI automation,
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Fig. 1 The ALM predictions of task model for the impact of computerization on four categories
of workplace tasks (Source Autor et al. [1, p. 1286])

will be reduced leading to mass unemployment. This view is expressed in the Autor,
Levy andMurnane (ALM) model, which attempts to categorise workplace tasks into
areas of routineness (see Fig. 1).

The model concludes that the rapidly declining price of computer capital will
reduce the labour input for routine tasks and increase the demand for nonroutine cog-
nitive tasks [1]. Furthermore, Goos and Manning suggest that such a phenomenon
will lead to job polarisation. This entails a rise in the demand for jobs involving
nonroutine cognitive tasks (e.g. professional and managerial jobs) and nonroutine
manual tasks (e.g. cleaning), with a reduction in jobs involving middle-skilled tasks
(e.g. clerical jobs) [4]. Such a disparity could entail income inequality and subse-
quently necessitate/extend the “sharp divisions between the geographic areas that
benefit and those that don’t” [11].

With the consequences of job polarisation potentially worsening income disparity
in society, it is important to question the grounds upon which the argument is based.
The argument is underpinned by assertions about job routineness. It is therefore
important to question these assertions, particularly those pertaining to what consti-
tutes a routine task; can a job simply be described in terms of the set of tasks which
it consists of, or is there more to it? The ALMmodel considers routine tasks as those
which can be accomplished by an explicit set of programmed rules [1]. Contrastingly,
Autor et al. describe nonroutine tasks as those of which the “rules are not sufficiently
well understood to be specified in computer code and executed by machines” [1].
These descriptions inform the ALM model from which the aforementioned conclu-
sions are drawn. However, the model can be criticised in terms of the task-orientated
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approach it takes towards defining routine and nonroutine tasks. Such an approach
takes a positivistic view of job tasks and overlooks the important humanistic factors
required to do a job to the expected, equivocal standard of a human job occupant.
This study recognises that in order to navigate the complexities presented in the
real-world, human intervention is needed to conduct tasks in correspondence with
human expectations of quality.

Given that this study is focused on the impact of AI implementation in theworking
environment on stakeholders, it is of a socio-technical nature. As Mumford elabo-
rates, “a sociotechnical approach is one which recognises the interaction of tech-
nology and people and produces work systems which are both technically efficient
and have social characteristics which lead to high job satisfaction” [9]. This study
investigates the perceptions held by stakeholders about their jobs and the influence
automation may have on this. Thus, the concern is with human activity systems,
that is notional systems which express some purposeful activity. Such systems are
notional as they are intellectual constructs used by individuals to “debate about pos-
sible changes which might be introduced in a real-world problem situation” [3]. In
other words, this study involves the contribution of individuals’ perspectives about
the purposeful activities, boundaries, properties and relationships which they believe
to constitute their jobs and considers the impact AI may have on this based on their
views regarding automation in the working environment.

Towards answering the hypothesis of this study, the following research questions
were defined:

– To what degree do stakeholders consider their job to be subject to routine? How
does this impact on job automation?

– To what extent might AI affect stakeholders’ jobs?
– How might stakeholders react to the introduction of AI in their jobs?
– Will AI displace or assist stakeholders?

3 Methodology

The nature of this study required a detailed description of the modus operandi of an
individuals’ job, thus, a stakeholder-centric approach was deemed appropriate. The
authors aimed to avoid any positive or negative preconceptions, which participants
may hold regarding ‘AI’, therefore the term was not explicitly used. Rather, when
posing questions to participants, ‘automation’ was the language used. In this way,
participants were able to provide responses in regard to the intended purpose of AI
in the context of their own jobs. Using this term also helped convey the purpose of
AI to those participants who were not familiar with the concept.

Two methods were employed to gather the necessary quantitative and qualitative
data anonymously. Firstly, five 30-min interviews were carried out with individual
participants in order to elicit rich responses about their jobs and views on automation.
These were of a semi-structured nature, taking a conversational approach towards
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the enquiry, which allowed participants to express their own feelings and opinions
[7]. Interviews were conducted face-to-face with participants aged 20–40 years old
and over, who had two or more years of experience in their respective fields. The
participants were selected for interviews based on the authors’ initial perceptions of
the level of routineness present in their jobs. In ascending degree of perceived job
routineness, beginning with highly routine jobs, participant occupations included a
retail sales assistant, a pensions administrator, an account strategist and twouniversity
professors. The assurance of anonymity aided in the detail respondents were able
to provide. Participants were able to provide a critical account of the organizational
areas, relational to their job,which they perceived as problematic and how thesemight
be improved by automation. For example, it was discovered that some professors face
issues balancing the research aspects of their jobs due to the demanding teaching
requirements imposed by the universities’ lecture schedule. Thus, it was suggested
that teaching could be automated to some degree. Interviews consisted of open-
ended questions pertaining to the context of participants’ jobs in their respective
organization, what tasks they carry out in their jobs, how they use technology to
support these activities, how they collaborate and employ creativity to complete
tasks and the role they believe automation could play in supporting their job tasks.

The key themes derived from the interviews were used to inform questionnaires
which were distributed as part of the subsequent survey. It was understood that the
survey could not thoroughly describe the true behaviour of participants. Rather, the
questionnaires were used to capture the varying levels of agreement among par-
ticipants. Thus, the purpose of the survey was to gather information, across a wider
population, about howstakeholders view their jobs in the context of the organizational
environment and their thoughts about how automation might impact this. Evaluation
of the structured data synthesised from the survey responses against the rich detail
captured in the interviews allowed the authors to identify the shared/divided views
of participants and the understand the potential reasons behind these. Resultantly, 56
respondents from eleven industries in the UK responded. Participants held positions
spanning 13 job functions and were aged between 18 and over 60 years old. Further-
more, participants provided responses about the types of skills they mostly employ
in their role, which aided further in establishing a profile of their jobs.

4 Main Discussion

Upon analysis of the survey results, it was found that 94% of participants perform
tasks outside of their role on a frequent basis. This figure and the interviews con-
ducted both suggest that tasks considered as routine, realistically comprise of com-
plex relationships with other tasks, which can be invoked in certain conditions or at
the will of the job occupants themselves (Fig. 2). Such relationships became appar-
ent during the interviews with participants as the majority divulged some additional
responsibility that they themselves undertook towards better performing/aiding with
their core job responsibilities. For example, an interview was conducted with a Sales
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Fig. 2 Technology usage and age comparison chart

Assistant at a retail store, which is considered by the ALM model as routine and
subject to ‘substantial substitution’. The core job responsibilities of this individual
involved processing sales transactions, maintaining the shop floor, providing cus-
tomer service and managing stock, however, they also expressed that they undertook
the non-routine responsibility of carrying out refunds. This allowed the participant to
process refund transactions when the supervisor was elsewhere, thus easing queues
and increasing customer satisfaction. Relationships like this may be difficult for
organizations, who are looking to automate jobs, to perceive for a couple of reasons.
Firstly, organizations may be tempted by the potential opportunity to reduce labour
costs and increase productivity with the implementation of an autonomous system;
this can be referred to as an organizational perspective. This can potentially cloud
their understanding of the complexity of the job which they wish to automate as they
may easily overlook the intricate relationships shared with other jobs and the con-
textual environment. Secondly, job occupants have difficulty expressing their tacit
knowledge pertaining to the modus operandi with their job tasks. As such, they may
not be consciously aware of the subtle interrelationships between the tasks within
their jobs and those in other jobs, as well as the immediate environment. Therefore,
they may be unable to articulate the tacit work practices which may be essential
to overall organizational success. Attempts to understand the intricacies within an
employees’ job can be viewed as taking a stakeholders’ perspective.

The difficulty shared from both an organizational and stakeholder perspective,
when attempting to holistically understand a job, is a complicated gap to bridge.
This is due to the varying conditions which influence job tasks, or exceptions. Where
exceptions are presented, environments can be considered complex, requiring the
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individual to take alternative action to what they might usually; this action can be
considered nonroutine. With the previously given example of the Sales Assistant
interviewee, such an exception was that the employee took alternative action (i.e.
conducting refunds) in order to ease customer queues. The presence of exceptions
within work tasks was identified as a common theme across participants in the inter-
views. It can therefore be suggested that a task which might be considered routine, in
practice, involves nonroutine elements. As Frey elaborates, nonroutine occupations
involve “complex perception and manipulation tasks, creative intelligence tasks, and
social intelligence” [2]. As such, the study confirmed that 87% of participants believe
their jobs require them to work creatively and communicate with colleagues on a
frequent basis. Such abilities are also used to overcome exceptions presented in prac-
tice, even where tasks are narrowly defined and subject to strict control. This was
observed in an interview with a Pensions Administrator working within the finan-
cial services industry, whose main responsibilities involved dealing with customer
queries. The participant acknowledged that his job required him to adhere to strict
policies, thus did not allow much room for creative problem solving. However, upon
further questioning it was found that when dealing with particularly complex client
queries, the participant would proactively reach out to other members of the organi-
zation and third-party organizations in order to collaboratively develop a resolution.
These new-founded relationships also allowed the participant to solve similar queries
more quickly in the future.

Onemight questionwhy the ability to conduct nonroutine tasks is importantwithin
a job. Given that an outcome of AI implementation is to reduce human labour input
whilst increasing productivity, it can be observed that AI is expected to complete a
task equivocally or to a higher standard than that of a human job occupant. Thus,
the extent to which exceptions can be handled in a job is directly related to the level
of quality observed in the output. To this, it might be suggested that organizations
considering automating supposedly routine jobs, need to think carefully about the
level of cognition realistically required to do such jobs in practice in relation to the
output quality they desire/expect. Organizations might better understand the com-
plexity present in tasks by considering them in terms of nonroutine requiring high
cognition and nonroutine requiring low cognition from the stakeholders’ perspective,
rather than from an organizational perspective in terms of routine and nonroutine.
With this, tasks are considered in terms of the extent to which they involve handling
exceptions. For example, a nonroutine, high cognition task conducted by an Account
Strategist, who was one of the interview participants in the study, would be that of
understanding a client business problem as it involves a high degree of communi-
cation and reflection. Within the same profession, a nonroutine task requiring low
cognition could include updating logs of conversations with a client onto a CRM
system. Adopting the stakeholders’ perspective may allow organizations to more
accurately determine which job tasks are better left to a human workforce and to
what degree some jobs could be automated without heavily sacrificing quality. In
this way, an organization can work with stakeholders towards understanding which
tasks might be automatable for the benefit of enhancing the worker’s competency to
do the job to an exceptional standard.
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Having established an understanding of the difference between the perspectives
taken when considering routineness in jobs, one can begin to think about the impact
of AI implementation on employment within an organization. Specifically, the extent
to which automation might impact on peoples’ jobs and how they may welcome such
change.

Towards developing an awareness of how stakeholders might react to the intro-
duction of AI in their jobs, participants were asked how often they use technology
in their jobs each day. This helped the investigation by developing an awareness of
the importance of technology within stakeholders’ jobs. Resultantly, 89% of survey
respondents confirmed that they use technology within their jobs on a frequent basis.
From this, it can be deduced that technology largely facilitates stakeholders in task
completion, therefore people are already accustomed to using technology in their
jobs. This suggests that the introduction of AI, as an entity which can beneficially
aid stakeholders with task completion in some way, will be welcomed. Furthermore,
participants were questioned as to how they would feel about a technology that could
automate some of the repetitive tasks in their jobs. To this, 89% of survey participants
agreed that they would find it useful. Exploring this further, the themes identified in
the interviews with participants, who were posed the same question, illuminated the
desire for automation with particular job tasks which are thought to impede progres-
sion with higher priority tasks. For example, an interview with a University Lecturer
highlighted that automating the detection of minor errors (e.g. spelling, grammar,
punctuation etc.) and the conducting of extensive plagiarism checks when marking
student assignments, would allow them to focus more on assessing the meaning of
the work. Similarly, the Pensions Administrator believed that a system which could
automatically generate a document with the correct information, at the appropri-
ate time for a client could save time and allow them to focus more on resolving
queries. Such perceptions held by stakeholders about what could be automated in
their jobs indicate the preference of automation with smaller tasks. It is perceived
that such incremental automation would necessitate an overall augmentation of the
stakeholders’ competency to do their job. This also suggests that stakeholders may
react positively to the introduction of AI as long as they can see the benefit of it
to their jobs. As Mumford proposes, “people will actively welcome change if they
believe that it brings with it personal benefits” [9].

Previous conclusions drawn about the nature of exceptions, which are present in
any job task practically conducted, entails with it an appreciation of the relationships
that exist between jobs in an organizational environment. Job tasks are not always
conducted in isolation and often, in practice, involve some human interaction with
other tasks. Thus, participants were asked how reliant they believe others (i.e. clients
and colleagues) are on their job, to which 75% stated that others are highly reliant.
This was also a common theme identified amongst interview participants, thus infer-
ring that some change to the existing technology in an organization which supports
stakeholders in their jobs, can affect multiple other jobs. Therefore, a technological
change such as the introduction of AI, could necessitate either a positive or negative
rippling affect throughout an organization pertaining to the ability of stakeholders to
carry out jobs tasks effectively using technology. For AI to be considered a displac-
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ing phenomenon of human workers, it should be developed with a comprehensive
understanding of the complex and subtle interrelationships between jobs in an orga-
nizational environment. As previously mentioned, this is a difficult task due to the
mutual difficulty faced when attempting to conceive/express a holistic understanding
of a job from both organizational and stakeholder perspectives.

The study also sought to determine how different age groups might react to AI.
Initially, it was expected that those who are more acquainted with technology and
use it often (i.e. younger generations) would be more welcoming of automation into
their jobs. Contrastingly, it was thought that those in older generations, who were
thought to be less familiar with technology, would be opposed to automation in their
jobs. However, the results yielded suggest otherwise. All age groups questioned
(classified into generations X, Y and Z), occupying a number of different jobs which
entailed varying levels of technology use, agreed that they would find automation
useful in their jobs. This, in combination with the previously drawn understanding
that people desire automation with smaller tasks, could indicate that the adoption of
AI by stakeholders, who wish to complete job tasks, cannot be reduced to a particular
set of factors expressed in a given demographic. Rather, it may be considered that
AI will be useful to a wide variety of stakeholders depending on their own unique
needs. Such needs are influenced by the unique contextual situation associated with
each stakeholder respectively. As an example of this, one of the interviewees, who
can be classified into generation X, said they enjoy using technology on a frequent
basis in both their personal time and in their working environment. In addition to
this, they agreed that an automated entity could be useful in their jobs as long as it
was not too intrusive.

5 Conclusion

When considering the likelihood of job automation at the hands of AI, two perspec-
tives emerge. Those who take a task-based view of AI implementation, primarily
with the aim of reducing costs and increasing productivity, tend to classify job tasks
in terms of routine and nonroutine. This organizational perspective neglects to fully
appreciate the exceptions present in a taskwhichmake an organizational environment
complex and is conducive to the overall output quality desired or expected. Contrast-
ingly, the stakeholder perspective can be adopted, whereby tasks are appreciated in
terms of the unique complexity that they present. Such an outlook values the human-
istic abilities employed to navigate complex environments, thus categorising jobs
in terms of nonroutine tasks, requiring low cognition, and nonroutine tasks requir-
ing high cognition. This will entail a shift in the focus of organizations considering
AI implementation towards pursuing the augmentation of employee competencies
with their jobs, so that they might perform to a higher standard. Organizations who
take this perspective may benefit from increased productivity and quality of out-
put through AI-augmented workers. This paper has also established that stakeholder
acceptance of AI in the working environment may not be reduced to a number of
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particular factors. Rather it might be considered that AI should be developed to aug-
ment stakeholders in their jobs based on their own needs as influenced by their unique
contextual situations. This would encourage the development of an AI system which
stakeholders see the benefit of using.

It can be considered that those stakeholders who occupy positions in less com-
plex environments may be displaced by AI. Such environments may exist where
enough exceptions are known about a job to produce an output of a consistent and
expected level quality. This could entail progressive change whereby these job occu-
pants targeted for automation are displaced into consultative positions responsible
for guiding the development of the system. It may also involve the elimination of
some of these jobs, or marginal displacement, as productivity increases through AI-
augmentedworkers thereby reducing the need for asmany humanworkers. For these,
advancements in AI-enabled education may be beneficial in effectively upskilling
workers.
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IS in the Cloud and Organizational
Benefits: An Exploratory Study

Emanuele Gabriel Margherita and Alessio Maria Braccini

Abstract Several studies state information systems lead to organizational benefits
improving organization efficiency and effectiveness. Cloud computing is nowadays
an established strategy for adopting IS potentially providing many benefits. Among
them IT costs savings are the most evident ones. However, literature remarks that
the realisation of organizational benefits depends on contextual organizational factors
and requires organizational change.Whether a cloud computing based strategy for IS
delivers organizational benefits or just contributes to costs reduction can be disputed.
Taking this point of view, the paper presents the results of an exploratory comparative
study analysing 23 cases of different enterprises who run a cloud computing strategy.
Using fs/QCA as a method of analysis in a multiple cases setting, the research paper
explores the organizational benefits following cloud adoption other than cost savings.

Keywords Organizational benefits of ICT · IT value · Cloud computing · fs/QCA

1 Introduction

Recently several studies shed light on the relationship between information systems
(IS) and organizational performance. These researches stated IT resources may play
a strategic role when they are combined with organizational resources and integrated
into the business value generation process [1, 2].

The information systems consist of resources sustaining organizational informa-
tion processing [3–5]. ISs enable organizational benefits at every level of the orga-
nizational hierarchy in term of efficiency, effectiveness and reducing environmental
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uncertainty [6, 7]. An on-premise strategy of IS ensures control, but opens for the
issue of costs and specialisation of resources [8].

Cloud Computing is an emerging strategy for IS adoption, which exploits the
advantages of outsourcing: in cloud computing IT resources are stored in massively
scalable data centres, and provided as services to users through the Internet [9–11].

The adoption of cloud computing promises several organizational benefits in terms
of operations, business continuity, and budget control: cloud computing user enjoys
services with the same economies of scale that data centre provides [10, 12].

The literature points that the realization of organizational benefits of IS depends
from contextual organizational factors, and requires organizational change [13].
Whether a cloud computing based strategy for IS delivers organizational benefits
or just contributes to costs reduction can be disputed.

Taking this point of view, this paper presents the results of an exploratory com-
parative study analysing cases of different enterprises who run a cloud computing
strategy. We focus on the organizational factors of size, type of IS cloud imple-
mentation, organizational level of adoption and depth of organizational change. The
research paper aims at answering the following research questions:

• R1: Does cloud computing lead to organizational benefits in small, medium, and
large enterprises other than just costs reduction?

• R2: Which cloud based IS strategies generate organizational benefits?

2 Theoretical Framework

2.1 Organizational Value of IT

Information technology (IT) has become an integral part of modern organizations
[14]. IT resources—both human and technical ones—operate in a synergistic manner
in ISs [5, 14, 15]. ISs aim at sustaining organizational information processing and
leads to organizational benefits [3, 4]. Though disputed for a long time, the organi-
zational benefits of ISs have been highlighted by several studies at every level of the
organizational hierarchy [6, 7]. IS employs for improving decision making by reduc-
ing environmental uncertainty, to facilitate organizational knowledge management,
to improve control by standardization and integration, and improving efficiency by
reducing transaction costs facilitating information circulation [1, 3, 16–19]. Further
studies points IS as a fundamental driver for obtaining competitive advantages over
the competitors in the long-run, enabling organizational responsiveness to themarket
and organizational change [20–22].

Given these premises, organizations structure with internal IT departments in
change of the technical, financial, and organizational management of IT resources.
In a traditional IT environment, the department manages IT resources in-house. This
strategy ensures control but IT costs tend to increase [8]. To deal with this disadvan-
tage, organizations start by adopting cloud computing, which offers IT resources for
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achieving organization’s goals at a convenient and affordable price [23, 24]. Besides
costs reduction a cloud computing strategy promises other advantages as flexibility
and scalability. In this scenario the department manages resources located outside
organizational boundaries, accessible through the Internet.

2.2 Cloud Computing

Cloud computing is the successor of technologies for delivering utility computing,
such as grid computing, virtualization, and application service provision hosting [24,
25]. For the purpose of this paper, and following the results of a literature review,
we adopt the cloud computing definition provided by Mell & Grace for whom cloud
computing is “a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and releasedwith
minimal management effort or service provider interaction” [9].

To furnish its services, cloud computing deploys different types of delivery mod-
els, that are distinguished by two building blocks: cloud computing architecture
and infrastructure [26]. Cloud computing architecture is widely divided into three
categories, namely infrastructure-as-a-service, platform-as-a-service and software-
as-a-service [9, 12, 24, 27]. Infrastructure-as-a-service delivers a complete com-
puter infrastructure (resources) as an outsourced service, including servers, software,
data centre space, virtualization platforms and network equipment [9, 12, 23–25].
Platform-as-a-service delivers foundational elementals for developing new applica-
tions, including programming languages, libraries, services, and tools supported by
the provider. The consumer does not manage the cloud infrastructure, albeit he has
control on cloud environment configuration settings [9, 12, 23–25]. Software-as-a-
service is the delivery of provider’s applications on demand over a cloud infrastruc-
ture, that allows the consumer to obtain the same benefits of commercial licenses,
without complexity of installation andmanagement, as the consumer does not handle
or control the cloud infrastructure [9, 10, 12, 23–25].

On the other hand, cloud computing infrastructures can be of different kinds: pub-
lic, private, community, and hybrid. Public cloud refers to an infrastructure shared
among different organizations. Private cloud refers to an infrastructure operated by
a single organization. Community cloud is where the cloud infrastructure is pro-
visioned for exclusive use by a specific community of consumers that have shared
interests. Hybrid cloud is in the end amix of two ormore distinct cloud infrastructures
(private, community, or public) that remain unique entities, but are linked together
by standardized or proprietary technology [9, 12, 24, 26, 28].

The literature has extensively acknowledged that cloud computing generates sev-
eral organizational benefits. Cloud computing is known for providing savings on
IT related costs including lower implementation and maintenance costs; less hard-
ware to purchase and support; energy consumption for power and cooling reduction,
avoidance of floor space and storage [10, 12, 23, 25, 26]. Cloud computing enables
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organizations to be more competitive due to flexibility and agility of the computing
platforms. Through cloud computing, IT departments save on application develop-
ment, security, and maintenance time and costs [12, 24, 25]. Cloud computing users
may access to specialized resources and applications at a lower cost. As such, license
costs of application costs are included into annual fee, as well as Cloud computing
users may use leading-edge on–demand applications, bypassing license costs (pay-
for-use licenses) [12, 24]. Cloud computing users enjoy the benefits of scalability:
the elimination of an up-front IT investment allows cloud computing users to start
by a small amount of resources and increase hardware resources only when there
is an increase in their needs (“pay as you go”). This peculiar feature is possible by
elasticity, the Cloud ability to add or remove resources at a fine grain. It makes Cloud
Computing suitable both for new and old organizations [10, 12, 24].

3 Research Design

Given our research questions we investigated potential cause/effect relationships
between organizational factors and the quantitative benefits using fs/QCA for data
analysis [29–31]. The fs/QCA is an extension of a Boolean data analysis technique
called Qualitative Comparative Analysis (QCA), which allows to make casual state-
ments on howmultiple combinations of different factors are significant for the obser-
vation of a specific outcome [32–34]. fs/QCA allows to use fuzzy set scores to asso-
ciate cases with factors, and allowing to include in the analysis different degrees
of factors presence or absence [34]. fs/QCA is an efficient means for understand-
ing causal complexity in small samples [34]. Given these considerations we retain
fs/QCA a suitable method of analysis given our RQs.

3.1 Factors, Calibration and Analysis

The exploratory study is based on the analysis of a sample of 23 case units that
have successfully implemented an ISs provide in cloud computing using a public
infrastructure. The sample is composed by both profit oriented (12 units) and non-
profit oriented (11 units) organizations. The case units are selected from a publicly
available database of reports regarding enterprises adopting public cloud computing.
These reports have been released by IS vendor describing the kind of cloud adoption,
organization factors and the benefits achieved. In particular, we measured from each
case unit the following organizational factors:

• Size: SMEs, and large enterprises;
• Value generation orientation: profit oriented, and non-profit oriented;
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Fig. 1 Schematic representation of data analysis

• Type of IS cloud implementation: enterprise resource planning systems (ERP),
customer relationship management systems (CRM), computer supported cooper-
ative work systems (CSCW);

• Organizational level of adoption following the classification suggested byAnthony
[35]: operational, middle, top-management [35];

• Depth of organizational change following the taxonomy provided byVenkatraman
[21]: evolutionary change, and revolutionary change [21].

Furthermore, we employed the EBITDA index and the staff cost index in the three
years following the cloud adoption as further factors. We use quantitative benefits
as outcome to measure the impact of the cloud computing implementation. Quanti-
tative benefits encompass both the described benefits of IS in Cloud, the EBITDA
index, and the staff costs for the three years following the cloud adoption. Indeed,
EBITDA index results from the subtraction between operational margin and staff
cost. Accordingly, whether the two indexes increased in the studied period, we can
prove the cloud computing leads to a positive organizational change due to improve-
ment of organizational performance increasing the organizational margin rather than
a cost reduction. Our research model aims at uncovering these benefits showing
where these benefits are captured within the organizations. Our research model is
summarized in Fig. 1.

These factors are measured in the fuzzy set interval [0, 1]: a membership score
of 1 indicates full membership in the set, whereas a score of 0 indicates full non-
membership in the set. Values between 0 and 1 indicate partial membership, with
the score of 0.50 representing the threshold of uncertainty between membership and
non-membership [36]. The factors used in the analysis are described in Table 1, and
the calibration procedure we adopted is described in Table 2. We run the analysis
combining the factors as described by the following equation:
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Table 1 Description of the investigated variables

Factors Type Description

QUANT_BEN O Quantitative Benefits accomplished by IS in cloud implementation

PROFIT C Profit oriented enterprise (banks, insurances agencies, Italian
industrial groups and telecommunication enterprise)

NOPROFIT C No-profit oriented enterprise (consortiums, public administrations,
hospitals and universities)

SME C Small Media Enterprise (SME)

LARGE C Large enterprise

ERP C Enterprise implemented an ERP system

CRM C Enterprise implemented an CRM system

CSCW C Enterprise implemented an CSCW system

OPER-LEV C IS in cloud manages operational level

TACT-LEV C IS in cloud manages tactical level

EVL-BT C Evolutionary business transformation effectuated by IS in cloud
(enterprises that effectuated a localized exploitation or an internal
integration)

REV-BT C Revolutionary business transformation effectuated by IS in cloud
(enterprises that effectuated a business process redesign or a
business network redesign or a business scope redefinition)

QU ANT _BEN = f (SME, PROF IT, OPER − LEV,

EV L − BT, ERP,CRM,CSCW ) (1)

Furthermore, we detail the results of the analysis in two groups: on one side SMEs,
and large enterprises on the other.

4 Data Analysis and Discussion

We performed the analysis employing the Quine-McClusky algorithm to reproduce
the most parsimonious solution. The fs/QCA produces three kinds of solution: com-
plex, parsimonious, or intermediate. The complex solution is based on all the factors
shown by all the case units that support the given solution, while the parsimonious
solution is minimized through reducing the common factors present across different
solutions [34]. The parsimonious solution is that with the greatest explanatory power,
thence we relied on this one for answering our research question. The results of the
analysis are in Table 3. The consistency and coverage indexes indicate: how closely
the relation between the causal factors and the outcome is approximated (consis-
tency), and the empirical relevance of a consistent subset across all the case units
under analysis, similar to the R2 of a linear regression analysis (coverage).



IS in the Cloud and Organizational Benefits … 423

Table 2 Calibration of factors

Factor Calibration

PROFIT 1: Profit-oriented enterprise
0: Non-profit oriented enterprise

NOPROFIT 1: Non-profit oriented enterprise
0: Profit-oriented enterprise

ERP 0.95: Enterprise implemented an ERP
0.05: Enterprise did not implement an ERP

CRM 0.95: Enterprise implemented a CRM
0.05: Enterprise did not implement a CRM

CSCW 0.95: Enterprise implemented a CSCW
0.05: Enterprise did not implement a CSCW

OPER-LEV 0.95: IS in Cloud manages Operational level
0.45: IS in Cloud manages Tactical level

EVL-BT 0.95: The IS adoption leaded to an evolution of the existing structure
0.05: The IS adoption leaded to a revolutionary business transformation

QUANT_BEN 0.95: IS in Cloud generates dramatic organizational benefits as well as
EBITDA and number of employees increase successively IS implementation
0.65: IS in Cloud generated reasonable organizational benefits, as well as
EBITDA and number of employees increase successively an IS in Cloud
implementation
0.45: IS in Cloud generates sufficient organizational benefits, as well as
EBITDA and number of employees decrease successively an IS in Cloud
implementation
0.25: IS in Cloud does not generate tangible organizational benefits, EBITDA
and number of employees decrease, as well as enterprise is winding up

Table 3 Results of the analysis

Equation Solutions Raw coverage Unique coverage Consistency

(1) ~OPER-LEV*
~PROFIT

0.08 0.00 1.00

~OPER-LEV* ~SME 0.16 0.00 1.00

~OPER-LEV* ~CSCW 0.18 0.00 0.96

CRM*SME 0.21 0.00 1.00

SME* ~PROFIT 0.19 0.00 1.00

~CSCW * SME 0.35 0.00 0.92

ERP * PROFIT 0.29 0.12 0.78

EVL-BT* ~ERP*
~PROFIT

0.19 0.08 1.00

Solution coverage: 0.62 Solution consistency: 0.88

The symbol ~indicates absence of the factor, the symbol *reads “and”
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According to our research model, we are expecting benefits following the cloud
strategy to be captured among quantitative benefits. Therefore, the results of the
analysis shown in Table 3, allow us to positively answer to the first half of our
research question.

We can expect quantitative organizational benefits from a cloud computing strat-
egy for IS management in the following situations:

• For SMEs: in the case of the adoption of CRM systems, for non-profit oriented
organizations, and for the adoption of systems other than CSCW;

• For the application of the cloud strategy out of the operational level: not in the
case of profit oriented organizations, not in the case of SMEs, and not in the case
of CSCW adoption;

• For evolutionary approaches in non-profit oriented organizations targeted at the
adoption of systems other than ERPs.

• For the adoption of an ERP system in profit-oriented organizations.

The obtained results so far are a consequence of both theminimization of the complex
solution, and the capability of fs/QCAof formulating solutions basedonwhat is stated
and what is implied by the data provided. Considering that the sample of analysis
mixes both small and large enterprises and given that some solutions specifically refer
to one of the two groups, we analysed separately large and SMEs for sharpening the
investigation and seek a more detailed relationship. The results of these two further
analyses are shown in Table 4 (for large enterprises) and Table 5 (for SMEs).

The two analyses provide further information on the groups of large and small and
medium enterprises. For large enterprises, the benefits produced by cloud strategies
are only at levels other than the operational one. Likewise, the adoption of ERPs in
cloud in profit-oriented enterprise delivers quantitative benefits. Finally, the cloud
strategy is expected to deliver quantitative benefits when:

• The adoption does not tackle the operational level;

Table 4 Results of the analysis for large enterprises

Outcome Solution Raw coverage Unique coverage Consistency

Quantitative
benefits

~OPER-LEV 0.19 0.04 1.00

CSCW* ~PROFIT 0.10 0.00 1.00

ERP * PROFIT 0.36 0.27 0.84

EVL-BT* ~ERP*
~PROFIT

0.18 0.03 1.00

Solution coverage: 0.58 Solution consistency: 0.89

Table 5 Results of the analysis for SMEs

Outcome Solution Raw coverage Unique coverage Consistency

Quantitative benefits CRM 0.46 0.46 1.00

Solution coverage: 0.46 Solution consistency: 1.00
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• CSCW systems are adopted in organizations that do not have profit orientation;
• A profit-oriented organization implements an ERP;
• An evolutionary approach to IS implementation is adopted for systems other than
ERPs, and for organizations that do not have a profit orientation.

The considerations on SMEs are instead simpler: SMEs accomplish quantitative
benefits from cloud-based strategies when they implement CRM systems.

5 Discussion and Conclusion

This work is motivated by the identification of benefits other than costs reduction
for cloud based IS implementation strategies. The analysis allows us to answer pos-
itively to R1 meaning that cloud computing can be used to reduce costs, but also to
obtain other forms of organizational benefits. In relation to R2, the summary of the
analysis shown in Tables 3, 4 and 5 present the strategies, which contribute to gener-
ate organizational benefits. Beyond reduction of IT costs, these case units described
organizational benefits in the form of more flexible and agile infrastructure, since
it increased the ISs uptime. This enables workforce to increase the productivity.
However, these improvements have been captured by tactical level rather than the
operational level.

On the other hand, most of the benefits are connected to ISs benefits [18]: our
case units contained data related to three different IS implementations ERP, CRM,
and CSCW. All the three ISs provided in cloud are enabler of improvements in the
organizational processes for large enterprises. Non-profit oriented enterprise shall
obtain a valuable improvement by using aCSCW that reduce time for communicating
within the organizations, reallocating saved resources in different tasks. CRM suites
is also eligible for large and no profit enterprise, that undertakes an evolutionary
business transformation. This feature means CRM generates improvement simply
modifying processes and not reengineering them. ERP is suitable for large and profit
oriented enterprise. Concerning SMEs instead, organizational benefits are expected
from the adoption of CRM systems.

This work suggests implications both for managers and for research.

5.1 Implications for Managers

Concerning managerial implications, the results contradicts the popular belief that
cloud computing is just for large organizations.We clearly identify that SMEs achieve
improvement of financial performance through the implementation of CRM systems.
Likewise, Cloud computing is also a viable strategy for implementing ERP systems
in large profit-oriented organizations. In those cases, the cost reduction is often
coupled by improvement of business processes carried by the best practice of ISs.
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This means that managers can opt for a cloud computing strategy not only for a
direct cost reduction, but also as a means to realise organizational changes. Whereas,
large non-profit organizationsmay achieve benefits through cloudbased collaborative
cooperative work systems.

Lastly, this work does not consider the organization life cycle, as well as the
reliability of service provider both in terms of SLA agreement and ISs vendors
implemented. However, examining the organization that obtained these benefits we
discern that quantitative benefits are leaded by implementers that use first-class ISs
rather than native and opensource ISs, therefore organization may increase the like-
lihood of a satisfactory implementation deploying implementers that use top-brand
vendors. Regarding the organizational age, the analysis reveal that cloud computing
strategies may be adopted both by young companies and by mature companies.

5.2 Implications for Researchers

Concerning instead the research implications, the results of our analysis stimulate
two considerations. Firstly, concerning cloud strategies in SMEs, our cases show
that the benefits can be expected only in the case of CRM systems without con-
sidering the remaining ISs. An implication for research would be to verify whether
and when the reaming ISs—like ERS systems, CSCW, or SCM systems—lead to
quantitative benefits. Furthermore, ERP remains a prerogative for large enterprise,
since the quantitative benefits do not overpass the investment both in immediate
and afterwards the three years period following the cloud investment. Therefore, an
implication for researchers is to study which peculiar characteristics should have an
ERP in order to carry quantitative benefits for SMEs.

Secondly, for large enterprises a result that caught our attention is the focus at levels
other than the operational one. This seems to suggest that organizational benefits of
cloud-based strategies shall be expected only at the managerial level. In this case
an implication for research would be that of specifically studying whether cloud
adoption at the operational level produce benefits, or whether forms of resistance to
change due to the loss of control on IT resources could explain why the benefits are
lost. In doing so, in-depth interview to workforce is a suitable way to shed light on
this event.

Moreover, we adopted for distinguishing the depth of organizational change
according to the taxonomy of Venkatraman [21], where revolutionary business trans-
formation lead to higher and more consistent benefits than the evolutionary business
transformation [21]. However, our analysis did not capture revolutionary approach
as a necessary and sufficient factor neither in the results for SMEs nor in the results
for large enterprise the revolutionary business transformation appears, whereas the
evolutionary business transformation does in the large enterprise results conjointly
to non-ERP systems. Therefore, the implication for researchers is to pinpoint a more
adequate and today’s taxonomy or typology in order to explain depth of organiza-
tional change.
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5.3 Limitations

Concluding, we have to acknowledge a partial limitation of our study. Our dataset
contains only case units of successful cloud strategies adoption. We were therefore
not in the condition to observe failures, so we could not confront the results of our
analysis with negative cases, which would have increased the validity of our results.
This aspect will be targeted in a future research project.
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Organizational Change and Learning:
An Explorative Bibliometric-Based
Literature Analysis

Stefano Za, Cristiano Ghiringhelli and Francesco Virili

Abstract This paper offers a literature investigation on Organizational Learning
processes stemming from Organizational Change initiatives, based on SNA analy-
sis of bibliometric data. The intentionally open, incomplete and question-provoking
research outcomes offered by this initial literature analysis represent form one hand a
limit, from the other hand they may be seen as an opportunity to listen to the voice of
the research community, to collect new ideas and suggestions before proceeding for-
ward towards a better understanding of the fascinating phenomena at the intersection
of organizational change and learning.

Keywords Organizational change · Organization learning · Change
management · Bibliometric analysis · Keyword analysis · Citation analysis ·
Social network analysis

1 Introduction

This paper offers a literature investigation on Organizational Learning processes
stemming from Organizational Change initiatives. This interest arose from a previ-
ous study [1] on the development of an automated parcel sorting system in a major
company in the logistic and parcel delivery industry. In that study, the Industrial Engi-
neering (IE) function emerged with a key role of change agent, by balancing several
crucial tensions: manual versus automated; planned versus emergent; local versus
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global; standard versus ad hoc. According to that study, effective tension manage-
ment is required for effective organizational change, in presence of high uncertainty.
For example, to what extent should a standard software for barcode identification
developed in another country be adapted to local practices in different countries (ten-
sion standard/ad hoc and global/local)? According to this perspective, the effective
resolution of continuous paradoxical dilemmas is not only a requirement for effec-
tive change. It is also a trigger of organizational learning. By managing tensions
and finding new unexpected solutions (often with trial and error), the organization
develops new knowledge and generates a need to codify and institutionalize it. To
this regard, in the case under observation Industrial Engineering was tasked with
the challenge of enabling this process, by creating a change environment in which
learning opportunities can be identified, discussed, integrated and institutionalized.
But how is organizational learning actually produced during organizational change?
What are the most important enablers and blockers? From the theoretical point of
view, answers to such questions have their roots in two research traditions: on the one
hand, in the organizational change studies, particularly in presence of uncertainty and
high complexity; on the other hand, in the organizational learning research stream,
particularly when learning emerges from action and behaviors.

The analysis of the literature on organizational learning change is challenging, for
twomain reasons. First, the two phenomena are connected in complex ways. Second,
the historical succession of schools of thought has produced several different views,
determining both evolution and overlapping or contrasting frameworks.

The intimate connection of change and learning is nowadays very well recognized
in literature. For example, Clegg and colleagues [2] suggest to “[…] rethink and
reframe organizational learning in terms of organizational becoming” (page 147).

To take into account the different views and perspectives proposed by the literature
to explain the relationship between change and learning, we decided to carry out a
methodological analysis of the literature based on database retrieval of bibliographic
information and social network analysis.

The analysis is aimed on the one side at identifying themain schools of thought, on
the other side at uncovering their connections in a general network of relationships,
as depicted by bibliometric analysis.

The basic research question of our investigation is therefore the following: what
are the main studies investigating in the same time organizational change and orga-
nizational learning phenomena?

In order to identify the main perspectives adopted overtime, our social network
analysis of bibliographic data is focused on two sources. First, a keyword analysis
of the high-impact research papers, second an analysis of co-citations evidencing
flagship contributions.
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2 Research Protocol

In this phase of the research project, the main aim is to identify the relevant literature
discussing the topics of interest, exploring their contents using bibliometric infor-
mation. Following the guidelines provided by Za and Braccini [3] we firstly focus
on the creation of the dataset (data setting) and afterwards perform the data analysis.

The first step concerns the data collection and involves the identification of a
suitable source for literature search. We identified ISI (Institute for Scientific Infor-
mation)Webof Science (ISI-WoS, http://apps.webofknowledge.com) as the platform
to perform the literature search and selection, as already done by several authors in
other IS studies [4–7]. We conducted the searches and retrieved publication data tak-
ing into account the main four citation databases: Science Citation Index Expanded
(SCI-E), Social Sciences Citation Index (SSCI), Arts & Humanities Citation Index
(A&HCI) andEmergingSourcesCitation Index (ESCI). They fully cover over 12,000
journals.

In order to identify a proper set of keywords, we performed a preliminary query
using just three basic keywords: “Change Management”, “Organizational Change”
and “Organizational Learning”. The American English words “organiz-” were also
coupled with their correspondent British English version “organis-”. The scope of
the query was not limited to the author-provided keyword list on each contribution,
but also extended to titles and abstracts.

The query syntax is shown below:

TOPIC: (“organisational change” OR “organizational
change” OR “Change management”) AND TOPIC:
(“organisational learning” OR “organizational
learning”)
Refined by: LANGUAGES: (ENGLISH)

This query returned a first set of 278 papers. The list produced by the database was
ordered by total citations. Consistently with our research approach, we restricted our
focus to the high-impact papers. The selection criterium was based on total number
of citations: we therefore included only papers with more than 50 total citations,
restricting the dataset from 278 to 35 high-impact papers.

In order to refine the keyword list, we carried out a quick examination of the
35 articles, the most cited first, starting from title and abstract and, if necessary,
going through the article content. This content analysis, not required in several cases
of widely known flagship contributions, evidenced that most of the high-impact
papers were actually fitting our research theme. A few of them, instead, were “false-
positives” jointly using our keywords for different reasons. For example, Davison
et al., in “Principles of Canonical Action Research” (2004), discusses the application
of the action-research methodology in IS field. In this false-positive, the presence
of our keywords is not surprising, because the action-research approach is often
relevant for both organizational change and organizational learning. But, given that
this paper is focused on purely methodological issues, it cannot be considered as a

http://apps.webofknowledge.com
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study focused on organizational change and organizational learning and it should be
discarded as a false positive; on the other hand, the term “action research” should
instead be considered as a candidate additional keyword the next step of analysis.

Excluding all the false-positives, we reduced the number of high-impact articles
from 35 to 20, enlisted here below in Table 1.

These 20 articles represent a group of studies not only well focused on the two
subjects of our research. They are also outstanding quality contributions, character-
ized for both high rigor and relevance, and appeared in prestigious outlets. Overall,
the spectrum of theoretical views, methodological choices and levels of analysis is
very wide and rich. These outstanding studies on change and learning often cross
other relevant subjects, pointing out other promising new keywords. Often, but not
always, such keywords are explicitly reported in the keyword list by authors. The
resulting additional keywords list is the following:

• Knowledge Acquisition
• Knowledge Development
• Capability Building
• Capability Development
• Action Research
• Exploration
• Identity
• Trial-And-Error
• Innovation.

In order to limit the number of keywords in the final list, we decided to exclude
partially overlapping expressions (e.g.: learning and experiential learning). Further-
more, we excluded the conference proceedings focusing only on journal and book
contributions. In this way, the following second query was performed at the end of
May 2018:

TOPIC: (“organisational change” OR “organizational
change” OR “Change management”) AND TOPIC:
(“organisational learning” OR “organizational learning”
OR “Knowledge acquisition” OR “knowledge development”
OR “Capability building” OR “Capability development”
OR “Action research” OR “Exploration” OR “Identity” OR
“Trial-and-error” OR “Innovation”)
Refined by: [excluding] DOCUMENT TYPES: (EDITORIAL
MATERIAL OR MEETING ABSTRACT OR PROCEEDINGS PAPER OR
BOOK REVIEW OR BOOK CHAPTER) AND LANGUAGES: (ENGLISH)

This time the query produced 1813 records corresponding to as many papers
published from 1990 up to May 2018.

Following the further steps of the research protocol [3], we performed
a descriptive analysis (Sect. 3.1) concerning the second dataset (1813 records),
and the content analysis (Sect. 3.2) using SNA for exploring the main topics
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discussed by the corpus, proposing in this second section a comparison between
the results produced by both queries.

3 Data Analysis

The examination of the 1813 publicationswas done following two steps: (i) a descrip-
tive analysis of our sample providing information on the evolution of number of pub-
lications and citations over the year and an overview of the most productive journals,
and (ii) the content analysis, considering the keywords defined by the authors in their
contributions as well as the main references cited in the dataset. In order to recognize
the relationships among the discussed topics, SNA tools are used for creating the
co-occurrence graph for the keywords and the co-citation graph based on the most
cited references.

3.1 Descriptive Analysis

Figure 1 depicts the publications and citations trends over the last three decades.
In particular, the dark grey line portrays the distribution over the years of the 1813
publications of the dataset (left scale). The bright grey line displays the evolution of
citations (right scale).

Fig. 1 The publications and citations trend over the years
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Table 2 The most active journals (with more than 15 papers in the dataset)

Journals N. papers Journals N. papers

Journal of Organizational Change
Management

149(8%) Organization Studies 26(1%)

Organization Science 43(2%) Journal of Applied Behavioral
Science

23(1%)

Academy of Management Journal 30(1%) Organization 21(1%)

Strategic Management Journal 29(1%) International Journal of
Technology Management

19(1%)

Human Relations 27(1%) Systemic Practice and Action
Research

17(0%)

The two trends are not only clearly ascending, but with a growing inclination.
This pattern evidences the ever-increasing popularity of the subject, particularly in
the last ten years. The data obtained for the current year (2018) are not complete
since we conducted the search on May 2018. In order to have an updated dataset on
which performing our analysis, we decide to keep them in. For this reason, there is
a misleading perception of decline of publication and citation trends concerning the
last year.

The following table shows the journals with more than 15 papers in the dataset.
Overall, these results suggest that the increasing interest on organizational change
and learning is still confined to a relatively limited number of outlets. The top three
journals in the table are Journal ofOrganizationalChangeManagement,Organization
Science and Academy of Management Journal (Table 2).

3.2 The Analysis of the Topics Discussed in the Dataset

We carried out the topics analysis in two ways. First, by keywords analysis, second,
by co-citations analysis.

Keywords analysis. As a basis for a comparative analysis between the datasets
produced by the first and the second query, we identified the most popular keywords
in the two datasets (Tables 3 and 4). We also carried out a social network analysis
of keywords occurrences, producing the graph displayed in Figs. 2 and 3. In the
network, the keywords are the nodes and there is a tie between two of them if they
are mentioned together in the same publication (co-occurrence). The thickness of
each edge reflects the number of contributions in which the pair appears, while the
size of each node is based on the number of papers in which the corresponding
keyword is used. The node label size is proportional to the size of the node.

Looking at the information regarding the first dataset (278 papers) it is possible
to observe that even though “organizational learning” (frequency: 114) is mentioned
33% more than “organizational change” (81), they are used together in almost 20%
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Table 3 Most recurring keywords in the first dataset (mentioned at least in 6 papers)

Keywords N. papers Keywords N. papers

Organizational learning 114 Action research 8

Organizational change 81 Organizational culture 7

Change management 32 Change 6

Organisational learning 20 Culture 6

Knowledge management 17 Information technology 6

Innovation 15 Organisational change 6

Learning 13 Organizational development 6

Table 4 Most recurring keywords in the second dataset (mentioned at least in 20 papers)

Keywords N. papers Keywords N. papers

Organizational change 449 Knowledge management 29

Change management 190 Institutional theory 28

Innovation 173 Case study 27

Organizational learning 89 Learning 26

Action research 62 Sustainability 26

Leadership 55 Technological change 24

Organisational change 53 Information technology 23

Change 45 Organizational innovation 23

Identity 36 Sensemaking 23

Organizational culture 35 Management 22

Implementation 29 Organizational development 22

Fig. 2 Keywords co-occurrence graph for the first dataset (278)
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Fig. 3 Keywords co-occurrence graph for the second dataset (1813)

of the papers in the dataset (48). It is the most relevant co-occurrence, since the
other pairs occur in less than 10 papers. The following co-occurrence (9) is between
“organizational change” and “change management”, the third keyword by frequency
(32). This situation, clearly due to the construction of the query, suggests the need
of a further step of analysis.

The information regarding the second dataset (1813 papers) shows a different
scenario. Looking at Table 4, that shows the occurrences more than 20, we can
note that only four of the ten new keywords introduced in the second query are
present: “innovation” (173), “action-research” (62), “identity” (36) and “knowledge
management” (29). Innovation is also one of the top three keywords (more than 100
occurrences). The keyword “organizational learning” dropped from first (frequency:
114) to fourth place (89) in the second dataset.

The co-occurrence graph depicted in Fig. 3 shows that the most connected node is
by large “organizational change”. The other most relevant nodes are “organizational
learning”, “innovation” and “change management”. All of them are connected, with
the noticeable exception of the missing link between “organizational learning” and
“innovation”.

The different patterns of occurrences and connections of “organizational change”
and “change management” may suggest that the two keywords are often used in
different kinds of research. On the one hand, change management could be seen
as a narrower field of investigation, usually focused on the management of change
projects at the internal side of organization, with a level of analysis often restricted
to individuals and groups. On the other hand, organizational change research has
a much wider span, including not only change management subjects (sometimes
the two keywords are used in conjunction, as testified by their direct connection),
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Table 5 Mot cited references in the second dataset (receiving more than 100 citations)

References No. of citations Subgraph

Hannan and Freeman [8] 154 Green

March [9] 138 Green

DiMaggio and Powell [10] 136 Green

Nelson and Winter [11] 128 Green

Cyert and March [12] 122 Green

Weick [13] 116 Purple

Eisenhardt [14] 113 Purple

Cohen and Levinthal [15] 106 Green

Meyer and Rowan [16] 99 Green

Miles et al. [17] 91 Purple

Levitt and March [18] 90 Green

but also studies at the interorganizational level analysis, including for example the
investigation on the effects of the technological change, institutional influences and
ecological selection on evolution among groups of organizations.

Co-citation analysis. In order to further investigate the high impact studies
extracted in the second dataset, we performed a citation and co-citation analysis.
Table 5 shows, in descending order, the main references cited by at least 90 papers in
the dataset. It is possible to observe that some highly cited references are represen-
tative of entire schools of thought, and they are often used as customary citations to
identify the research framework/tradition, like for example Hannan and Freeman [8],
a development of the Population Ecology of Organization, or DiMaggio and Powell
[10], for the Neoinstitutionalism.

As a complement, we performed also the co-citation analysis creating the co-
citation graph (Fig. 4), where each node represents a reference cited by a paper in
the dataset. There is an arc between two nodes if both are cited together at least in
15 papers. The size of each node reflects the number of papers in the dataset citing
the specific reference.

The co-citation graph gives us the possibility to recognize, also in this case, two
main network clusters based on the references mentioned in two main subgraphs
(the green and the purple one). The first group of studies (the green one, at the
top of the figure), including flagship references of interorganizational relationship
studies like the Neoinstitutionalism, the Population Ecology of Organization and the
Innovation Theory [11] may be interpreted as representative of the larger, collective
sense of organizational change, concerned with groups of organizations interacting
and evolving together under the influence of the external environment.

The second group (the purple one, at the bottom of the figure) is smaller than
the first and it includes, among others, several flagship methodological references
(qualitative research methods: [17], case studies: [14], [19]; grounded theory: [20]).
Among the most cited theoretical references, several studies with perspectives on
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Fig. 4 Co-citation graph for the second dataset (1813)

change based on sensemaking and organizational identity are present here, with
flagship scholars likeWeick, Gioia, Tsoukas andChia. In the upper part of the cluster,
a classical, definitional theoretical analysis on change management by Van De Ven
and Poole [21]. By large, this second group of studies may be seen as including
perspectives focused on the psychological analysis of behavioral aspects, often at
the individual and group level, looking at the social construction and the shaping of
change from the internal side of organization.

Itmaybe interesting to notice that the studybyVanDeVenandPoole [21] connects
the two clusters: on the one hand, change management analyses focused on the shap-
ing of behaviors in the internal side of organizations (red cluster, below); on the other
hand, studies on larger phenomena of evolutionary change at the interorganizational
level as a reaction to environmental, technological or institutional discontinuities
(green cluster, above).

In which of the two groups can we identify organizational learning flagship con-
tributions? At a first view the answer is: in the upper cluster. The most evident highly
cited organizational learning studies are Cohen and Levinthal [15] and Levitt and
March [18]; we may also include Cyert and March [22], as a foundational contri-
bution. We might see here organizations as learning in reaction to wider external
phenomena, by generating organizational knowledge and institutionalized routines.

Another seminal contribution on organizational learning is the 1978 book from
Argyris and Schon, absent in Table 5, but cited in four different version and editions
in our data set. The cumulative count of citations, including the 1996 update of
the book, is therefore over 100. It appears as a separate small red cluster, with a
connection to the widely diffused, practice oriented popularization of the concept of
“learning organization” by Senge [23].
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4 Discussion and Conclusions

The literature exploration proposed here was originally motivated by the field obser-
vation of organizational learning processes stemming from complex change man-
agement projects. What do we already know about organizational learning processes
originated by change management? Our exploration strategy is based on keyword
extraction and bibliometric analysis of high-impact papers. A first stage with three
basic keywords identified a core initial data set of 278 papers, including 20 high-
impact core studies at the intersection of organizational change and learning. Ten
additional keywords were identified and used in a second stage to extract a new data
set of 1813 papers. The keyword, citation, and co-citation analysis of the two data
sets, besides the identification of prominent high-impact studies and highly cited
references, interesting indications and directions for further research.

The most relevant pattern discussed above include (1) the empirical identification
of a small but ever growing stream of research on organizational learning, besides a
much wider and mature research stream on organizational change; (2) the distinction
of different sense andmeaning in the use of the keywords “organizational change” and
“changemanagement”, the second one often connected to a portion of organizational
change studies focused on internal change projects; (3) the identification by co-
citation analysis of two clusters of reference studies, connected on the one side with
environmental, technological or institutional change at the interorganizational level,
on the other side to behavioral studies on the social construction and shaping of
change both at the individual and at the group level; (4) the presence of highly cited
reference studies on learning in the first cluster (5) an interesting pattern of links and
relationships between different schools of thought that certainly deserves a closer
attention and further investigation, paving the way for further analysis.

The intentionally open, incomplete and question-provoking research outcomes
offered here may be seen as a limit, but they are also an opportunity to listen to
the voice of the research community, to collect new ideas and suggestions before
proceeding forward towards a better understanding of the fascinating phenomena at
the intersection of organizational change and learning.

References

1. Virili, F., & Ghiringhelli, C. (2019). Automation as Management of Paradoxical Tensions: The
Role of Industrial Engineering. In F. Cabitza, C. Batini, &M.Magni (Eds.), Organizing for the
Digital World (pp. 7–21). IT for Individuals: Communities and Societies, Springer International
Publishing.

2. Clegg, S. R., Kornberger, M., & Rhodes, C. (2005). Learning/Becoming/Organizing. Organi-
zation, 12(2), 147–167.

3. Za, S., &Braccini, A.M. (2017). Tracing the Roots of the organizational benefits of IT services.
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Community-Oriented Motivations
and Knowledge Sharing as Drivers
of Success Within Food Assemblies
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Abstract Despite the increased level of awareness and concern towards social and
environmental issues, many consumers have not yet modified their consumption
and lifestyle behaviour. In response to this trend, previous works have shown that
social and collective actions among customers, enabled by certain food system net-
works, have the potential to transform passive consumers into active citizens. The
aim of this paper is to analyse if community-oriented motivations and knowledge
sharing within a network have a positive effect on customers’ consumption in terms
of purchase frequency and quantity. To do so we collected data from Italian Food
Assemblies, a particular kind of alternative food network based on a digital platform
enabling the direct trade between communities and local farmers and producers.
The simultaneous coexistence of online and on-site elements characterizing Food
Assemblies allowed us to individuate possible differences between knowledge shar-
ing through online and onsite interactions. We developed a quantitative analysis
based on a regression model, collecting data from a questionnaire submitted to 8497
Italian food assembly customers, finally receiving 2115 valid answers. The results
show that community-oriented motivations and on-site knowledge sharing appear to
be statistically significant for purchase frequency, while online knowledge sharing
affects both frequency and quantity.
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1 Introduction

Over the last decades, concerns over sustainability issues have pushed the adoption
of different approaches to consumption. Initiatives such as farmers’ markets, box
schemes, solidarity purchasing groups, and community supported agriculture have
challenged conventional food systems by proposing a decentralized, community-
focused, independent, and sustainable model, based on the concept of short food
supply chain (SFSC) [1–4]. These new forms of food production, distribution, and
consumption are also known within the academic world under the heading of Alter-
native Food Networks (AFNs) [5].

AFNs have given rise to cross-sectional research streams [1, 3, 6–11]; the novelty
of this topic has led scholars to mainly focus on qualitative studies [9]. However,
the adoption of quantitative approaches focusing on the complex system of rela-
tionships and knowledge sharing created throughout AFNs could help to extend the
body of knowledge reached to date. For this reason, we carried out a regression anal-
ysis to deeply understand if knowledge sharing practices and community-oriented
motivations affect the success of an AFN.

To do so we focused our analysis on a particular kind of AFN, the so-called Food
Assembly (FA), a social and collaborative enterprise born in France in 2010 and
spread to other European countries, characterized by a hybrid formwhere on-site (i.e.,
farmers’ markets) and online elements (i.e., e-commerce) coexist simultaneously [2,
12].Datawere collectedwith a questionnaire submitted to 8497 Italian FAcustomers,
receiving a total of 2115 valid responses.

The results show that both direct onsite contact with the local producers and with
other buyers during the produce distribution significantly affect purchase frequency.
While knowledge sharing through the FA digital platform positively affect both the
frequency and the quantity. Customer’s community-oriented motivations are instead
significant for purchase frequency.

This paper contributes to the literature on social capital theory and knowledge-
based view by applying these two well-known theories to a new field such as that
of FA. The paper has also practical contributions since it aims to understand which
consumer attitudes and practices, andwhich interaction channels represent a leverage
to enhance customer participation in AFNs [13, 14].

2 Background Review and Hypothesis Development

2.1 Alternative Food Networks

The term AFN identifies a comprehensive body of practices characterised by short
supply chains such as community supported agriculture [15, 16], box schemes [17,
18], farmers’ markets [19], solidarity purchasing groups [20, 21], food cooperatives
[22], farm stands [23], and food assemblies [2, 12, 24]. The AFN phenomenon is on
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the increase in Europe and North America [25], and is especially booming in Italy,
both as a consequence of governmental strategies [1, 26, 27] and increased public
sensitivity to transparency and safety issues regarding food [28, 29]. Food systems
based on local networks have already begun to transform costumers from passive to
active citizens [13], however, not every AFN can survive over time. Although AFNs’
resilience depends on several factors [30, 31], it seems readily apparent that AFN’s
survival is directly related to the customers’ purchase frequency and quantity within
every AFN.

2.2 Community-Oriented Motivations

The SFSC characterizing AFNs has redesigned the way a variety of social and eco-
nomic actors engage and coalesce together in order to create novel economic circuits
ready to respond to community needs [32–35]. Many scholars have focused their
attention on the new role played by the customer, and even more attracted by trans-
parency and sustainable food systems [20, 21, 36]. The higher level of cooperation
and co-participation between AFN’s members is a direct consequence of the climate
of trust and reciprocity characterizing this new form of food production, distribution,
and consumption [2, 21]. Between the various factors that increase active participa-
tion in AFN, customer’s community-oriented motivations play an important role
that needs to be explored more in depth [37–40]. Community-oriented motivations
have been defined as those aspects related to social relationships, sense of togeth-
erness and solidarity between AFN actors [11]. According to their results, although
self-oriented motives remain the main reason for AFN members from all models
to engage, community-oriented motivations also play an important role; as a mat-
ter of fact, even those people who did not indicate community-oriented motivations
as a first driver, acknowledged their importance stating that they have become an
important driver during the network participation. According to [41], relationships
based on trust among AFN members boost a sense of community aimed at achiev-
ing social, economic, and environmental goals. Thus, considering the importance of
community-orientedmotivations within AFNs, we can express our first two hypothe-
ses as follows:

• H1a
(COM → PF): The higher the customer’s community-oriented motivations
(COM), the higher the purchase frequency (PF) within the Food Assembly.

• H1b
(COM → PQ): The higher the customer’s community-oriented motivations
(COM), the higher the purchase quantity (PQ) within the Food Assembly.
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2.3 Knowledge Sharing Through Online and On-Site
Channels

Social embeddedness has been evidenced as being one of the main features of AFNs
[42]. Through its social dimension, in fact, AFNs enhance the development of per-
sonal relationships between members [13], and such relationships have been shown
to increase social capital [43, 44]. According to [45], social capital attributes can be
collected into three clusters, while [46] identified the main feature of each cluster:
social trust, shared goals, and network ties. Trust is the most frequently mentioned
facilitator of knowledge sharing [47–49], and more generally, a fundamental char-
acteristic of networks that aim to facilitate interaction between its actors [50–54].
However, shared goals and network ties have been found to be relevant in knowledge
integration and exchange as well [46, 55]. Knowledge has been widely recognized in
the modern society as a strategic asset and a driver of success for many organisations
from different points of view and different outcomes [56–59]. As argued by Inkpen
and Tsang [60], networks provide members with access to knowledge, however,
different types of network correspond to different ways of exchanging and shar-
ing knowledge. While it is already established that relationships within AFNs boost
knowledge sharing processes [41, 61], to date few studies have focused on opportuni-
ties enabled by online platform cooperatives as, in this case, FA. According to [12],
a digital platform can enhance organisational cooperation among their members.
Community-oriented platforms geared to achieving social and environmental goals,
such as a FA, can benefit from online interactions since digital platforms develop
some collective rules leading to knowledge sharing and self-management practices
based on individuals’ ability to manage trust within the network. At the same time,
the mixture of online communications on digital platforms and on-site interactions in
a decentralized-local physical network [62] can enable interaction and coordination
across a network of actors [2, 36] who otherwise would remain separated or unable
to contribute to the system. The spreading of the so called ROPO phenomenon (“re-
search online, purchase offline”) opened the doors to new behaviours from customers
and new ways of information provision [63–65], making online and on-site inter-
actions complementary and bearers of different contents and meanings [36, 66]. As
pointed out by many scholars [67–69], knowledge exchange and sustainable value
co-creation may be triggered by technological infrastructure allowing individuals to
communicate and self-organise in a more transparent and less complex way. Based
on these previous findings, we analysed both on-site and online knowledge sharing
practices, positing that:

• H2a
(CKS → PF): The higher the knowledge sharing among the customers during the
produce distribution (CKS), the higher the purchase frequency (PF) within the
Food Assembly.
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• H2b
(CKS → PQ): The higher the knowledge sharing among the customers during the
produce distribution (CKS), the higher the purchase quantity (PQ) within the Food
Assembly.

• H2c
(PKS → PF): The higher the knowledge sharing through the direct contact with
the producers (PKS), the higher the purchase frequency (PF) within the Food
Assembly.

• H2d
(PKS→PQ): The higher the knowledge sharing through the direct contactwith the
producers (PKS), the higher the purchase quantity (PQ)within the FoodAssembly.

• H2e
(OKS→PF):Thehigher the online knowledge sharing through thedigital platform
(OKS), the higher the purchase frequency (PF) within the Food Assembly.

• H2f
(OKS → PQ): The higher the online knowledge sharing through the digital plat-
form (OKS), the higher the purchase quantity (PQ) within the Food Assembly.

3 Research Design and Methodology

The research development was articulated in different steps. After the analysis of the
existing literature on AFNs, FAs, social capital theory and knowledge-based view,
and the development of the theoretical framework we carried out focus groups and
in-depth interviews as preliminary study to find the questionnaire items. The next step
was the questionnaire development, administration and the quantitative regression
analysis based on data collected from questionnaires.

3.1 Data Collection

The emergence of AFNs has been drawing the attention of scholars from different
fields, who have been trying to understand and explain these recent phenomena.
In order to better understand the FA organisation, its value creation process and
its critical success factors, a set of 6 face to face semi-structured interviews with
FA managers have been conducted. They were followed by specific focus groups
with FA customers (both active and non-active) in order to elicit more in-depth
information through interactive discussions [70] about the community collaborative
and participatory behaviours. Focus groups were found to be useful for the issue
under investigation, as both active and non-active customers could have described,
using their own words, their experiences, perceptions, motivations, attitudes, and
habits [71, 72].
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After the interviews and the focus groups, a detailed questionnaire was designed
in order to collect specific information to test our hypothesis. On September 2017,
there were 10194 active customers in the Italian FA. Clients that had made at least
one purchase from the FA during the previous 12 months were considered “active
customers”. In this group, those who made at least one purchase per month in the
last year could be considered “loyal customers” and they represented the specific
target of our research. Those 8497 loyal customers of the FA received an invitation
to answer an online questionnaire. The questionnaire was designed according to the
literature [73, 74], the research hypotheses and all the elements emerged from the
interviews and the focus groups. It was previously tested through a preliminary pilot
survey involving a sample of 40 randomly selected customers from the total loyal
customers in order to observe patterns, consistency, bias-free, and representative
results [75]. No significant changes to the original questionnaire were made after
this preliminary test.

The questionnaire was made up of 48 close-ended questions (simple factual ques-
tions, rating scale, and checklist type questions), grouped into four major areas. 2115
valid answerswere received, with a 25% return rate (only 5 responseswere not valid).

3.2 Research Model and Data Analysis

Given the existing literature background and the findings from the preliminary study,
we empirically tested a simple model in order to investigate community-oriented
motivations and knowledge sharing as key success factor for the FA business model
(see Fig. 1).

The success of the business model had been measured by the survey responses on
two different aspects: the purchase frequency from the FA (shortly, Frequency), and
the change in the amount of products purchased from the FA (shortly, Quantity).

The independent variables were related to knowledge sharing processes and
community-oriented motivations. Knowledge sharing has been measured with three
variables: online communication flows on the digital platform, on-site interactions
with producer, and on-site interactions among customers. All these variables caught
the customer’s perception about the effectiveness of each mean of communication
with a Likert scale. The other independent variable—community-oriented motiva-
tions—was constructed on three levels (low, medium, and high). Customers were
requested to indicate the most significant motivation(s) (from a list of items) that
determine purchases in the FA. Among the possible answers to this question, there
were two community-oriented motivations. We considered a “low level” of motiva-
tion if none of these options was selected, a “medium level” if only one was selected,
and a “high level” if both these motivations were selected.

The regression model, according to the existing literature, was then con-
trolled for some socio-demographic variables (age, gender, level of educa-
tion, marital status, number of children, employment, and family income level)
[76–78], and some sustainability factors (recycle, local production, awareness,
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Fig. 1 The research model

label, environment protection, animal welfare, organic production, and climate
change) [11, 37, 38, 41, 79].

3.3 The Regression Analysis

Formally, for each individual i in the sample of respondents, we collected the choices
between j = 1, . . . , M alternatives (M = 4 for both Frequency and for Quantity).
Since there is a logical ordering in these alternatives, a so-called ordered response
model had been specified. This model is based on one underlying latent variable, say
y∗
i , with a different match from y∗

i to the observed variable yi (i = 1, . . . , N ); i.e.,

y∗
i = xTi β + εi , yi = j i f γ j−1 < y∗

i ≤ γ j ,

for unknown “cut points” γ j s with γ0 = −∞ and γM+1 = ∞. Precisely, the research
question here is whether it is reasonable to assume the existence of a single index
xTi β such that higher values for this index correspond to, on average, larger values for
yi . Assuming that εi is independent identically distributed (i.i.d.) standard normal
(with constrained variance equal to one) results in the well-known ordered probit
model. We remark that for M = 2 we are back at the binary probit model. As a
consequence, the probability that alternative j is chosen is the probability that the
latent variable y∗

i is between two boundaries γ j−1 and γ j ; i.e.,
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P{yi = j |xi } = �
(
γ j − xTi β

) − �
(
γ j−1 − xTi β

)
,

where �(·) stands for the distribution function of the standard normal distribution.
We estimated one ordered probit model per response variable using maximum

likelihood. Results are presented in the following section. Since the γ j parameters
can be shifted arbitrarily by adding a constant to xTi β, the model is under-identified
if there is some linear combination of the explanatory variables, which is constant.
The most obvious case in which this occurs is when the model contains a constant
term: for this reason, we dropped the intercept.

4 Results and Discussions

The loyal clients of the FA are relatively young (65% are less than 50 years old),
mainly female (77%) and with a bachelor’s degree (47%). 57% do not have any
children at all.

The results of the regression analysis (Table 1) show that the frequency of pur-
chases significantly increases with customer’s age, employment status, income, and
organic production sensibility, while the quantity significantly increases with age
and income. On the other hand, there is no statistical evidence of gender, education,
marital status, and number of children effects on the two dependent variables.

Knowledge sharing between customers and with producers during the product
distribution at the weekly market was found to be statistically significant in the
regression model only for purchase frequency but not for purchase quantity. While
online knowledge sharing affects both frequency and quantity of purchases within
the FA.

Community-oriented motivations appear to be significantly related to purchase
frequency while no statistical relationship emerged regarding the dependent variable
quantity.

To summarize, besides the control variables, all the four key independent vari-
ables (community-oriented motivation, on-site knowledge sharing both among cus-
tomers and with producers and online knowledge sharing) affect positively purchase
frequency, whereas only online knowledge sharing is statistically significant for pur-
chase quantity.

As in the binary probit model, the assumption of normality is crucial here for
consistency of the estimators as well as the interpretation of the parameter estimates.
A Chi-squared asymptotically distributed test for normality had been carried out
within the Lagrange multiplier framework. The statistics in Table 1 do not lead to
rejection of the model with individual characteristics.

A way to evaluate the goodness-of-fit of models consists of comparing correct
and incorrect predictions. The overall proportion of correct predictions could be
considered quite satisfactory for both the models, even though it is clearly much
higher for the quantity (71%).
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Table 1 Ordered probit regression results (***p < 0.001, **p < 0.01, *p < 0.05)

Frequency Quantity

Age 0.11*** (0.03) 0.08* (0.04)

Gender −0.04 (0.06) 0.02 (0.06)

Education −0.05 (0.04) −0.03 (0.04)

Marital_status 0.08 (0.06) 0.04 (0.07)

Children 0.01 (0.03) −0.00 (0.03)

Employment 0.08** (0.03) −0.04 (0.03)

Income 0.09** (0.03) 0.08* (0.04)

Recycle −0.02 (0.04) −0.06 (0.04)

Local production 0.03 (0.04) 0.03 (0.05)

Awareness 0.05 (0.04) −0.02 (0.05)

Label 0.01 (0.05) 0.10 (0.05)

Environmental protection −0.05 (0.05) −0.03 (0.06)

Animal welfare 0.06 (0.04) 0.02 (0.05)

Organic production 0.11** (0.04) −0.02 (0.05)

Climate −0.04 (0.04) −0.01 (0.04)

Knowledge sharing among customers 0.10*** (0.03) 0.03 (0.03)

Knowledge sharing with producers 0.19*** (0.04) 0.05 (0.05)

Community-oriented motivations 0.10* (0.04) 0.05 (0.04)

Online knowledge sharing 0.15** (0.05) 0.14** (0.05)

Log Likelihood −2812.60 −1667.53

Deviance 5625.20 3335.07

Normality test (22) 0.36 1.51

Number of cases “correctly predicted” 777 (36.8%) 1495 (70.7%)

The results of the regression analysis show that knowledge sharing through online
and on-site interactions and community-oriented motivations affect the success of
FA business model, especially in terms of customers’ purchase frequency within the
network. The higher is the level of knowledge sharing and the declared community-
oriented attitude, the higher is the success of the business model, mainly in terms
of higher purchase frequency. Table 2 contains results with reference to research
hypotheses.

Our findings help to provide evidence that online knowledge sharing plays an
important role, confirming that virtual interactions can have a practical impact, trig-
gering physical relationships as well [36, 62]. Customer involvement on digital plat-
forms—the main factor differentiating FA business model from the other more tradi-
tional AFNs—can therefore be considered a catalyst for more sustainable behaviour
models.
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Table 2 Synthesis of results
with reference to research
hypotheses

Hypothesis Results

H1a (COM → PF) Supported

H1b (COM → PQ) Not supported

H2a (CKS → PF) Supported

H2b (CKS → PQ Not supported

H2c (PKS → PF) Supported

H2d (PKS → PQ) Not supported

H2e (OKS → PF) Supported

H2f (OKS → PQ) Supported

On the other hand, the success of the business model does not depend simply on
the existence of a digital technical infrastructure; it also requires an effective mixture
of online and on-site elements. As pointed out before, the co-existence of interactions
through both online and on-site channels enable, within a FA, communication and
coordination across a network of actors [2, 62] who otherwise would be separated
and unable to contribute to system. These results have some similarities with the
“ROPO” phenomenon already mentioned in the literature review [63–65].

Community-oriented motivations, already investigated in both quantitative and
qualitative previous studies [11, 38, 41], are found to affect the purchase frequency.
Customers show a higher sense of social commitment and this is reflected by an
increased frequency in purchasing food from the FA. Probably, strong community-
oriented motivations reinforce and increase knowledge sharing practices even if this
relationship has not been tested within our model.

Regarding socio-demographic variables, income, and age are the only two that
are significant for both purchase frequency and quantity. In the first case the relation
is quite obvious and widely confirmed in the previous literature [76, 77]. Consumers
with higher levels of income consume more from the FA in terms of both frequency
and quantity. With respect to the age, the results suggest that older people purchase
greater quantity and with higher frequency. Probably, if they feel themselves com-
fortable within the FA community, they will increase purchases (in terms of both
quantity and frequency), consolidating their practices within that network. Employ-
ment level affects positively the success of the FA as well, but only in terms of
purchase frequency.

Since AFNs aim to connect people who care about health, environment, and other
sensitive issues [79], the model was also controlled by a list of eight sustainability
factors. Among them, only organic production shows significance, while the other
ones seem to not affect the two dependent variables (quantity and frequency). Rea-
sonably, customers with a higher sensibility to these topics get more involved and
participate more actively in the value sharing and knowledge creation processes that
led to the success of the model [2, 13].
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5 Conclusions, Limitations and Further Developments

This study aims to investigate, with a regression analysis, the relationship between
some independent variables—community-oriented motivations and online and on-
site knowledge sharing (among customers and with producers)—and the success of
an AFN business model in terms of purchase frequency and quantity. To do so we
recruited customers of the Italian FA customers as a sample and thenwe administered
a questionnaire to them. According to the results, community-oriented motivations
and knowledge sharing within the FA can be considered as drivers of success, espe-
cially with regards to the frequency of purchases. We demonstrate that higher level
of community-oriented perception among customers as well as knowledge sharing
led clearly to higher level of success of the FA business model. Moreover, we show
also the effect of some additional factors such as age, income, employment on the
performance of the FA in terms of purchasing quantities and frequencies.

These evidences can be useful not only to investigate deeper the success factors for
the development of FA business model, but also for practitioner and FA managers
in order to help them to highlight the drivers that could be useful to improve the
performance and the growth of the FA itself.

This study has some limitations, since the dependent variables—purchase quantity
and frequency—are based on customers’ perception and they do not refer to the
effective number of transactions. At the same time, the success of an AFN depends
on several factors that reach beyond those related to customers’ purchases.

As mentioned before, FAs are recently emerging initiatives, and further studies
need to be carried out to deeply investigate both the customer and producer sides,
especially with regard to the consequences resulting from the existence of a digital
platform. Further research, for instance, could be conducted to understand which
institutional pressures [80] hinder farmers’ participation in FAs and what is the
digital literacy degree [81] of those already involved in a FA.
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